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Phase-Difference Compensation and Nonuniform Pulse
Transmission for Accurate Real-Time Moving Object Tracking

Koichi ICHIGE†a), Member, Nobuya ARAKAWA††, Nonmember, Ryo SAITO†, Student Member,
and Osamu SHIBATA††, Member

SUMMARY This paper presents a radio-based real-time moving object
tracking method based on Kalman filtering using a phase-difference com-
pensation technique and a non-uniform pulse transmission scheme. Con-
ventional Kalman-based tracking methods often require time, amplitude,
phase information and their derivatives for each receiver antenna; how-
ever, their location estimation accuracy does not become good even with
many transmitting pulses. The presented method employs relative phase-
difference information and a non-uniform pulse generation scheme, which
can greatly reduce the number of transmitting pulses while preserving the
tracking accuracy. Its performance is evaluated in comparison with that of
conventional methods.
key words: location estimation, tracking, Kalman filter

1. Introduction

Moving object tracking [1], [2] is a significant technique in
wireless communication applications like mobile terminal
position detection, and now is also used for many different
kinds of applications. One of these is in the field of sports,
where the players can be regarded as moving objects. Im-
portant incidents occurring during a game often cannot be
recognized either by the human eye or by using state-of-the-
art camera techniques. Therefore, accurate tracking of mov-
ing players has become important for football game analy-
sis.

There exist some video-based moving object tracking
systems [3]–[6] that are already used for training and game
analysis. However, due to problems with low or blocked vis-
ibility, these systems need manual intervention and a long
processing time to deliver data on a limited level of detail.
Hence a radio-based tracking system [7] has also been stud-
ied for accurate tracking of moving players. This approach
is basically based on Kalman filtering [8], with delay time,
amplitude, carrier phase information and their derivatives
for each antenna element, and detects the target location us-
ing TOA (time of arrival) and TDOA (time difference of ar-
rival) information. However, the system consumes a large
amount of power because it transmits hundreds or thousands
of pulses per second.
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Besides, methods for tracking moving objects using
TDOA-based Kalman filtering have been reported in the lit-
erature [9], [10]. The approach cited in [9] can track mov-
ing objects but its main target is to detect either LOS (line-
of-sight) or NLOS (non-LOS) environments. The approach
cited in [10] requires a large number of antenna elements
and installs them in a very wide area. Kalman-based track-
ing approaches for wireless sensor networks have also been
reported [11], [12]. However they have some drawbacks like
low tracking accuracy or large computational cost.

In this paper, we present a novel, accurate, low-
cost, radio-based moving object tracking method based
on Kalman filtering, which uses a phase-difference com-
pensation technique and a non-uniform pulse transmission
scheme [13]. With the method, better location detection
accuracy is obtained by using the phase-difference infor-
mation between antenna elements as one of the state vec-
tor elements in Kalman filtering. We employed a non-
uniform pulse configuration, which is generated and trans-
mitted from moving objects, in order to correctly compen-
sate for the phase difference even with a small number of
transmitted pulses. We further developed the system by av-
eraging TDOA values. We also evaluated the method’s per-
formance in comparison with that of conventional methods.

The rest of this paper is organized as follows. Section 2
briefly introduces the conventional Kalman-based approach
[7]. Section 3 describes the proposed tracking method, first
by detailing the state vector formulation in Kalman filter-
ing and then by detailing the non-uniform pulse generation
scheme for phase compensation. After showing some simu-
lation results in Sect. 4, we make some concluding remarks
in Sect. 5.

2. Preliminaries

In this section, we briefly review the conventional target
tracking system [7] based on Kalman filtering.

2.1 System Model

The system consists of a set of small and lightweight trans-
mitters (objects to be located) and a receiving infrastruc-
ture that is set up around the area of interest, which may
be the inner part of a football stadium. The system’s air in-
terface employs the carrier frequency f0 with a bandwidth
around ∆ f . The system’s miniature transmitters make use
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Fig. 1 Conventional pulse generation scheme.

Fig. 2 Basic system model of Kalman filter.

of this bandwidth by generating short but broadband signal
bursts of pulse-shaped sequences with the time interval dt
as in Fig. 1. It is mentioned in [7] that the number of pulses
N = 1/dt per second should be larger than 200 for accurate
2-D tracking, however, more battery power will be spent for
larger values of N. Therefore, smaller values of N are de-
sired.

2.2 Kalman Filtering

This subsection briefly reviews the classical Kalman Filter-
ing and its equations used in moving object tracking.

Kalman filter is an algorithm that first observes time
series measurements containing statistical noise, and then
estimates unknown variables by using Bayesian estimation
over the variables for each timeframe [8]. Its basic system
model can be illustrated as in Fig. 2, which can be formu-
lated by

xk+1 = Axk + uk,

yk = Hxk + wk,

where xk and yk respectively denote state and observation
vectors, A and H denote state transition and observation
matrices assumed to be known in advance, uk and wk de-
note process and observation noises both assumed to be zero
mean and independent to each other. In Kalman filter the-
ory, the process noise is determined depending on how much
the priori estimates are reliable against the observation noise
[8]. However, in real situation, the value of the process noise
is empirically determined so that the Kalman filter works ef-
fectively.

The estimation process of the Kalman filter can be di-
vided into two parts: “predict” and “update” [8]. The predic-
tion part uses the state estimate from the previous timestep
to produce an estimate of the state at the current timestep.
Then in the update part, the current (priori) prediction is
combined with current observation information to refine the
state estimate. That improved estimate is termed the updated
(posteriori) state estimate.

In the prediction part, the priori estimation procedure
at the time t = kdt can be formulated as

x̄k = Ax̂k−1, (1)
P̄k = APk−1 A + Q,

where x̄k and x̂k respectively denote the priori and posteriori
estimates of the state vector xk. Besides, the matrices P and
Q denote the posteriori and process error covariances.

In the update part, the posteriori estimation procedure
can be formulated as

Kk = P̄k HT (HP̄k HT + R)−1,

x̂k = x̄k + Kk(zk − Hx̄k),
Pk = (I − Kk H)P̄k,

where the matrix R denotes the observation noise covari-
ance, and the value Kk is the Kalman gain. Then return to
(1) and update the parameters at the time of t = (k + 1)dt.

2.3 Conventional Approach

Suppose that we have L receiver antennas used for moving
object tracking. The conventional system cited in [7] tracks
the moving objects based on Kalman filtering [8], with its
state vector at the time t = kdt:

xk =
[
xT

1,k, x
T
2,k, . . . , x

T
L,k

]T
, (2)

xi,k =
[
ti,k,Mi,k, φi,k, ṫi,k, φ̇i,k

]T
, i = 1, 2, . . . , L, (3)

where ti,k,Mi,k, φi,k respectively denote the delay time
(TDOAs), amplitude, and carrier phase, with two derivatives
for delay time ṫi and for carrier phase φ̇i,k at the i-th receiver
antenna element. The magnitude and phase terms in (3) are
used to suppress multipath components as mentioned in [7].
If they are negligible, the vector (3) can be reduced to

xi,k =

[
ti,k
ṫi,k

]
, i = 1, 2, . . . , L, (4)

with the state and observation matrices A and H:

A =

[
1 dt
0 1

]
,

H =
[

1 0
]
.

Since the delay time ti,k and its derivative ṫi,k terms in (4) are
affected by the same noise, the priori estimate in Kalman
filtering cannot be accurate. Moreover, the state vector xk in
(2) contains the information of all the L receiving antennas,
which requires large computational cost in Kalman filtering.

Once TDOAs are estimated by Kalman filtering, the
player position can be specified as an intersection of hyper-
bolas [1], [7] as illustrated in Fig. 3. It can be uniquely spec-
ified in the case of 2 anchors but cannot be specified in the
case of more than 2 anchors. Least square method is em-
ployed to specify it from its multiple candidates.

3. Proposed Approach

In this section, we describe the proposed tracking method,
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Fig. 3 Detection of player position as an intersection of hyperbolas.

first by detailing the state vector formulation in Kalman fil-
tering, and then by detailing the non-uniform pulse genera-
tion scheme for phase-difference compensation.

3.1 State Vector with Phase Difference

We newly introduce the phase-difference information into
the state vector in Kalman filtering, instead of the absolute
phase characteristics of each antenna used in (3). Here we
employ the relative phase difference between antenna ele-
ments, and also replace the delay time index with the TDOA
between antenna elements.

Let tmn,k (m, n = 1, 2, . . . , L, m < n) denote the TDOA
between the antennas #m and #n. From the TDOAs, for ex-
ample from t12,k and t23,k, we can estimate the target location
as an intersection of two hyperbolic tracking functions. First
the state vector in (4) is modified by using TDOA values, i.e.

xmn,k =

[
tmn,k

ṫmn,k

]
, (5)

with the state transition matrix:

A =

[
1 dt
0 1

]
,

We do not combine the state information of receiver anten-
nas; the TDOA values between two antennas are individu-
ally updated by Kalman filtering.

Then we replace the derivative ṫmn,k with the relative
phase difference information. The state vector in (5) can be
further modified into

xmn,k =

[
tmn,k

∆φmn,k

]
, (6)

where ∆φmn,k is the relative phase difference between the m-
th and n-th antenna elements during the time from (k−1)dt to
kdt. The state vector (6) can be further modified to include
the derivative of the phase difference ∆̇φmn,k:

xmn,k =


tmn,k

∆φmn,k

∆̇φmn,k

 . (7)

In this case, the state transition matrix A and the observation
matrix H in the Kalman filter can be written as follows.

A =


1

1
ω0

dt
2ω0

0 1 dt
0 0 1

 ,
H =

[
1 0 0
0 1 0

]
.

where ω0 = 2π f0 is the angular carrier frequency. Note
that the location estimation error will be reduced by us-
ing the phase-difference information, since the error in time
is divided into amplitude and phase terms, and therefore
the phase-difference information would be affected only by
phase error but would not be affected by amplitude error.
From our simulation results described in the next section,
we found that error components mainly remain in the am-
plitude characteristics and do not seriously affect the phase-
difference characteristics. Therefore, we employ these char-
acteristics in addition to the TDOA information.

The anchors are paired into every three combinations
because at least three anchors are required to estimate
player’s location [1], [7]. In case of 4 anchors (#1, #2, #3,
#4), the number of pairs would become 4C3 = 4, and the
possible combinations are (#1, #2, #3), (#1, #2, #4), (#1, #3,
#4) and (#2, #3, #4). In a similar manner, the number of
pairs will become MC3 in case of M anchors.

3.2 Non-Uniform Pulse Generation

There is still a problem with the proposed state vector (7),
i.e. we cannot specify phase differences that are out of the
range [−π, π]. For example, once we have observed the
phase difference φ = π/2, we have no idea if the true phase
information is φ = π/2, φ = π/2 ± 2nπ, or n = ±1,±2, . . ..
This happens when we use large carrier frequency f0 or a
small number of samples N per second. Indeed, the smaller
number of samples N is important for achieving lower trans-
mitter power consumption. As the power consumption is
proportional to the number of transmitted pulses, reduc-
ing the number of pulse transmission will directly affect to
power consumption.

To correctly estimate the phase difference out of
[−π, π], we employ a non-uniform pulse configuration that
is generated and transmitted from the miniature moving ob-
jects as illustrated in Fig. 4 instead of the uniform pulse con-
figuration in Fig. 1, where dp denotes the fine pulse interval
[13]. The additional pulses at the time t = kdt + dp, (k +

1)dt+dp, . . . in Fig. 4 are used to correctly estimate the phase
difference out of [−π, π]. Figure 5 illustrates the way of es-
timating next phase-difference information in the proposed
method, using nonuniform pulses. The conventional method
[7] should satisfy that the phase difference at dt should be
within ±π, therefore the value of dt must be very small. On
the other hand, the proposed method requires the condition
that the phase difference at dp should be within ±π, and then
the phase at the time dt can be estimated by linear predic-
tion. In this manner, the proposed method can correspond to
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Fig. 4 Proposed pulse generation scheme.

Fig. 5 Estimation of next phase-difference information using nonuni-
form pulses.

larger values of dt.
The way of compensating phase difference for the addi-

tional pulses is summarized as follows. Let λ = f0/c denote
the wavelength of the carrier signal, where c denotes the ve-
locity of light. Assume a moving target with the maximum
velocity vmax, then the distance moved within the fine pulse
interval dp becomes vmax · dp [13]. Then the carrier phase
difference will become within [−π, π] provided that the dis-
tance vmax · dp becomes less than the half-wavelength λ/2.
Therefore the fine pulse interval dp is determined so as to
satisfy

dp <
λ

2vmax
. (8)

We again use the same state vector (7) for Kalman filter-
ing, but now ∆φmn,k denotes the relative phase difference be-
tween the m-th and n-th antenna elements during the time
from kdt to kdt +dp, not from (k−1)dt to kdt. Therefore the
state vector (7) can be used but the state transition matrix A
is modified as

A =


1

1
ω0
·

dt
dp

1
2ω0

·
dt2

dp
0 1 dt
0 0 1

 .
Note that the computational cost may become larger

than the conventional method because of a 3-element state
vector, while the conventional method uses a 2-element state
vector. The increment of the computational load would
be around 60% due to the larger size of matrices and vec-
tors. However, the size of matrices and vectors are basically
all small, maximum 3×3 matrix operations as described in
Sect. 2.2. Those operations could be executed within a very
short time; there is no any iterative operation or optimization
process. Therefore we can easily update the state vectors
within a pulse duration dt.

3.3 Tuning TDOA Values by Averaging

The location estimation accuracy is further enhanced by
averaging TDOA values. Using the non-uniform pulses
in Fig. 4, we can observe multiple TDOA values tmn,k and
tmn,k+dp as well as the phase difference. Then we calculate
the average of the TDOA values:

t̂mn,k+
dp
2

=
tmn,k + tmn,k+dp

2
. (9)

To suppress the noise effect, we hereafter use the above av-
eraged TDOA t̂mn,k+

dp
2

instead of tmn,k.
Furthermore, the number of pulses within the interval

dt is fixed to 2 as in Fig. 4 but it could be more than 2. Let
P denote the number of pulses within the interval dt. Then
the averaged TDOA can be written as

t̂mn,k+
(P−1)dp

2
=

tmn,k + tmn,k+dp + · · · + tmn,k+(P−1)dp

P

=
1
P

P−1∑
`=0

tmn,k+`dp. (10)

The larger P will achieve better tracking accuracy due to
noise suppression effect, which is confirmed in the next sec-
tion.

4. Simulation

We used simulations to compare our proposed tracking
method to the conventional method cited in [7].

4.1 Specifications

The specifications used in the simulations basically followed
those cited in [7], but some were modified to clearly eval-
uate our method’s effectiveness. The obtained results are
summarized in Table 1. We assumed a football field of
100 m × 70 m as in Fig. 6, where the center, top-right,
and bottom-left of the field were respectively specified as
(x, y) = (0, 0), (50, 35) and (−50,−35). Four receiver an-
tennas were installed at (60, 45), (−60, 45), (60,−45) and
(−60,−45), which were 10 m × 10 m removed from each
edge of the field as in the figure. The air interface employed
the ISM (industrial scientific medical) band at 2.4 GHz, al-
lowing the usage of about 80 MHz. We assume the maxi-
mum velocity vmax = 10 m/sec, and it satisfies the condition
(8) for the given specifications λ = c/ f0 = 0.125m, and
dp = 0.003sec.

We evaluated the tracking accuracy of only one mov-
ing object, even though the method cited in [7] can track
two or more objects. We found that multiple objects could
be tracked more accurately when we distinguished multiple
objects by code (e.g. Gold code). Here we assume that the
shape of transmission signal from a tag is basically a pulse,
or it could be a sequence with a particular length instead of
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Table 1 Simulation specifications.

scenario #1 #2
tested field 100 m×70 m (as in Fig. 6)

no. of antennas L 4 (as in Fig. 6)
no. of tags 1

carrier frequency f0 2.4 GHz
occupied bandwidth ∆ f 80 MHz
sampling frequency fs 400 MHz

SNR 23 dB
CNR 20 dB

maximum velocity vmax 10 m/sec

time detection error
Gaussian distribution
with σt=0.723 nsec

phase detection error
Gaussian distribution

with σφ=4.05 deg
coarse time interval dt 0.04 sec
fine time interval dp 0.003 sec

no. of iterations 251 (10 sec) 201 (8 sec)
model of moving objects Fig. 7(a) Fig. 7(b)
starting point of objects (−2.5,−6) (10,−5)

Fig. 6 Modeling of football field and measurement antennas.

the pulse shape. In that case, we can develop a system cor-
responding to multiple target case by employing individual
sequences like M-sequence or Gold code as the transmission
signal of individual tags, because the correlation of different
sequences in those codes becomes small. Then at the later
(receiver) stage, we can receive signal and then divide it into
each tag component by correlating with ideal codes.

Assumed number of transmitters and receivers are as
follows; we aim at analyzing football game, means that sev-
eral tens of transmitters, i.e., 11 players×2 team + 3judges
+ 1 ball = 26 transmitters. Adding some others, we assume
around 30 targets to be localized. The receivers could be 3
as a minimum, but it is not accurate because a triangle made
by 3 antenna at any corner of football field cannot cover the
whole field but can cover at most a half of it. Therefore 4
receivers would be minimum, otherwise 6 would be desired.

4.2 Target Model

We assumed the maximum moving velocity of football play-

Fig. 7 Modelling of moving targets.

ers was 10 m/sec, and tried to reduce the number of pulses
N to 25 times a second so as to save transmitting power.
If we had used the uniform pulse configuration as shown
in Fig. 1, we would not have been able to track moving
objects because the inequality (8) would not hold in that
case. Therefore we employed the non-uniform pulse con-
figuration shown in Fig. 4 with the fine pulse interval dp =

0.003 sec. Then the inequality (8) holds and therefore we
could use Kalman filtering for accurate object tracking.

The tested motion models are illustrated in Fig. 7. In
scenario #1, the object starts from ‘A’ and takes one second
to follow each diagonal or horizontal line. Hence the total
moving time is 10 seconds. In scenario #2, the object takes
4 seconds to follow the half-circle from ‘A’ to ‘B’, and then
takes another 4 seconds to move straight from ‘B’ to ‘A’. The
time interval of Kalman filtering is set to 0.04 seconds (25
times per second). The reason of testing those two scenarios
is to see if there is any difference between the motions along
straight lines in Fig. 7(a) and curves in Fig. 7(b). Also it is
more difficult to track moving objects than to estimate the
location of static objects; i.e., how to determine the value of
process noise, pulse interval, and so on.

Note that the method cited in [7] requires more than
1,000 Kalman filtering iterations per second for accurate
tracking in the case of the specifications in Table 1. The
proposed method requires 25 iterations per second, even the
cost per iteration becomes 60% richer than the method [7].
Then the total computational cost of the proposed method
per second will become only around 4.0% in comparison
with the cost of [7] per second, which realizes much less
computational cost than [7]. Note that the power consump-
tion can be reduced as well.

In this case, the maximum moving distance per itera-
tion is 40 cm; hence the carrier wavelength should be more
than 80 cm. In other words, the carrier frequency should
originally be set to 375 MHz or less. However, since we can
compensate for the phase difference by using the method
described in Sect. 3.2, the carrier frequency can be set to
be 375 MHz or more. For these simulations it was set to
2.4 GHz.

4.3 Tracking Performance

Figures 8(a) and 8(b) respectively show the behavior of time
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Fig. 8 Time and phase detection errors.

detection error as a function of SNR and that of phase de-
tection error as a function of CNR, where the values of the
process noise in Kalman filtering are σ = 15 in the pro-
posed method and σ = 5 × 10−9 in the conventional method
[7]. We see from Fig. 8 that larger SNR and CNR lead
to smaller time and phase detection errors, which will im-
prove the tracking accuracy. For a system with a sampling
frequency of 400 MHz, 23 dB SNR, and 20 dB CNR, the
time and phase detection errors will respectively become
the normal Gaussian distribution with the standard deviation
σt = 0.723 nsec and that with σφ = 4.05 deg.

Figures 9(a) and 9(b) show the object tracking results.
From them we can see that the proposed method well fol-
lows the original motion model, while the locations esti-
mated using the conventional method often have large er-
rors.

4.4 Tracking Error Analysis

Figures 10(a) and 10(b) show the moving object tracking
accuracy results obtained by means of RMSE (root mean
square error) as a function of time. From them we see from
that the proposed method achieves the smallest RMSE over-
all while the conventional methods have large estimation er-

Fig. 9 Comparison of location tracking results for scenarios #1 and #2.

rors. We confirmed from Fig. 10 that the proposed nonuni-
form pulse transmission and phase-difference compensation
approaches work effectively.

We also compared the average RMSE obtained for sce-
narios #1 and #2 with the proposed method with those ob-
tained with the methods cited in [7]. The results are summa-
rized in Table 2. Table 2 shows that the proposed method
achieved much better tracking accuracy than the method
cited in [7], also better than the method [7] with 50 Hz,
and also better results could be achieved with averaging and
larger values of P.

Table 2 also indicates that a larger value of P leads to
smaller error for both scenarios #1 and #2. To show the
effect of P in more detail, we compare the average RMSE as
a function of P for these scenarios in Fig. 11. It can be seen
from Fig. 11 that the RMSE becomes smaller when P gets
larger. This means that a larger P value achieves smaller
tracking error but also requires larger power consumption.
Since the RMSE behavior becomes inversely proportional
to
√

P as shown in Fig. 11, small values like P = 2 or 3 will
consequently be adequate.

Also Fig. 12 shows the behaviors of time detection and
position estimation errors by the proposed method versus



ICHIGE et al.: ACCURATE REAL-TIME MOVING OBJECT TRACKING
217

Fig. 10 Comparison of tracking errors for scenarios #1 and #2.

Table 2 Comparison of averaged RMSEs.

Ref. [7] Proposed (25 Hz)
sce- w/o
nario 25 Hz 50 Hz average w average

P = 2 P = 3

#1
0.226 m 0.148 m 0.103 m 0.0826 m 0.0724 m
(100%) (65.4%) (45.5%) (36.5%) (31.9%)

#2
0.228 m 0.131 m 0.0945 m 0.0732 m 0.0647 m
(100%) (57.2%) (41.5%) (32.2%) (28.4%)

SNR, when we do not use code division and track multiple
tag locations together. We see from Fig. 12 that the error in
multiple tags case is almost the same with that in a single
tag case, even with 30 tags. From this fact, we can say that
the multiple tag processing does not seriously affect to the
tracking accuracy, almost comparable with a single tag case.

5. Concluding Remarks

In this paper, we described our development of a radio-
based moving object tracking system using non-uniform
pulse transmission and phase difference compensation. We
showed how we averaged the observed neighboring TDOA
values and in so doing were able to improve the tracking

Fig. 11 Comparison of averaged RMSE as a function of P for scenarios
#1 and #2.

Fig. 12 Comparison of errors in the cases of multiple tags, by the pro-
posed method (P = 2).

accuracy over that of a conventional method. Further im-
proving tracking accuracy remains as a subject for future
studies.

For hardware implementation, we can employ software
defined radio (SDR) system like RF transceiver chips and
wireless communication module using FPGA or microcom-
puter, which covers the ISM band at 2.4 GHz. The anchors
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have functions of tuning TDOA values and transmitting sig-
nals to location estimation server via wired or wireless com-
munication. The transmitter tags only have a function of
transmitting signals with low power consumption, which
can be implemented by omni-directional patch antenna.
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