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CHAPTER 1

Introduction

In this dissertation, unless otherwise stated, all manifolds and mappings belong to class

C∞ and all manifolds are without boundary. In Chapter 1, by N (resp., P ), we denote a

manifold of dimension n (resp., p). Let C∞(N,P ) be the set of C∞ mappings of N into P ,

and the topology on C∞(N,P ) is the Whitney C∞ topology (for the de�nition of Whitney

C∞ topology, see for example [6]). For given mappings f, g ∈ C∞(N,P ), we say that f

is A-equivalent to g if there exist di�eomorphisms Φ : N → N and Ψ : P → P such that

f = Ψ ◦ g ◦Φ−1. A mapping f is said to be stable if the A-equivalence class of f is open in

C∞(N,P ).

The following problem was posed by René F. Thom ([26]).

Problem 1.0.1 (Structural stability problem). Are the stable mappings of N into P dense

in C∞(N,P )?

The celebrated series by John N. Mather [15, 16, 17, 18, 19, 20] are essential for the stability

of C∞ mappings. In [20], Mather stated the following answer to Structural stability problem.

Theorem 1.0.1 ([20]). Let N be a compact manifold of dimension n. Let P be a manifold

of dimension p. Then, stable mappings in C∞(N,P ) are dense if and only if the pair (n, p)
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Chapter 1. Introduction 2

satis�es one of the following conditions.

(1) n < 6
7p+

8
7 and p− n ≥ 4

(2) n < 6
7p+

9
7 and 3 ≥ p− n ≥ 0

(3) p < 8 and p− n = −1

(4) p < 6 and p− n = −2

(5) p < 7 and p− n ≤ −3

A dimension pair (n, p) is called a nice dimension if (n, p) satis�es one of the conditions

(1)-(5) in Theorem 1.0.1.

After the celebrated series [15, 16, 17, 18, 19, 20], Mather also showed striking results in

[21]. Let L(Rm,Rℓ) be the set consisting of all linear mappings of Rm into Rℓ. We have the

natural identi�cation L(Rm,Rℓ) = (Rm)ℓ.

Theorem 1.0.2 ([21]). Let N be a compact manifold of dimension n. Let f be an embedding

of N into Rm. If (n, ℓ) is in the nice dimensions and m > ℓ, then there exists a subset

Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ)−Σ, π◦f : N → Rℓ

is stable.

In Structural stability problem, the domain in which we can perturb a given mapping

of N into Rℓ is the space C∞(N,Rℓ). On the other hand, in Theorem 1.0.2, for a given

embedding f : N → Rm and a linear mapping π ∈ L(Rm,Rℓ), the domain in which we can

perturb a mapping π◦f : N → Rℓ is not C∞(N,Rℓ) but L(Rm,Rℓ). Namely, in the theorem,

it is necessary to consider perturbations under a constraint condition. In this dissertation,

as in Theorem 1.0.2, generic mappings under given constraint conditions are investigated.

In Chapter 2, compositions of generic linearly perturbed mappings and immersions,

injections or embeddings are investigated. Let f : N → U (resp., F : U → Rℓ) be an

immersion, an injection or an embedding (resp., a mapping), where U is an open subset of

Rm. Then, for a given linear mapping π ∈ L(Rm,Rℓ), the domain in which we can perturb

a mapping (F + π) ◦ f : N → Rℓ is not C∞(N,Rℓ) but L(Rm,Rℓ). Namely, it is necessary

to consider perturbations under a constraint condition.
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In Chapter 3 (resp., Chapter 4), we introduce the notion of a distance-squared mapping

(resp., a Lorentzian distance-squared mapping), wherein each component is a distance-

squared function (resp., a Lorentzian distance-squared function). In the space consisting of

all distance-squared mappings of Rm into Rℓ (resp., all Lorentzian distance-squared map-

pings of Rm into Rℓ), a characterization of generic distance-squared mappings (resp., generic

Lorentzian distance-squared mappings) are given. Here, note that the domain in which we

can perturb these quadratic mappings is (Rm)ℓ.

In Chapter 5, we introduce the notion of a generalized distance-squared mapping. The no-

tion is an extension of the notions of a distance-squared mapping and a Lorentzian distance-

squared mapping. By applying some assertions in Chapter 2 to generalized distance-squared

mappings, some properties of generic generalized distance-squared mappings are obtained.



CHAPTER 2

Some assertions on generic linear

perturbations

2.1 Composing generic linearly perturbed mappings and im-

mersions/injections

2.1.1 Introduction

In Section 2.1, let ℓ, m and n stand for positive integers. Let π : Rm → Rℓ, U and

F : U → Rℓ be a linear mapping, an open set of Rm and a mapping, respectively.

Set

Fπ = F + π.

Note that the mapping π in Fπ = F + π is restricted to the open set U .

Let L(Rm,Rℓ) be the set consisting of all linear mappings of Rm into Rℓ. Notice that

we get the natural identi�cation L(Rm,Rℓ) = (Rm)ℓ. An n-dimensional manifold is denoted

4



Chapter 2. Some assertions on generic linear perturbations 5

by N . For a given mapping f : N → U , a property of mappings Fπ ◦ f : N → Rℓ will be

said to be true for a generic mapping if there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue

measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the mapping Fπ ◦ f : N → Rℓ has the

property. In the case of F = 0, by John Mather, for a given embedding f : N → Rm, a

generic mapping π ◦ f : N → Rℓ (m > ℓ) is investigated in [21]. The main theorem in [21]

yields a lot of applications. On the other hand, in Section 2.1, for a given immersion or a

given injection f : N → U , a generic mapping Fπ ◦ f : N → Rℓ is investigated, where ℓ is

an arbitrary positive integer which may possibly satisfy m ≤ ℓ.

The main purpose in Section 2.1 is to show two main theorems (Theorems 2.1.1 and 2.1.2

in Section 2.1.2) and to give some their applications. The �rst main theorem (Theorem 2.1.1)

is as follows. Let f : N → U (resp., F : U → Rℓ) be an immersion (resp., a mapping). Then,

generally, the composition F ◦ f does not necessarily yield a mapping transverse to a given

sub�ber-bundle of the jet bundle J1(N,Rℓ). Nevertheless, Theorem 2.1.1 states that for any

A1-invariant �ber, a generic mapping Fπ ◦ f yields a mapping transverse to the sub�ber-

bundle of J1(N,Rℓ) with the given �ber. The second main theorem (Theorem 2.1.2) is a

specialized transversality theorem on crossings of a generic mapping Fπ◦f , where f : N → U

is a given injection and F : U → Rℓ is a given mapping.

For a given immersion (resp., injection) f : N → U , we obtain the following (1)-(4)

(resp., (5)) as applications of Theorem 2.1.1 (resp., Theorem 2.1.2).

(1) If (n, ℓ) = (n, 1), then a generic function Fπ ◦ f : N → R is a Morse function.

(2) If (n, ℓ) = (n, 2n − 1) and n ≥ 2, then any singular point of a generic mapping

Fπ ◦ f : N → R2n−1 is a singular point of Whitney umbrella.

(3) If ℓ ≥ 2n, then a generic mapping Fπ ◦ f : N → Rℓ is an immersion.

(4) A generic mapping Fπ ◦f : N → Rℓ has corank at most k singular points (for the de�-

nition of corank at most k singular points, see Section 2.1.5), where k is the maximum

integer satisfying (n− v + k)(ℓ− v + k) ≤ n (v = min{n, ℓ}).

(5) If ℓ > 2n, then a generic mapping Fπ ◦ f : N → Rℓ is injective.

Furthermore, by combining the assertions (3) and (5), for a given embedding f : N → U ,
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we obtain the following assertion (6).

(6) If ℓ > 2n and N is compact, then a generic mapping Fπ ◦f : N → Rℓ is an embedding.

In Section 2.1.2, some fundamental de�nitions are reviewed, and the two main theorems

(Theorems 2.1.1 and 2.1.2) are stated. Section 2.1.3 (resp., Section 2.1.4) is devoted to the

proof of Theorem 2.1.1 (resp., Theorem 2.1.2). In Section 2.1.5, the assertions (1)-(6) above

are shown.

2.1.2 Preliminaries and the main results in Section 2.1

Firstly, we recall the de�nition of transversality. Let N and P be manifolds.

De�nition 2.1.1. Let W be a submanifold of P . Let g : N → P be a mapping.

1. A mapping g : N → P is said to be transverse to W at q if g(q) ̸∈W or in the case of

g(q) ∈W , the following holds:

dgq(TqN) + Tg(q)W = Tg(q)P.

2. A mapping g : N → P is said to be transverse to W if for any q ∈ N , the mapping g

is transverse to W at q.

A mapping g : N → P is said to be A-equivalent to a mapping h : N → P if there exist

two di�eomorphisms Φ : N → N and Ψ : P → P satisfying g = Ψ ◦ h ◦ Φ−1.

Let Jr(N,P ) be the space of r-jets of mappings of N into P . For a given mapping

g : N → P , the mapping jrg : N → Jr(N,P ) is de�ned by q 7→ jrg(q) (for details on the

space Jr(N,P ) or the mapping jrg : N → Jr(N,P ), see for instance, [6]).

For Theorem 2.1.1, it is su�cient to consider the case of r = 1 and P = Rℓ. By

{(Uλ, φλ)}λ∈Λ, we denote a coordinate neighborhood system of N . Let Π : J1(N,Rℓ)→

N×Rℓ be the natural projection de�ned by Π(j1g(q)) = (q, g(q)). Let Φλ : Π−1(Uλ×Rℓ) →

φλ(Uλ)× Rℓ × J1(n, ℓ) be the homeomorphism as follows:

Φλ

(
j1g(q)

)
=
(
φλ(q), g(q), j

1(ψ
λ
◦ g ◦ φ−1

λ ◦ φ̃λ)(0)
)
,
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where J1(n, ℓ) = {j1g(0) | g : (Rn, 0) → (Rℓ, 0)} and φ̃λ : Rn → Rn (resp., ψλ : Rm → Rm) is

the translation given by φ̃λ(0) = φλ(q) (resp., ψλ(g(q)) = 0). Then, we see that {(Π−1(Uλ×

Rℓ),Φλ)}λ∈Λ is a coordinate neighborhood system of J1(N,Rℓ). We say that s subset X of

J1(n, ℓ) is A1-invariant if for any j1g(0) ∈ X, and for any two germs of di�eomorphisms

H : (Rℓ, 0) → (Rℓ, 0) and h : (Rn, 0) → (Rn, 0), we get j1(H ◦ g ◦ h−1)(0) ∈ X. For an

A1-invariant submanifold X of J1(n, ℓ), set

X(N,Rℓ) =
∪
λ∈Λ

Φ−1
λ

(
φλ(Uλ)× Rℓ ×X

)
.

Then, the set X(N,Rℓ) is a sub�ber-bundle of J1(N,Rℓ) with the �ber X satisfying

codim X(N,Rℓ) = dim J1(N,Rℓ)− dim X(N,Rℓ)

= dim J1(n, ℓ)− dim X

= codim X.

Then, the �rst main theorem in Section 2.1 is the following.

Theorem 2.1.1 ([7]). Let f : N → U be an immersion, where N is a manifold of dimension

n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. If X is an A1-invariant

submanifold of J1(n, ℓ), then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0

such that for any π ∈ L(Rm,Rℓ)−Σ, the mapping j1(Fπ ◦ f) : N → J1(N,Rℓ) is transverse

to X(N,Rℓ).

For the statement of the second main theorem (Theorem 2.1.2), we will prepare some

de�nitions. Set N (s) = {(q1, q2, . . . , qs) ∈ N s | qi ̸= qj (i ̸= j)}. Note that N (s) is an open

submanifold of N s. For a given mapping g : N → P , let g(s) : N (s) → P s be the mapping

de�ned by

g(s)(q1, q2, . . . , qs) = (g(q1), g(q2), . . . , g(qs)).

Set ∆s = {(y, . . . , y) ∈ P s | y ∈ P}. It is not hard to see that ∆s is a submanifold of P s
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satisfying

codim ∆s = dim P s − dim ∆s = (s− 1)dim P.

De�nition 2.1.2. Let g : N → P be a mapping. Then, we say that g is a mapping with

normal crossings if for any positive integer s (s ≥ 2), the mapping g(s) : N (s) → P s is

transverse to ∆s.

For a given injection f : N → Rm, set

sf = max

{
s

∣∣∣∣∣ ∀(q1, q2, . . . , qs) ∈ N (s), dim

s∑
i=2

R
−−−−−−−→
f(q1)f(qi) = s− 1

}
.

Since the mapping f is an injection, we have 2 ≤ sf . Since f(q1), f(q2), . . . , f(qsf ) are points

of Rm, we get sf ≤ m+ 1. Hence, it follows that

2 ≤ sf ≤ m+ 1.

Moreover, in the following, for a set X, we denote the number of its elements (or its cardi-

nality) by |X|. Then, the second main theorem in Section 2.1 is the following.

Theorem 2.1.2 ([7]). Let f : N → U be an injection, where N is a manifold of dimension

n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. Then, there exists a subset

Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ)− Σ, and for any

s (2 ≤ s ≤ sf ), the mapping (Fπ ◦ f)(s) : N (s) → (Rℓ)s is transverse to ∆s. Furthermore,

if the mapping Fπ satis�es that |F−1
π (y)| ≤ sf for any y ∈ Rℓ, then Fπ ◦ f : N → Rℓ is a

mapping with normal crossings.

The following lemma is important for the proofs of Theorems 2.1.1 and 2.1.2.

Lemma 2.1.1 ([1], [21]). Let N , P , Z be manifolds, and let W be a submanifold of P .

Let Γ : N × Z → P be a mapping. If the mapping Γ is transverse to the submanifold W ,

then there exists a subset Σ ⊂ Z with Lebesgue measure 0 such that for any p ∈ Z − Σ, the

mapping Γp : N → P is transverse to the submanifold W , where Γp(q) = Γ(q, p).

Remark 2.1.1. 1. There is an advantage that the domain of the mapping F is not Rm

but an open subset U . Suppose that U = R. Let F : R → R be the function given by
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x 7→ |x|. Since F is not di�erentiable at x = 0, we cannot apply Theorems 2.1.1 and

2.1.2 to the function F : R → R.

On the other hand, if U = R− {0}, then the two main theorems can be applied to

F |U .

2. There is a case of sf = 3 as follows. If n + 1 ≤ m, N = Sn and f : Sn → Rm is the

inclusion f(x) = (x, 0, . . . , 0), then it is easily seen that sf = 3. Indeed, suppose that

there exists a point (q1, q2, q3) ∈ (Sn)(3) satisfying dim
∑3

i=2R
−−−−−−−→
f(q1)f(qi) = 1. Then,

since the number of the intersections of f(Sn) and a straight line of Rm is at most

two, this contradicts the assumption. Hence, we have sf ≥ 3. From S1×{0} ⊂ f(Sn),

we get sf < 4, where 0 = (0, . . . , 0)︸ ︷︷ ︸
(m−2)-tuple

. Thus, it follows that sf = 3.

2.1.3 Proof of Theorem 2.1.1

Let (αij)1≤i≤ℓ,1≤j≤m be a representing matrix of a linear mapping π : Rm → Rℓ. Set

Fα = Fπ. Then, we get

Fα(x) =

(
F1(x) +

m∑
j=1

α1jxj , F2(x) +
m∑
j=1

α2jxj , . . . , Fℓ(x) +
m∑
j=1

αℓjxj

)
, (2.1.1)

where F = (F1, F2, . . . , Fℓ), α = (α11, α12, . . . , α1m, . . . , αℓ1, αℓ2, . . . , αℓm) ∈ (Rm)ℓ and x =

(x1, x2, . . . , xm). For a given immersion f : N → U , the mapping Fα ◦ f : N → Rℓ is given

by

Fα ◦ f =

(
F1 ◦ f +

m∑
j=1

α1jfj , F2 ◦ f +

m∑
j=1

α2jfj , . . . , Fℓ ◦ f +

m∑
j=1

αℓjfj

)
, (2.1.2)

where f = (f1, f2, . . . , fm). Since we have the natural identi�cation L(Rm,Rℓ) = (Rm)ℓ,

for the proof, it is su�cient to prove that there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue

measure 0 such that for any α ∈ (Rm)ℓ − Σ, the mapping j1(Fα ◦ f) : N → J1(N,Rℓ) is

transverse to X(N,Rℓ).
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Now, let Γ : N × (Rm)ℓ → J1(N,Rℓ) be the mapping given by

Γ(q, α) = j1(Fα ◦ f)(q).

If Γ is transverse to X(N,Rℓ), then from Lemma 2.1.1, there exists a subset Σ ⊂ (Rm)ℓ with

Lebesgue measure 0 such that for any α ∈ (Rm)ℓ − Σ, the mapping Γα : N → J1(N,Rℓ)

(Γα = j1(Fα ◦ f)) is transverse to X(N,Rℓ). Thus, in order to �nish the proof of Theo-

rem 2.1.1, it is su�cient to prove that if Γ(q̃, α̃) ∈ X(N,Rℓ), then the following holds:

dΓ(q̃,α̃)(T(q̃,α̃)(N × (Rm)ℓ)) + TΓ(q̃,α̃)X(N,Rℓ) = TΓ(q̃,α̃)J
1(N,Rℓ). (2.1.3)

As in Section 2.1.2, let {(Uλ, φλ)}λ∈Λ (resp., {(Π−1(Uλ × Rℓ),Φλ)}λ∈Λ) be a coordinate

neighborhood system of N (resp., J1(N,Rℓ)). Then, there exists a coordinate neighborhood(
U
λ̃
× (Rm)ℓ, φ

λ̃
× id

)
containing the point (q̃, α̃) of N × (Rm)ℓ, where id : (Rm)ℓ → (Rm)ℓ

is the identity mapping, and the mapping φ
λ̃
× id : U

λ̃
× (Rm)ℓ → φ

λ̃
(U

λ̃
)× (Rm)ℓ (⊂ Rn ×

(Rm)ℓ) is given by
(
φ
λ̃
× id

)
(q, α) =

(
φ
λ̃
(q), id(α)

)
. There exists a coordinate neighborhood(

Π−1(U
λ̃
× Rℓ),Φ

λ̃

)
containing the element Γ(q̃, α̃) of J1(N,Rℓ). Let t = (t1, t2, . . . , tn) ∈ Rn
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be a local coordinate on φ
λ̃
(U

λ̃
) containing φ

λ̃
(q̃). Then, Γ is locally given by

(Φλ̃ ◦ Γ ◦ (φλ̃ × id)−1)(t, α)

= (Φλ̃ ◦ j1(Fα ◦ f) ◦ φ−1

λ̃
)(t)

=
(
t, (Fα ◦ f ◦ φ−1

λ̃
)(t),

∂(Fα,1 ◦ f ◦ φ−1

λ̃
)

∂t1
(t),

∂(Fα,1 ◦ f ◦ φ−1

λ̃
)

∂t2
(t), . . . ,

∂(Fα,1 ◦ f ◦ φ−1

λ̃
)

∂tn
(t),

∂(Fα,2 ◦ f ◦ φ−1

λ̃
)

∂t1
(t),

∂(Fα,2 ◦ f ◦ φ−1

λ̃
)

∂t2
(t), . . . ,

∂(Fα,2 ◦ f ◦ φ−1

λ̃
)

∂tn
(t),

· · · · · · · · · ,

∂(Fα,ℓ ◦ f ◦ φ−1

λ̃
)

∂t1
(t),

∂(Fα,ℓ ◦ f ◦ φ−1

λ̃
)

∂t2
(t), . . . ,

∂(Fα,ℓ ◦ f ◦ φ−1

λ̃
)

∂tn
(t)

)
=

(
t, (Fα ◦ f ◦ φ−1

λ̃
)(t),

∂F1 ◦ f̃
∂t1

(t) +

m∑
j=1

α1j
∂f̃j
∂t1

(t),
∂F1 ◦ f̃
∂t2

(t) +

m∑
j=1

α1j
∂f̃j
∂t2

(t), . . . ,
∂F1 ◦ f̃
∂tn

(t) +

m∑
j=1

α1j
∂f̃j
∂tn

(t),

∂F2 ◦ f̃
∂t1

(t) +

m∑
j=1

α2j
∂f̃j
∂t1

(t),
∂F2 ◦ f̃
∂t2

(t) +

m∑
j=1

α2j
∂f̃j
∂t2

(t), . . . ,
∂F2 ◦ f̃
∂tn

(t) +

m∑
j=1

α2j
∂f̃j
∂tn

(t),

· · · · · · · · · ,

∂Fℓ ◦ f̃
∂t1

(t) +

m∑
j=1

αℓj
∂f̃j
∂t1

(t),
∂Fℓ ◦ f̃
∂t2

(t) +

m∑
j=1

αℓj
∂f̃j
∂t2

(t), . . . ,
∂Fℓ ◦ f̃
∂tn

(t) +

m∑
j=1

αℓj
∂f̃j
∂tn

(t)

 ,

where Fα = (Fα,1, Fα,2, . . . , Fα,ℓ) and f̃ = (f̃1, f̃2, . . . , f̃m) = (f1 ◦ φ−1

λ̃
, f2 ◦ φ−1

λ̃
, . . . , fm ◦

φ−1

λ̃
) = f ◦ φ−1

λ̃
. The Jacobian matrix of Γ at the point (q̃, α̃) is the following:
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JΓ(q̃,α̃) =



En 0 · · · · · · 0

∗ · · · · · · ∗

t(Jfq̃) 0

∗ t(Jfq̃)

0
. . .

t(Jfq̃)


(t,α)=(φ

λ̃
(q̃),α̃)

,

where Jfq̃ is the Jacobian matrix of the mapping f at the point q̃ and En is the n× n unit

matrix. Notice that t(Jfq̃) is the transpose of Jfq̃ and that there are ℓ copies of t(Jfq̃) in the

above description of JΓ(q̃,α̃). Since the manifold X(N,Rℓ) is a sub�ber-bundle of J1(N,Rℓ)

with the �ber X, it is clearly seen that in order to show (2.1.3), it su�ces to show that the

matrix M1 given below has rank n+ ℓ+ nℓ:

M1 =



En+ℓ ∗ · · · · · · ∗

t(Jfq̃) 0

0
t(Jfq̃)

0
. . .

t(Jfq̃)


(t,α)=(φ

λ̃
(q̃),α̃)

,

where En+ℓ is the (n+ ℓ)× (n+ ℓ) unit matrix. Notice that there are ℓ copies of t(Jfq̃) in

the above description of M1. Note that for any i (1 ≤ i ≤ mℓ), the (n + ℓ + i)-th column

vector of M1 coincides with the (n+ i)-th column vector of JΓ(q̃,α̃). Since f is an immersion

(n ≤ m), it follows that the rank of M1 is equal to n+ ℓ+ nℓ. Therefore, we get (2.1.3). 2
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2.1.4 Proof of Theorem 2.1.2

By the same method as in the proof of Theorem 2.1.1, set Fα = Fπ, where Fα is given

by (2.1.1) in Section 2.1.3. For a given injection f : N → U , the mapping Fα ◦ f : N →

Rℓ is given by the same expression as (2.1.2). Since we have the natural identi�cation

L(Rm,Rℓ) = (Rm)ℓ, in order to prove that there exists a subset Σ ⊂ L(Rm,Rℓ) with

Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, and for any s (2 ≤ s ≤ sf ), the

mapping (Fπ ◦ f)(s) : N (s) → (Rℓ)s is transverse to ∆s, it is su�cient to prove that there

exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that for any α ∈ (Rm)ℓ − Σ, and

for any s (2 ≤ s ≤ sf ), the mapping (Fα ◦ f)(s) : N (s) → (Rℓ)s is transverse to ∆s.

Now, let s be a positive integer satisfying 2 ≤ s ≤ sf . Let Γ : N (s) × (Rm)ℓ → (Rℓ)s be

the mapping given by

Γ(q1, q2, . . . , qs, α) = ((Fα ◦ f)(q1), (Fα ◦ f)(q2), . . . , (Fα ◦ f)(qs)) .

If for any positive integer s (2 ≤ s ≤ sf ), Γ is transverse to ∆s, then from Lemma 2.1.1,

we have that for any positive integer s (2 ≤ s ≤ sf ), there exists a subset Σs ⊂ (Rm)ℓ with

Lebesgue measure 0 such that for any α ∈ (Rm)ℓ − Σs, the mapping Γα : N (s) → (Rℓ)s

(Γα = (Fα ◦ f)(s)) is transverse to ∆s. Then, set Σ =
∪sf

s=2Σs. We see that Σ has Lebesgue

measure 0 in (Rm)ℓ. Hence, it follows that for any α ∈ (Rm)ℓ−Σ, and for any s (2 ≤ s ≤ sf ),

the mapping Γα : N (s) → (Rℓ)s (Γα = (Fα ◦ f)(s)) is transverse to ∆s.

Thus, for the proof of this theorem, it is su�cient to prove that for any positive integer

s (2 ≤ s ≤ sf ), if Γ(q̃, α̃) ∈ ∆s (q̃ = (q̃1, q̃2, . . . , q̃s)), then the following holds:

dΓ(q̃,α̃)(T(q̃,α̃)(N
(s) × (Rm)ℓ)) + TΓ(q̃,α̃)∆s = TΓ(q̃,α̃)(Rℓ)s. (2.1.4)

Let {(Uλ, φλ)}λ∈Λ be a coordinate neighborhood system of N . Then, there exists a coordi-

nate neighborhood (U
λ̃1

× U
λ̃2

× · · · × U
λ̃s

× (Rm)ℓ, φ
λ̃1

× φ
λ̃2

× · · · × φ
λ̃s

× id) containing

the point (q̃, α̃) of N (s) × (Rm)ℓ, where id(Rm)ℓ :→ (Rm)ℓ is the identity mapping, and the

mapping φ
λ̃1
×φ

λ̃2
×· · ·×φ

λ̃s
× id : U

λ̃1
×U

λ̃2
×· · ·×U

λ̃s
×(Rm)ℓ → (Rn)s×(Rm)ℓ is de�ned

by (φ
λ̃1

×φ
λ̃2

× · · · ×φ
λ̃s

× id)(q1, q2, . . . , qs, α) = (φ
λ̃1
(q1), φλ̃2

(q2), . . . , φλ̃s
(qs), id(α)). Let
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ti = (ti1, ti2, . . . , tin) be a local coordinate around φ
λ̃i
(q̃i) (1 ≤ i ≤ s). Then, Γ is locally

given by the following:

Γ ◦
(
φ
λ̃1

× φ
λ̃2

× · · · × φ
λ̃s

× id
)

−1(t1, t2, . . . , ts, α)

=
(
(Fα ◦ f ◦ φ−1

λ̃1
)(t1), (Fα ◦ f ◦ φ−1

λ̃2
)(t2), . . . , (Fα ◦ f ◦ φ−1

λ̃s
)(ts)

)
=

F1 ◦ f̃(t1) +
m∑
j=1

α1j f̃j(t1), F2 ◦ f̃(t1) +
m∑
j=1

α2j f̃j(t1), . . . , Fℓ ◦ f̃(t1) +
m∑
j=1

αℓj f̃j(t1),

F1 ◦ f̃(t2) +
m∑
j=1

α1j f̃j(t2), F2 ◦ f̃(t2) +
m∑
j=1

α2j f̃j(t2), . . . , Fℓ ◦ f̃(t2) +
m∑
j=1

αℓj f̃j(t2),

· · · · · · · · · ,

F1 ◦ f̃(ts) +
m∑
j=1

α1j f̃j(ts), F2 ◦ f̃(ts) +
m∑
j=1

α2j f̃j(ts), . . . , Fℓ ◦ f̃(ts) +
m∑
j=1

αℓj f̃j(ts)

 ,

where f̃(ti) = (f̃1(ti), f̃2(ti), . . . , f̃m(ti)) = (f1 ◦ φ−1

λ̃i
(ti), f2 ◦ φ−1

λ̃i
(ti), . . . , fm ◦ φ−1

λ̃i
(ti)) (1 ≤

i ≤ s). Set t = (t1, t2, . . . , ts) and z = (φ
λ̃1

× φ
λ̃2

× · · · × φ
λ̃s
)(q̃1, q̃2, . . . , q̃s).

The Jacobian matrix of Γ at the point (q̃, α̃) is the following:

JΓ(q̃,α̃) =



∗ B(t1)

∗ B(t2)

...
...

∗ B(ts)


(t,α)=(z,α̃)

,
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where

B(ti) =



b(ti) 0

b(ti)

0
. . .

b(ti)





ℓ rows

and b(ti) = (f̃1(ti), f̃2(ti), . . . , f̃m(ti)). By the construction of TΓ(q̃,α̃)∆s, for the proof of

(2.1.4), it is su�cient to prove that the rank of the following matrix M2 is equal to ℓs:

M2 =



Eℓ B(t1)

Eℓ B(t2)

...
...

Eℓ B(ts)


t=z

.

There exists an ℓs× ℓs regular matrix Q1 satisfying

Q1M2 =



Eℓ B(t1)

0 B(t2)−B(t1)

...
...

0 B(ts)−B(t1)


t=z

.
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There exists an (ℓ+mℓ)× (ℓ+mℓ) regular matrix Q2 satisfying

Q1M2Q2 =



Eℓ 0

0 B(t2)−B(t1)

...
...

0 B(ts)−B(t1)


t=z

=



Eℓ 0

−−−−−−−→
f̃(t1)f̃(t2) 0

0
−−−−−−−→
f̃(t1)f̃(t2)

0
. . .

−−−−−−−→
f̃(t1)f̃(t2)

...
...

...
...

...

−−−−−−→
f̃(t1)f̃(ts) 0

0
−−−−−−→
f̃(t1)f̃(ts)

0
. . .

−−−−−−→
f̃(t1)f̃(ts)



,

where
−−−−−−→
f̃(t1)f̃(ti) = (f̃1(ti)− f̃1(t1), f̃2(ti)− f̃2(t1), . . . , f̃m(ti)− f̃m(t1)) (2 ≤ i ≤ s) and t = z.

From s− 1 ≤ sf − 1 and the de�nition of sf , we get

dim

s∑
i=2

R
−−−−−−→
f̃(t1)f̃(ti) = s− 1,

where t = z. Hence, by the construction of the matrix Q1M2Q2 and s−1 ≤ m, it follows that

the rank of Q1M2Q2 is equal to ℓs. Therefore, the rank ofM2 must be equal to ℓs. Thus, we



Chapter 2. Some assertions on generic linear perturbations 17

get (2.1.4). Hence, there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that

for any π ∈ L(Rm,Rℓ)−Σ, and for any s (2 ≤ s ≤ sf ), the mapping (Fπ◦f)(s) : N (s) → (Rℓ)s

is transverse to ∆s.

Furthermore, suppose that the mapping Fπ satis�es that |F−1
π (y)| ≤ sf for any y ∈ Rℓ.

Since f : N → Rm is an injection, we have that |(Fπ ◦ f)−1(y)| ≤ sf for any y ∈ Rℓ. Thus,

it follows that for any positive integer s with s ≥ sf + 1, we get (Fπ ◦ f)(s)(N (s))
∩
∆s = ∅.

Namely, for any positive integer s with s ≥ sf + 1, the mapping (Fπ ◦ f)(s) is transverse to

∆s. Therefore, it follows that Fπ ◦ f : N → Rℓ is a mapping with normal crossings. 2

2.1.5 Applications of Theorem 2.1.1

Set

Σk =
{
j1g(0) ∈ J1(n, ℓ) | corank Jg(0) = k

}
,

where corank Jg(0) = min{n, ℓ} − rank Jg(0) and k = 1, 2, . . . ,min{n, ℓ}. Then, for any k

(k = 1, 2, . . . ,min{n, ℓ}), the set Σk is an A1-invariant submanifold of J1(n, ℓ). Set

Σk(N,Rℓ) =
∪
λ∈Λ

Φ−1
λ

(
φλ(Uλ)× Rℓ × Σk

)
,

where Φλ and φλ are as de�ned in Section 2.1.2. Then, Σk(N,Rℓ) is a sub�ber-bundle of

J1(N,Rℓ) with the �ber Σk satisfying

codim Σk(N,Rℓ) = dim J1(N,Rℓ)− dim Σk(N,Rℓ)

= (n− v + k)(ℓ− v + k),

where v = min{n, ℓ}. (For details on Σk and Σk(N,Rℓ), see for instance [6], pp. 60�61).

As some applications of Theorem 2.1.1, we get the following Proposition 2.1.1, Corollaries

2.1.1, 2.1.2, 2.1.3 and 2.1.4.

Proposition 2.1.1. Let f : N → U be an immersion, where N is a manifold of dimension

n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. Then, there exists a
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subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the

mapping j1(Fπ ◦ f) : N → J1(N,Rℓ) is transverse to Σk(N,Rℓ) for any positive integer k

satisfying 1 ≤ k ≤ v. Especially, in the case of ℓ ≥ 2, we get k0 + 1 ≤ v and it follows that

j1(Fπ ◦ f) satis�es that j1(Fπ ◦ f)(N)
∩

Σk(N,Rℓ) = ∅ for any positive integer k satisfying

k0 + 1 ≤ k ≤ v, where k0 is the maximum integer satisfying (n − v + k0)(ℓ − v + k0) ≤ n

(v = min{n, ℓ}).

Proof. From Theorem 2.1.1, for an arbitrary positive integer k satisfying 1 ≤ k ≤ v,

there exists a subset Σ̃k ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈

L(Rm,Rℓ) − Σ̃k, the mapping j1(Fπ ◦ f) : N → J1(N,Rℓ) is transverse to Σk(N,Rℓ). Set

Σ =
∪v

k=1 Σ̃k. Then, it is clearly seen that Σ has Lebesgue measure 0 in L(Rm,Rℓ). Thus,

we have that there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for

any π ∈ L(Rm,Rℓ)−Σ, the mapping j1(Fπ ◦ f) : N → J1(N,Rℓ) is transverse to Σk(N,Rℓ)

for any positive integer k satisfying 1 ≤ k ≤ v.

Now, we will consider the case of ℓ ≥ 2. Firstly, we will prove that k0 + 1 ≤ v in the

case. Suppose that v ≤ k0. Then, from (n − v + k0)(ℓ − v + k0) ≤ n, we get nℓ ≤ n. This

contradicts the assumption ℓ ≥ 2.

Secondly, we will prove that in the case of ℓ ≥ 2, the mapping j1(Fπ ◦f) : N → J1(N,Rℓ)

satis�es that j1(Fπ ◦ f)(N)
∩
Σk(N,Rℓ) = ∅ for any positive integer k satisfying k0 + 1 ≤

k ≤ v. Suppose that there exist a positive integer k (k0 + 1 ≤ k ≤ v) and a point q ∈ N

satisfying j1(Fπ ◦ f)(q) ∈ Σk(N,Rℓ). Since j1(Fπ ◦ f) : N → J1(N,Rℓ) is transverse to

Σk(N,Rℓ) at q, the following holds:

d(j1(Fπ ◦ f))q(TqN) + Tj1(Fπ◦f)(q)Σ
k(N,Rℓ) = Tj1(Fπ◦f)(q)J

1(N,Rℓ).

Therefore, it follows that

dim d(j1(Fπ ◦ f))q(TqN)

≥ dim Tj1(Fπ◦f)(q)J
1(N,Rℓ)− dim Tj1(Fπ◦f)(q)Σ

k(N,Rℓ)

= codim Tj1(Fπ◦f)(q)Σ
k(N,Rℓ).
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Hence, we have n ≥ (n − v + k)(ℓ − v + k). Since k0 is the maximum integer satisfying

n ≥ (n− v+ k0)(ℓ− v+ k0), we get k ≤ k0. This contradicts the assumption k0 + 1 ≤ k. 2

Remark 2.1.2. 1. In Proposition 2.1.1, by (n− v + k0)(ℓ− v + k0) ≤ n, it is not hard

to see that k0 ≥ 0.

2. In Proposition 2.1.1, in the case of ℓ = 1, we get k0 + 1 > v. Indeed, in the case, by

v = 1, we have (n− 1 + k0)k0 ≤ n. Thus, it follows that k0 = 1.

A mapping g : N → R is called a Morse function if all of the singularities of g are

nondegenerate (for details on Morse functions, see for instance, [6], p. 63). In the case of

(n, ℓ) = (n, 1), we get the following.

Corollary 2.1.1. Let f : N → U be an immersion, where N is a manifold of dimension n

and U is an open subset in Rm. Let F : U → R be a mapping. Then, there exists a subset

Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,R)− Σ, the mapping

Fπ ◦ f : N → R is a Morse function.

Proof. From Proposition 2.1.1, there exists a subset Σ ⊂ L(Rm,R) with Lebesgue mea-

sure 0 such that for any π ∈ L(Rm,R) − Σ, the mapping j1(Fπ ◦ f) : N → J1(N,R)

is transverse to Σ1(N,R). Therefore, if q ∈ N is a singular point of Fπ ◦ f , then q is

nondegenerate. 2

For a given mapping g : N → R2n−1 (n ≥ 2), a singular point q ∈ N is called a singular

point of Whitney umbrella if there exist two germs of di�eomorphisms H : (R2n−1, g(q)) →

(R2n−1, 0) and h : (N, q) → (Rn, 0) satisfying

H ◦ g ◦ h−1(x1, x2, . . . , xn) = (x21, x1x2, . . . , x1xn, x2, . . . , xn),

where (x1, x2, . . . , xn) is a local coordinate around h(q) = 0 ∈ Rn. In the case of (n, ℓ) =

(n, 2n− 1) (n ≥ 2), we get the following.

Corollary 2.1.2. Let f : N → U be an immersion, where N is a manifold of dimension n

(n ≥ 2) and U is an open subset in Rm. Let F : U → R2n−1 be a mapping. Then, there exists

a subset Σ ⊂ L(Rm,R2n−1) with Lebesgue measure 0 such that for any π ∈ L(Rm,R2n−1)−Σ,

any singular point of the mapping Fπ ◦ f : N → R2n−1 is a singular point of Whitney
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umbrella.

Proof. From, for instance, [6], p. 179, we see that a point q ∈ N is a singular point of

Whitney umbrella of the mapping Fπ ◦ f if j1(Fπ ◦ f)(q) ∈ Σ1(N,R2n−1) and j1(Fπ ◦ f)

is transverse to Σ1(N,R2n−1) at q. Set ℓ = 2n − 1 and v = n in Proposition 2.1.1. Then,

it is clearly seen that we get k0 = 1 in Proposition 2.1.1. Therefore, there exists a subset

Σ ⊂ L(Rm,R2n−1) with Lebesgue measure 0 such that for any π ∈ L(Rm,R2n−1) − Σ,

the mapping Fπ ◦ f : N → R2n−1 is transverse to Σk(N,R2n−1) for any positive integer

k satisfying 1 ≤ k ≤ n, and the mapping satis�es that j1(Fπ ◦ f)(N)
∩
Σk(N,R2n−1) = ∅

for any positive integer k satisfying 2 ≤ k ≤ n. Hence, if q ∈ N is a singular point of the

mapping Fπ ◦f , then we have that j1(Fπ ◦f)(q) ∈ Σ1(N,R2n−1) and j1(Fπ ◦f) is transverse

to Σ1(N,R2n−1) at q. 2

In the case of ℓ ≥ 2n, the immersion property of a given mapping f : N → U is preserved

by composing generic linearly perturbed mappings as follows:

Corollary 2.1.3. Let f : N → U be an immersion, where N is a manifold of dimension n

and U is an open subset in Rm. Let F : U → Rℓ be a mapping (ℓ ≥ 2n). Then, there exists

a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ)− Σ, the

mapping Fπ ◦ f : N → Rℓ is an immersion.

Proof. It is not hard to see that Fπ ◦ f : N → Rℓ is an immersion if and only if

j1(Fπ ◦ f)(N)
∩∪n

k=1Σ
k(N,Rℓ) = ∅. Set v = n and ℓ ≥ 2n in Proposition 2.1.1. Then, it

is not hard to see that k0 ≤ 0. From Remark 2.1.2, we have k0 = 0. Thus, there exists a

subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the

mapping j1(Fπ ◦ f) : N → J1(N,Rℓ) satis�es that j1(Fπ ◦ f)(N)
∩
Σk(N,Rℓ) = ∅ for any

positive integer k (1 ≤ k ≤ n). 2

A mapping g : N → Rℓ has corank at most k singular points if

sup {corank dgq | q ∈ N} ≤ k,

where corank dgq = min{n, ℓ} − rank dgq. From Proposition 2.1.1, we get the following.
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Corollary 2.1.4. Let f : N → U be an immersion, where N is a manifold of dimension

n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. Let k0 be the maximum

integer satisfying (n− v + k0)(ℓ− v + k0) ≤ n (v = min{n, ℓ}). Then, there exists a subset

Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ)−Σ, the mapping

Fπ ◦ f : N → Rℓ has corank at most k0 singular points.

2.1.6 Applications of Theorem 2.1.2

Proposition 2.1.2. Let f : N → U be an injection, where N is a manifold of dimension

n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. If (sf − 1)ℓ > nsf ,

then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈

L(Rm,Rℓ)−Σ, the mapping Fπ ◦ f : N → Rℓ is a mapping with normal crossings satisfying

(Fπ ◦ f)(sf )(N (sf ))
∩
∆sf = ∅.

Proof. From Theorem 2.1.2, there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure

0 such that for any π ∈ L(Rm,Rℓ)−Σ, and for any s (2 ≤ s ≤ sf ), the mapping (Fπ ◦f)(s) :

N (s) → (Rℓ)s is transverse to ∆s. Therefore, for the proof, it is su�cient to prove that for

any π ∈ L(Rm,Rℓ)−Σ, the mapping (Fπ ◦f)(sf ) satis�es that (Fπ ◦f)(sf )(N (sf ))
∩
∆sf = ∅.

Suppose that there exists π ∈ L(Rm,Rℓ)− Σ such that there exists q ∈ N (sf ) satisfying

(Fπ ◦ f)(sf )(q) ∈ ∆sf . Since (Fπ ◦ f)(sf ) is transverse to ∆sf , we get the following:

d((Fπ ◦ f)(sf ))q(TqN (sf )) + T
(Fπ◦f)(sf )

(q)
∆sf = T

(Fπ◦f)(sf )
(q)

(Rℓ)sf .

Thus, it follows that

dim d((Fπ ◦ f)(sf ))q(TqN (sf ))

≥ dim T
(Fπ◦f)(sf )

(q)
(Rℓ)sf − dim T

(Fπ◦f)(sf )
(q)

∆sf

= codim T
(Fπ◦f)(sf )

(q)
∆sf .

Hence, we have nsf ≥ (sf − 1)ℓ. This contradicts the assumption (sf − 1)ℓ > nsf . 2
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In the case of ℓ > 2n, the injection property of a given mapping f : N → U is preserved

by composing generic linearly perturbed mappings as follows:

Corollary 2.1.5. Let f : N → U be an injection, where N is a manifold of dimension n

and U is an open subset in Rm. Let F : U → Rℓ be a mapping. If ℓ > 2n, then there exists

a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ)− Σ, the

mapping Fπ ◦ f : N → Rℓ is an injection.

Proof. Since sf ≥ 2 and ℓ > 2n, it is easily seen that (n, ℓ) satis�es the assumption

(sf − 1)ℓ > nsf in Proposition 2.1.2. Indeed, from ℓ > 2n, we get (sf − 1)ℓ > 2n(sf − 1).

From sf ≥ 2, it follows that 2n(sf − 1) ≥ nsf .

Thus, from Proposition 2.1.2, there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure

0 such that for any π ∈ L(Rm,Rℓ)−Σ, the mapping (Fπ ◦ f)(2) : N (2) → (Rℓ)2 is transverse

to ∆2. For the proof, it is su�cient to prove that the mapping (Fπ ◦ f)(2) satis�es that

(Fπ ◦ f)(2)(N (2))
∩

∆2 = ∅.

Suppose that there exists q ∈ N (2) satisfying (Fπ ◦ f)(2)(q) ∈ ∆2. Then, we get the

following:

d((Fπ ◦ f)(2))q(TqN (2)) + T(Fπ◦f)(2)(q)∆2 = T(Fπ◦f)(2)(q)(R
ℓ)2.

Thus, it follows that

dim d((Fπ ◦ f)(2))q(TqN (2))

≥ dim T(Fπ◦f)(2)(q)(R
ℓ)2 − dim T(Fπ◦f)(2)(q)∆2

= codim T(Fπ◦f)(2)(q)∆2.

Therefore, we have 2n ≥ ℓ. This contradicts the assumption ℓ > 2n. 2

By combining Corollaries 2.1.3 and 2.1.5, we get the following.

Corollary 2.1.6. Let f : N → U be an injective immersion, where N is a manifold of

dimension n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. If ℓ > 2n,

then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈
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L(Rm,Rℓ)− Σ, the mapping Fπ ◦ f : N → Rℓ is an injective immersion.

In Corollary 2.1.6, suppose that Fπ ◦ f : N → Rℓ is proper. Then, an injective immersion

Fπ ◦ f is necessarily an embedding (see [6], p. 11). Thus, we have the following.

Corollary 2.1.7. Let f : N → U be an embedding, where N is a compact manifold of

dimension n and U is an open subset in Rm. Let F : U → Rℓ be a mapping. If ℓ > 2n,

then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈

L(Rm,Rℓ)− Σ, the mapping Fπ ◦ f : N → Rℓ is an embedding.

2.2 Composing generic linearly perturbed mappings and em-

beddings

2.2.1 Introduction

In Section 2.2, ℓ, m, n stand for positive integers. By N , we denote an n-dimensional

manifold. Let π : Rm → Rℓ be a linear mapping.

In [21], for a given embedding f : N → Rm, a composition π ◦ f : N → Rℓ (m > ℓ)

is investigated, and the following assertions (M1)-(M5) are obtained for a generic mapping.

All of (M1)-(M5) follow from the main result (Theorem 2.2.1 in Section 2.2.2) shown by

Mather.

(M1) If (n, ℓ) = (n, 1), then a generic function π ◦ f : N → R is a Morse function.

(M2) If (n, ℓ) = (2, 2), then a generic mapping π ◦ f : N → R2 is an excellent map in the

sense de�ned by Whitney in [27].

(M3) If (n, ℓ) = (2, 3), then the only singularities of the image of a generic mapping π ◦ f :

N → R3 are normal crossings and pinch points.

(M4) A generic mapping π ◦ f : N → Rℓ is transverse with respect to the Thom-Boardman

varieties (for the de�nition of Thom-Boardman varieties, refer to [2], [3], [22], [25]).

(M5) If (n, ℓ) is in the nice range of dimensions (for the de�nition of nice range of dimensions,

refer to [20]), then a generic mapping π ◦ f : N → Rℓ is locally in�nitesimally stable
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(for the de�nition of local in�nitesimal stability, see Section 2.2.2). Moreover, if N

is compact, then a generic mapping π ◦ f : N → Rℓ is stable (for the de�nition of

stability, see Section 2.2.2).

Let L(Rm,Rℓ) be the set consisting of linear mappings of Rm into Rℓ. For a given embedding

f : N → Rm, a property of mappings π ◦ f : N → Rℓ will be said to be true for a generic

mapping if there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any

π ∈ L(Rm,Rℓ)− Σ, π ◦ f : N → Rℓ has the property.

The main purpose in Section 2.2 is to show Theorem 2.2.2 in Section 2.2.2, which is an

improvement of Theorem 2.2.1 in Section 2.2.2, proved by Mather ([21]).

Let U ⊂ Rm be an open set and F : U → Rℓ be a mapping. For any π ∈ L(Rm,Rℓ), set

Fπ as follows:

Fπ = F + π.

For a given embedding f : N → U , by Theorem 2.2.1, the assertions (I1)-(I5) hold. All of

(I1)-(I5) are the properties obtained by a generic linear perturbation.

(I1) If (n, ℓ) = (n, 1), then a generic function Fπ ◦ f : N → R is a Morse function.

(I2) If (n, ℓ) = (2, 2), then a generic mapping Fπ ◦ f : N → R2 is an excellent map.

(I3) If (n, ℓ) = (2, 3), then the only singularities of the image of a generic mapping Fπ ◦ f :

N → R3 are normal crossings and pinch points.

(I4) A generic mapping Fπ ◦f : N → Rℓ is transverse with respect to the Thom-Boardman

varieties.

(I5) If (n, ℓ) is in the nice range of dimensions, then a generic mapping Fπ ◦ f : N → Rℓ

is locally in�nitesimally stable. Moreover, if N is compact, then a generic mapping

Fπ ◦ f : N → Rℓ is stable.

For a given embedding f : N → U and a given mapping F : U → Rℓ, a property of

mappings Fπ ◦ f : N → Rℓ will be said to be true for a generic mapping if there exists a

subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the
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mapping Fπ ◦ f : N → Rℓ has the property. The assertion (M5) (resp., (I5)) above implies

assertions (M1), (M2), and (M3) (resp., (I1), (I2) and (I3)). We get both assertions (M4)

and (M5) (resp., (I4) and (I5)) from Theorem 2.2.1 (resp., Theorem 2.2.2) of Section 2.2.2.

Furthermore, in the special case of F = 0, U = Rm and m > ℓ, (I1)-(I5) are the same as

(M1)-(M5), respectively. Notice that in the case of m ≤ ℓ, a generic mapping π◦f : N → Rℓ

is an embedding. Note also that in the same case, a generic mapping Fπ ◦ f : N → Rℓ is

not necessarily an embedding.

2.2.2 Preliminaries and the statement of the main result in Section 2.2

Let N and P be manifolds. Let sJ
r(N,P ) be the space consisting of the following

elements

(jrg(q1), j
rg(q2), . . . , j

rg(qs)) ∈ Jr(N,P )s

satisfying (q1, q2, . . . , qs) ∈ N (s). Since N (s) is an open submanifold of N s, it is clearly seen

that the space sJ
r(N,P ) is also an open submanifold of Jr(N,P )s. For a given mapping

g : N → P , the mapping sj
rg : N (s) → sJ

r(N,P ) is given by

(q1, q2, . . . , qs) 7→ (jrg(q1), j
rg(q2), . . . , j

rg(qs)).

Let W be a submanifold of sJ
r(N,P ). A mapping g : N → P will be said to be transverse

with respect to W if sj
rg : N (s) → sJ

r(N,P ) is transverse to W .

We can partition P s as follows. Given an arbitrary partition Π of {1, 2, . . . , s}, let PΠ

be the set of s-tuples (y1, y2, . . . , ys) ∈ P s such that yi = yj if and only if i and j are in the

same member of the partition Π.

By Di� N , we denote the group of di�eomorphisms of N . Then, we get the nat-

ural action of Di� N × Di� P on sJ
r(N,P ) such that for a mapping g : N → P ,

the equality (h,H) · sjrg(q) = sj
r(H ◦ g ◦ h−1)(q′) holds, where q = (q1, q2, . . . , qs) and

q′ = (h(q1), h(q2), . . . , h(qs)). We say that a subset W of sJ
r(N,P ) is invariant if it is

invariant under this action.

We recall the following identi�cation (2.2.1) from [21]. For q = (q1, q2, . . . , qs) ∈ N (s),
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let g : U → P be a mapping de�ned in a neighborhood U of {q1, q2, . . . , qs} in N , and let

z = sj
rg(q), q′ = (g(q1), g(q2), . . . , g(qs)). Let sJ

r(N,P )q and sJ
r(N,P )q,q′ be the �bers of

sJ
r(N,P ) over q and over (q, q′) respectively. Let Jr(N)q denote the R-algebra of r-jets at

q of functions on N . Namely,

Jr(N)q = sJ
r(N,R)q.

Set g∗TP =
∪

q̃∈U Tg(q̃)P , where TP is the tangent bundle of P . By Jr(g∗TP )q, we denote

the Jr(N)q-module of r-jets at q of sections of the bundle g∗TP . Let mq denote the ideal

in Jr(N)q consisting of jets of functions which vanish at q. Namely, we have

mq = {sjrh(q) ∈ sJ
r(N,R)q | h(q1) = h(q2) = · · · = h(qs) = 0}.

Let mqJ
r(g∗TP )q denote the set consisting of �nite sums of products of an element of mq

and an element of Jr(g∗TP )q. Namely, we get

mqJ
r(g∗TP )q = Jr(g∗TP )q ∩ {sjrξ(q) ∈ sJ

r(N,TP )q | ξ(q1) = ξ(q2) = · · · = ξ(qs) = 0}.

Then, it is not hard to see that we get the following canonical identi�cation of R-vector

spaces:

T (sJ
r(N,P )q,q′)z = mqJ

r(g∗TP )q. (2.2.1)

Let W be a submanifold of sJ
r(N,P ). Choose q = (q1, q2, . . . , qs) ∈ N (s) and g : N → P .

For simplicity, we set z = sj
rg(q) and q′ = (g(q1), g(q2), . . . , g(qs)). Suppose that the

choice is made so that z ∈ W . Set Wq,q′ = π̃−1(q, q′), where π̃ : W → N (s) × P s is given

by π̃(sjrg̃(q̃)) = (q̃, (g̃(q̃1), g̃(q̃2), . . . , g̃(q̃s))) and q̃ = (q̃1, q̃2, . . . , q̃s) ∈ N (s). Suppose that

Wq,q′ is a submanifold of sJ
r(N,P ). Then, under the identi�cation (2.2.1), T (Wq,q′)z can

be identi�ed with a vector subspace of mqJ
r(g∗TP )q. We denote this vector subspace by

E(g, q,W ).

De�nition 2.2.1. We say that a submanifold W of sJ
r(N,P ) is modular if conditions (α)

and (β) below are satis�ed.
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(α) The setW is an invariant submanifold of sJr(N,P ), and lies over PΠ for some partition

Π of {1, 2, . . . , s}.

(β) For any q ∈ N (s) and any mapping g : N → P satisfying sj
rg(q) ∈ W , the subspace

E(g, q,W ) is a Jr(N)q-submodule.

Now, suppose that P = Rℓ. The main theorem in [21] is the following.

Theorem 2.2.1 ([21]). Let f : N → Rm be an embedding, where N is a manifold of

dimension n. If W is a modular submanifold of sJ
r(N,Rℓ) and m > ℓ, then there exists a

subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the

mapping π ◦ f : N → Rℓ is transverse with respect to W .

The main theorem in Section 2.2 is the following. For the proof of Theorem 2.2.2, see

Section 2.2.3.

Theorem 2.2.2 ([8]). Let f : N → U be an embedding, where N is a manifold of dimension

n and U is an open set in Rm. Let F : U → Rℓ be a mapping. IfW is a modular submanifold

of sJ
r(N,Rℓ), then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that

for any π ∈ L(Rm,Rℓ)− Σ, the mapping Fπ ◦ f : N → Rℓ is transverse with respect to W .

Let g : (N,S) → (P, y) be a multi-germ, where S is a �nite subset of N and y is a point

of P . We say that ξ : (N,S) → (TP, ξ(S)) is a vector �eld along g if ξ satis�es Π ◦ ξ = g,

where Π : TP → P is the canonical projection.

Let θ(g)S be the set of vector �elds along g. Set θ(N)S = θ(idN )S and θ(P )y = θ(idP )y,

where idN : (N,S) → (N,S) and idP : (P, y) → (P, y) are the identify map-germs. Then,

tg : θ(N)S → θ(g)S is de�ned by tg(ξ) = Tg ◦ ξ, where Tg : TN → TP is the derivative

mapping of g. The mapping ωg : θ(P )y → θ(g)S is de�ned by ωg(η) = η ◦ g. Then, we say

that g : N → P is locally in�nitesimally stable if for every y ∈ P and every �nite subset

S ⊂ g−1(y), it follows that

tg(θ(N)S) + ωg(θ(P )y) = θ(g)S .

By the same method as the proof of Theorem 3 of [21], we get the following as a corollary

of Theorem 2.2.2.
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Corollary 2.2.1. Let f : N → Rm be an embedding, where N is a manifold of dimension

n and U is an open subspace of Rm. Let F : U → Rℓ be a mapping. If (n, ℓ) is in the nice

dimensions, then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for

any π ∈ L(Rm,Rℓ)− Σ, the composition Fπ ◦ f : N → Rℓ is locally in�nitesimally stable.

Remark 2.2.1. 1. In the case that F = 0, U = Rm, and m > ℓ, Theorem 2.2.2 is

Theorem 2.2.1.

2. If Fπ ◦ f : N → Rℓ is proper in Corollary 2.2.1, then the local in�nitesimal stability of

Fπ ◦ f implies the stability of it (see [19]). Namely, we have the following.

Corollary 2.2.2. Let f : N → Rm be an embedding, where N is a compact manifold

of dimension n and U is an open subspace of Rm. Let F : U → Rℓ be a mapping. If

(n, ℓ) is in the nice dimensions, then there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue

measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the composition Fπ ◦ f : N → Rℓ is

stable.

3. There is an advantage that the domain of F is an open set. Suppose that U = R. Let

F : R → R be the mapping given by x 7→ |x|. Since F is not di�erentiable at x = 0,

we can not apply Theorem 2.2.2 to the mapping F : R → R.

On the other hand, if U = R− {0}, then Theorem 2.2.2 can be applied to F |U .

2.2.3 Proof of Theorem 2.2.2

Let (αij)1≤i≤ℓ,1≤j≤m be a representing matrix of a linear mapping π : Rm → Rℓ. Set

Fα = Fπ. Then, we get

Fα(x) =

(
F1(x) +

m∑
j=1

α1jxj , . . . , Fℓ(x) +
m∑
j=1

αℓjxj

)
,

where α = (α11, . . . , α1m, . . . , αℓ1, . . . , αℓm) ∈ (Rm)ℓ, F = (F1, . . . , Fℓ) and x = (x1, . . . , xm).

For a given embedding f : N → U , a mapping Fα ◦ f : N → Rℓ is as follows:

Fα ◦ f =

(
F1 ◦ f +

m∑
j=1

α1jfj , . . . , Fℓ ◦ f +
m∑
j=1

αℓjfj

)
,
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where f = (f1, . . . , fm). Since we have the natural identi�cation L(Rm,Rℓ) = (Rm)ℓ, for the

proof, it is su�cient to prove that there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0

such that for any α ∈ (Rm)ℓ−Σ, the mapping sj
r(Fα ◦ f) : N (s) → sJ

r(N,Rℓ) is transverse

to the given modular submanifold W .

Let HΛ : Rℓ → Rℓ be the linear isomorphism given by

HΛ(X1, . . . , Xℓ) = (X1, . . . , Xℓ)Λ,

where Λ = (λij)1≤i≤ℓ,1≤j≤ℓ is an ℓ× ℓ regular matrix. Then, we get

HΛ ◦ Fα ◦ f =

( ℓ∑
k=1

(
Fk ◦ f +

m∑
j=1

αkjfj

)
λk1, . . . ,

ℓ∑
k=1

(
Fk ◦ f +

m∑
j=1

αkjfj

)
λkℓ

)

=

( ℓ∑
k=1

(
Fk ◦ f

)
λk1 +

m∑
j=1

( ℓ∑
k=1

λk1αkj

)
fj , . . . ,

ℓ∑
k=1

(
Fk ◦ f

)
λkℓ +

m∑
j=1

( ℓ∑
k=1

λkℓαkj

)
fj

)
.

Set GL(ℓ) = {B | B : ℓ× ℓ matrix, detB ̸= 0}. Let φ : GL(ℓ)× (Rm)ℓ → GL(ℓ)× (Rm)ℓ

be the mapping de�ned by

φ(λ11, λ12, . . . , λℓℓ, α11, α12, . . . , αℓm)

=

(
λ11, λ12, . . . , λℓℓ,

ℓ∑
k=1

λk1αk1,

ℓ∑
k=1

λk2αk1, . . . ,

ℓ∑
k=1

λkℓαk1,

ℓ∑
k=1

λk1αk2,

ℓ∑
k=1

λk2αk2, . . . ,

ℓ∑
k=1

λkℓαk2, . . . ,

ℓ∑
k=1

λk1αkm,

ℓ∑
k=1

λk2αkm, . . . ,

ℓ∑
k=1

λkℓαkm

)
.

For the proof, it is important to show that φ is a C∞ di�eomorphism. In order to prove

that φ is a C∞ di�eomorphism, for any point (Λ′, α′) ∈ GL(ℓ) × (Rm)ℓ of the target

space of φ, we will �nd (Λ, α) satisfying φ(Λ, α) = (Λ′, α′), where Λ = (λ11, λ12, . . . , λℓℓ),

Λ′ = (λ′11, λ
′
12, . . . , λ

′
ℓℓ), α = (α11, α12, . . . , αℓm), and α′ = (α′

11, α
′
12, . . . , α

′
mℓ). Thus, it is

su�cient to �nd (Λ, α) satisfying

λij = λ′ij (1 ≤ i ≤ ℓ, 1 ≤ j ≤ ℓ),

ℓ∑
k=1

λkiαkj = α′
ji (1 ≤ i ≤ ℓ, 1 ≤ j ≤ m).
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Hence, for any j (1 ≤ j ≤ m), we have

ℓ∑
k=1

λ′k1αkj = α′
j1,

ℓ∑
k=1

λ′k2αkj = α′
j2, . . . ,

ℓ∑
k=1

λ′kℓαkj = α′
jℓ.

Therefore, for any j (1 ≤ j ≤ m), we get the following:



λ′11 · · · λ′ℓ1

...
. . .

...

λ′1ℓ · · · λ′ℓℓ





α1j

...

αℓj


=



α′
j1

...

α′
jℓ


.

Since the matrix 

λ′11 · · · λ′ℓ1

...
. . .

...

λ′1ℓ · · · λ′ℓℓ


is regular, for any j (1 ≤ j ≤ m), α1j , . . . , αℓj can be expressed by rational functions of

λ′11, . . . , λ
′
ℓℓ, α

′
j1, . . . , α

′
jℓ. Hence, there exists the inverse mapping φ−1 and we see that φ−1

is of class C∞. Thus, φ is a C∞ di�eomorphism.

Now, let f̃ : U → Rm+ℓ be the mapping given by

f̃(x1, . . . , xm) = (F1(x1, . . . , xm), . . . , Fℓ(x1, . . . , xm), x1, . . . , xm).

We see that f̃ is an embedding. Since f : N → U is an embedding, f̃ ◦ f : N → Rm+ℓ is

also an embedding:

f̃ ◦ f = (F1 ◦ f, . . . , Fℓ ◦ f, f1, . . . , fm).

For the proof, the following lemma is important. The following lemma is the special case of

Theorem 2.2.1.



Chapter 2. Some assertions on generic linear perturbations 31

Lemma 2.2.1 ([21]). Let f̃ ◦ f : N → Rm+ℓ be an embedding, where N is a manifold

of dimension n. If W is a modular submanifold of sJ
r(N,Rℓ), then there exists a subset

Σ ⊂ L(Rm+ℓ,Rℓ) with Lebesgue measure 0 such that for any Π ∈ L(Rm+ℓ,Rℓ) − Σ, the

mapping sj
r(Π ◦ f̃ ◦ f) : N (s) → sJ

r(N,Rℓ) is transverse to W .

From Lemma 2.2.1, there exists a subset Σ ⊂ L(Rm+ℓ,Rℓ) with Lebesgue measure 0

such that for any Π ∈ L(Rm+ℓ,Rℓ) − Σ, the mapping sj
r(Π ◦ (f̃ ◦ f)) : N (s) → sJ

r(N,Rℓ)

is transverse to W .

By the natural identi�cation L(Rm+ℓ,Rℓ) = Rℓ(m+ℓ), we can identify the target space

GL(ℓ)× (Rm)ℓ of φ with an open submanifold of L(Rm+ℓ,Rℓ). Since (GL(ℓ)× (Rm)ℓ) ∩ Σ

is a subset of GL(ℓ) × (Rm)ℓ with Lebesgue measure 0 and φ−1 is class C∞, we have that

φ−1((GL(ℓ)× (Rm)ℓ) ∩Σ) is a subset of GL(ℓ)× (Rm)ℓ with Lebesgue measure 0. For any

(Λ, α) ∈ GL(ℓ)× (Rm)ℓ, let Π(Λ,α) : Rm+ℓ → Rℓ be the linear mapping given by φ(Λ, α) as

follows:

Π(Λ,α)(X1, . . . , Xm+ℓ)

= (X1, . . . , Xm+ℓ)



λ11 · · · λ1ℓ

...
. . .

...

λℓ1 · · · λℓℓ

ℓ∑
k=1

λk1αk1 · · ·
ℓ∑

k=1

λkℓαk1

...
. . .

...

ℓ∑
k=1

λk1αkm · · ·
ℓ∑

k=1

λkℓαkm



.

Then, we get

Π(Λ,α) ◦ f̃ ◦ f

=

( ℓ∑
k=1

(
Fk ◦ f

)
λk1 +

m∑
j=1

( ℓ∑
k=1

λk1αkj

)
fj , . . . ,

ℓ∑
k=1

(
Fk ◦ f

)
λkℓ +

m∑
j=1

( ℓ∑
k=1

λkℓαkj

)
fj

)
= HΛ ◦ Fα ◦ f.
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Thus, for any (Λ, α) ∈ GL(ℓ)×(Rm)ℓ−φ−1((GL(ℓ)×(Rm)ℓ)∩Σ), we have that sj
r(Π(Λ,α) ◦

f̃ ◦ f) (= sj
r(HΛ ◦ Fα ◦ f)) is transverse to W . Since HΛ is a di�eomorphism, we see that

sj
r(Fα ◦ f) is transverse to W .

Let Σ̃ be a subset consisting of α ∈ (Rm)ℓ such that sj
r(Fα ◦ f) is not transverse to W .

For the proof, it is su�cient to prove that Σ̃ has Lebesgue measure 0 in (Rm)ℓ. Suppose that

Σ̃ does not have Lebesgue measure 0 in (Rm)ℓ. Then, GL(ℓ) × Σ̃ does not have Lebesgue

measure 0 in GL(ℓ)× (Rm)ℓ. For any (Λ, α) ∈ GL(ℓ)× Σ̃, since sj
r(Fα ◦ f) is not transverse

to the submanifold W and HΛ is a di�eomorphism, the mapping sj
r(HΛ ◦ Fα ◦ f) is not

transverse to W . This contradicts to the assertion that φ−1((GL(ℓ) × (Rm)ℓ) ∩ Σ) has

Lebesgue measure 0 in GL(ℓ)× (Rm)ℓ. 2



CHAPTER 3

Generic distance-squared mappings

3.1 Introduction

In Chapter 3, ℓ and n stand for positive integers. Let p be a given point in Rn. The

mapping dp : Rn → R de�ned by

dp(x) =

n∑
i=1

(xi − pi)
2

is called a distance-squared function, where x = (x1, . . . , xn) and p = (p1, . . . , pn).

De�nition 3.1.1. Let p1, . . . , pℓ be ℓ given points in Rn. Set p = (p1, . . . , pℓ) ∈ (Rn)ℓ. The

mapping Dp : Rn → Rℓ de�ned by

Dp(x) = (dp1(x), . . . , dpℓ(x))

is called a distance-squared mapping.

Note that Dp always has a singular point if ℓ ≤ n.

We have the following motivation for investigating distance-squared mappings. Height

33
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functions and distance-squared functions have been investigated in detail so far. Moreover,

they are a useful tool in the applications of singularity theory to di�erential geometry (see

[4]). The mappings in which each component is a height function are nothing but projections.

Projections as well as height functions or distance-squared functions have been investigated.

For instance, in [21], the stability of projections on a given submanifold is investigated. On

the other hand, the mapping in which each component is a distance-squared function is a

distance-squared mapping. Hence, it is natural to investigate distance-squared mappings as

well as projections.

A mapping f : Rn → Rℓ (2 ≤ ℓ ≤ n) is called the normal form of de�nite fold mappings

if f(x1, . . . , xn) = (x1, . . . , xℓ−1, x
2
ℓ + · · ·+ x2n).

We say that ℓ points p1, . . . , pℓ ∈ Rn (1 ≤ ℓ ≤ n + 1) are in general position if ℓ = 1 or

−−→p1p2, . . . ,−−→p1pℓ (2 ≤ ℓ ≤ n+ 1) are linearly independent.

Theorem 3.1.1 ([9]). (1) Let ℓ and n be positive integers satisfying 2 ≤ ℓ ≤ n. Let

p1, . . . , pℓ ∈ Rn be in general position. Then, Dp : Rn → Rℓ is A-equivalent to the

normal form of de�nite fold mappings.

(2) Let ℓ and n be positive integers satisfying 1 ≤ n < ℓ. Let p1, . . . , pn+1 ∈ Rn be in gen-

eral position. Then, Dp : Rn → Rℓ is A-equivalent to (x1, . . . , xn) 7→ (x1, . . . , xn, 0, . . . , 0).

3.2 Proof of Theorem 3.1.1

3.2.1 Proof of (1) of Theorem 3.1.1

Let H1 : Rℓ → Rℓ be the di�eomorphism de�ned by

H1(X1, X2, . . . , Xℓ)

=

(
1

2

(
X1 −X2 +

n∑
j=1

(p1j − p2j)
2
)
, . . . ,

1

2

(
X1 −Xℓ +

n∑
j=1

(p1j − pℓj)
2
)
, X1

)
.
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Then, we have

(H1 ◦Dp)(x1, x2, . . . , xn)

=

( n∑
j=1

(p2j − p1j)(xj − p1j), . . . ,

n∑
j=1

(pℓj − p1j)(xj − p1j),

n∑
j=1

(xj − p1j)
2

)
.

Let H2 : Rn → Rn be the di�eomorphism de�ned by

H2(x1, x2, . . . , xn) = (x1 + p11, x2 + p12, . . . , xn + p1n).

The composition of H1 ◦Dp and H2 is given by

(H1 ◦Dp ◦H2)(x1, x2, . . . , xn) =

( n∑
j=1

(p2j − p1j)xj , . . . ,
n∑

j=1

(pℓj − p1j)xj ,
n∑

j=1

x2j

)

=

(x1, x2, . . . , xn)A,

n∑
j=1

x2j

 ,

where

A =



p21 − p11 · · · pℓ1 − p11

p22 − p12 · · · pℓ2 − p12

...
...

p2n − p1n · · · pℓn − p1n


.

Since ℓ points p1, . . . , pℓ are in general position, the rank of A is ℓ − 1. Therefore, there

exists an (ℓ− 1)× (ℓ− 1) regular matrix B such that the set of column vectors of AB is a

subset of an orthonormal basis of Rn.

Let H3 : Rℓ → Rℓ be the di�eomorphism de�ned by

H3(X1, X2, . . . , Xℓ) = ((X1, . . . , Xℓ−1)B,Xℓ) .
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Then, we get

(H3 ◦H1 ◦Dp ◦H2)(x1, x2, . . . , xn) =

(x1, x2, . . . , xn)AB,

n∑
j=1

x2j

 .

Set (a1, . . . ,aℓ) = AB. Then, there exist vectors aℓ−1, . . . ,an such that the set {a1, . . . ,an}

is an orthonormal basis of Rn. Set C = (a1, . . . ,an). Notice that C is an n× n orthogonal

matrix.

Let H4 : Rn → Rn be the di�eomorphism de�ned by

H4(x) = xtC,

where x = (x1, . . . , xn) and tC is the transposed matrix of C. The composition of H3 ◦H1 ◦

Dp ◦H2 and H4 is as follows:

(H3 ◦H1 ◦Dp ◦H2 ◦H4)(x) =
(
xtCAB, ⟨xtC, xtC⟩

)
,

where ⟨z, z⟩ (z = (z1, . . . , zn) ∈ Rn) stands the inner product de�ned by ⟨z, z⟩ =
∑n

i=1 z
2
i .

Since C = (a1, . . . ,an) is an orthogonal matrix and AB = (a1, . . . ,aℓ), we have

tCAB =


Eℓ−1

O


and

⟨xtC, xtC⟩ = ⟨x, x⟩,

where Eℓ−1 is the (ℓ − 1) × (ℓ − 1) unit matrix and O is the (n − (ℓ − 1)) × (ℓ − 1) zero

matrix.
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Therefore, we get

(H3 ◦H1 ◦Dp ◦H2 ◦H4)(x1, . . . , xℓ) =

(
x1, . . . , xℓ−1,

ℓ∑
i=1

x2i

)
.

Let H5 : Rℓ → Rℓ be the di�eomorphism de�ned by

H5(X1, X2, . . . , Xℓ) =

(
X1, . . . , Xℓ−1, Xℓ −

ℓ−1∑
i=1

X2
i

)
.

The composition of H3 ◦H1 ◦Dp ◦H2 ◦H4 and H5 is as follows:

(H5 ◦H3 ◦H1 ◦Dp ◦H2 ◦H4)(x1, . . . , xℓ) =

(
x1, . . . , xℓ−1,

n∑
i=ℓ

x2i

)
.

2

3.2.2 Proof of (2) of Theorem 3.1.1

Since n < ℓ and (n + 1) points p1, . . . , pn+1 are in general position, there exists an

(ℓ− 1)× (ℓ− 1) regular matrix B̃ satisfying

AB̃ =



1 0 0 · · · 0

. . .
...

...

0 1 0 · · · 0


,
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where the matrix A is the same as in the proof of (1). Similarly as the proof of (1) of this

theorem, we have

(H3 ◦H1 ◦Dp ◦H2)(x1, x2, . . . , xn)

= (x1, x2, . . . , xn)



x1

x2

A
...

...

xn





0

B̃
...

0

0 · · · 0 1



= (x1, x2, · · · , xn)



1 0 0 · · · 0 x1

. . .
...

...
...

0 1 0 · · · 0 xn


=

(
x1, . . . , xn, 0, . . . , 0,

n∑
j=1

x2j

)
.

Let H̃4 : Rℓ → Rℓ be the di�eomorphism given by

H̃4(X1, X2, . . . , Xℓ) =

X1, . . . , Xn, . . . , Xℓ−1, Xℓ −
n∑

j=1

X2
j

 .

Therefore, we get

(H̃4 ◦H3 ◦H1 ◦Dp ◦H2)(x1, x2, . . . , xn)

= (x1, x2, . . . , xn, 0, . . . , 0).

2



CHAPTER 4

Generic Lorentzian distance-squared

mappings

4.1 Introduction

In Chapter 4, by n, we denote a positive integer. For the (n + 1)-dimensional vector

space Rn+1, the following quadratic form is called the Lorentzian inner product:

⟨x, y⟩ = −x0y0 + x1y1 + · · ·+ xnyn,

where x = (x0, x1, . . . , xn), y = (y0, y1, . . . , yn) are elements of Rn+1. The (n+1)-dimensional

vector space Rn+1 is called Lorentzian (n+1)-space and is denoted by R1,n if the role of the

Euclidean inner product x ·y =
∑n

i=0 xiyi is replaced by the Lorentzian inner product. For a

vector x of Lorentzian (n+1)-space R1,n, we say that
√

⟨x, x⟩ is the Lorentzian length of x.

We say that a non-zero vector x ∈ R1,n is space-like, light-like or time-like if its Lorentzian

length is positive, zero or pure imaginary respectively. The likeness of the vector subspace

is de�ned as follows (see De�nition 4.1.1).

39
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Figure 4.1: Figure of De�nition 4.1.1

De�nition 4.1.1 ([23]). Let V be a vector subspace of R1,n. Then, we say that V is

1. time-like if V has a time-like vector,

2. space-like if every nonzero vector in V is space-like, or

3. light-like otherwise.

The light cone of Lorentzian (n+ 1)-space R1,n, denoted by LC, is the set consisting of

elements x ∈ R1,n satisfying ⟨x, x⟩ = 0.

For an arbitrary point p of R1,n, we say that ℓ2p : R1,n → R is the Lorentzian distance-

squared function if

ℓ2p(x) = ⟨x− p, x− p⟩.

For instance, in [14], Lorentzian distance-squared functions on surfaces in Lorentzian space

are investigated. They are useful for the study on Lorentzian space from the viewpoint of

Singularity Theory. On the other hand, in Chapter 4, we give a di�erent application of

Singularity Theory to the study on Lorentzian space.
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For (k + 1) points p0, . . . , pk ∈ R1,n (1 ≤ k), the Lorentzian distance-squared mapping,

denoted by Lp : R1,n → Rk+1, is de�ned as follows:

Lp(x) =
(
ℓ2p0(x), . . . , ℓ

2
pk
(x)
)
,

where p = (p0, . . . , pk). The main purpose of Chapter 4 is to give a characterizations of

Lorentzian distance-squared mappings (see Theorem 4.1.1).

A vector subspace V (p0, . . . , pk) of R1,n is called a recognition subspace if

V (p0, . . . , pk) =

k∑
i=1

R −−→p0pi.

For any two positive integers k and n satisfying k ≤ n, Φk : R1,n → Rk+1 is called the

normal form of de�nite fold mapping if

Φk (x0, x1, . . . , xn) =

(
x1, . . . , xk, x

2
0 +

n∑
i=k+1

x2i

)
.

For any two positive integers k and n satisfying k < n, Ψk : R1,n → Rk+1 is called the

normal form of Lorentzian inde�nite fold mapping if

Ψk (x0, x1, . . . , xn) =

(
x1, . . . , xk,−x20 +

n∑
i=k+1

x2i

)
.

Let j and k be two positive integers satisfying j ≤ k. Let τ(j,k) : Rj+1 → Rk+1 be the

inclusion:

τ(j,k)(X0, X1, . . . , Xj) = (X0, X1, . . . , Xj , 0, . . . , 0).

Theorem 4.1.1. 1. Let k and n be two positive integers. Let (k+1) points p0, . . . , pk ∈

Rn,1 be the same point (i.e. dimV (p0, . . . , pk) = 0). Set p = (p0, . . . , pk). Then,

Lp : Rn,1 → Rk+1 is A-equivalent to

(x0, . . . , xn) 7→

(
−x20 +

n∑
i=1

x2i , 0, . . . , 0

)
.
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2. Let j, k and n be three positive integers satisfying j < n and j ≤ k. Let p0, . . . , pk ∈

R1,n be (k+1) points such that two recognition subspaces V (p0, . . . , pk) and V (p0, . . . , pj)

have the same dimension j. Set p = (p0, . . . , pk). Then, the following hold:

(a) The mapping Lp : R1,n → Rk+1 is A-equivalent to τ(j,k) ◦ Φj if and only if the

recognition subspace V (p0, . . . , pk) is time-like.

(b) The mapping Lp : R1,n → Rk+1 is A-equivalent to τ(j,k) ◦ Ψj if and only if the

recognition subspace V (p0, . . . , pk) is space-like.

(c) The mapping Lp : R1,n → Rk+1 is A-equivalent to

(x0, . . . , xn) 7→

x1, . . . , xj , x0x1 + n∑
i=j+1

x2i , 0, . . . , 0


if and only if the recognition subspace V (p0, . . . , pk) is light-like.

3. Let k and n be two positive integers satisfying n ≤ k. Let p0, . . . , pk ∈ R1,n be (k + 1)

points satisfying dimV (p0, . . . , pk) = dimV (p0, . . . , pn) = n. Set p = (p0, . . . , pk).

Then, the following hold:

(a) The mapping Lp : R1,n → Rk+1 is A-equivalent to τ(n,k) ◦ Φn if and only if the

recognition subspace V (p0, . . . , pk) is time-like or space-like.

(b) The mapping Lp : R1,n → Rk+1 is A-equivalent to

(x0, . . . , xn) 7→ (x1, . . . , xn, x0x1, 0 . . . , 0)

if and only if the recognition subspace V (p0, . . . , pk) is light-like.

4. Let k and n be two positive integers satisfying n < k. Let p0, . . . , pk ∈ R1,n be

(k + 1) points satisfying dimV (p0, . . . , pk) = dimV (p0, . . . , pn+1) = n + 1. Set p =

(p0, . . . , pk). Then, Lp : R1,n → Rk+1 is A-equivalent to the inclusion

(x0, . . . , xn) 7→ (x0, . . . , xn, 0, . . . , 0).
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We say that (k+1) points p0, . . . , pk are in general position if the dimension of V (p0, . . . , pk)

is k. For (k+1) points q0, . . . , qk ∈ R1,n in general position (k ≤ n), it is not hard to see that

the singular set of Lq : R1,n → Rk+1 is the k-dimensional a�ne subspace spanned by these

points, where q = (q0, . . . , qk). Since τ(k.k) is the identity mapping, we get the following.

Corollary 4.1.1. 1. Let k and n be two positive integers satisfying k < n. Let p0, . . . , pk ∈

R1,n be (k + 1) points in general position. Set p = (p0, . . . , pk). Then, the following

hold:

(a) The mapping Lp : R1,n → Rk+1 is A-equivalent to Φk if and only if the recognition

subspace V (p0, . . . , pk) is time-like.

(b) The mapping Lp : R1,n → Rk+1 is A-equivalent to Ψk if and only if the recognition

subspace V (p0, . . . , pk) is space-like.

(c) The mapping Lp : R1,n → Rk+1 is A-equivalent to

(x0, . . . , xn) 7→

(
x1, . . . , xk, x0x1 +

n∑
i=k+1

x2i

)

if and only if the recognition subspace V (p0, . . . , pk) is light-like.

2. Let n be a positive integer. Let p0, . . . , pn ∈ R1,n be (n+ 1) points in general position.

Set p = (p0, . . . , pk). Then, the following hold:

(a) The mapping L(p0,...,pn) : R1,n → Rn+1 is A-equivalent to Φn if and only if the

recognition subspace V (p0, . . . , pn) is time-like or space-like.

(b) The mapping L(p0,...,pn) : R1,n → Rn+1 is A-equivalent to

(x0, . . . , xn) 7→ (x1, . . . , xn, x0x1)

if and only if the recognition subspace V (p0, . . . , pn) is light-like.

In Section 4.2, preliminaries for the proof of Theorem 4.1.1 are given. Section 4.3 is devoted

to the proof of Theorem 4.1.1.
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4.2 Preliminaries

Lemma 4.2.1. The likeness of a vector subspace of R1,n is invariant under Lorentz trans-

formations.

Lemma 4.2.1 clearly holds.

Lemma 4.2.2. Set ei = ( 0, . . . , 0︸ ︷︷ ︸
(i−1)−tuples

, 1, 0, . . . , 0) ∈ R1,n (1 ≤ i ≤ n + 1). De�ne vi =

αie1+ ei+1 (1 ≤ i ≤ ℓ) and vm = em+1 (ℓ+1 ≤ m ≤ n). Let V be the ℓ-dimensional vector

subspace of R1,n given by V =
∑ℓ

i=1Rvi. Let Ṽ be the n-dimensional vector subspace of

R1,n given by Ṽ =
∑n

i=1Rvi. Then, the following hold:

1. The vector subspace Ṽ is time-like if and only if V is time-like.

2. The vector subspace Ṽ is space-like if and only if V is space-like.

3. The vector subspace Ṽ is light-like if and only if V is light-like.

Proof. By de�nition, a vector subspace V is either time-like or space-like or light-like. Hence,

for the proof, it is su�cient to show only the �if parts� of 1, 2, and 3.

Suppose that V is time-like. Then, since V ⊂ Ṽ , Ṽ is also time-like by De�nition 4.1.1.

For any vector
∑ℓ

i=1 rivi ∈ V and
∑n

i=1 rivi ∈ Ṽ , we get the following:

⟨
ℓ∑

i=1

rivi,
ℓ∑

i=1

rivi

⟩
= −

(
ℓ∑

i=1

riαi

)2

+
ℓ∑

i=1

r2i , (4.1)

⟨
n∑

i=1

rivi,

n∑
i=1

rivi

⟩
= −

(
ℓ∑

i=1

riαi

)2

+

ℓ∑
i=1

r2i +

n∑
i=ℓ+1

r2i . (4.2)

Suppose that V is space-like. By De�nition 4.1.1, any nonzero vector in V is space-like.

Hence, by (4.1) and (4.2), every nonzero vector in Ṽ is also space-like.

Suppose that V is light-like. By De�nition 4.1.1, V has a nonzero light-like vector v.

The vector v is also in Ṽ . Since V has no time-like vectors, by (4.1) and (4.2), We have

that Ṽ has no time-like vectors. 2

Lemma 4.2.3. For a given element (α1, . . . , αn) ∈ Rn, let V be the n-dimensional vector



Chapter 4. Generic Lorentzian distance-squared mappings 45

subspace of R1,n given by −x0 + α1x1 + · · ·+ αnxn = 0. Then, the following hold:

1.
∑n

i=1 α
2
i > 1 if and only if V is time-like.

2.
∑n

i=1 α
2
i < 1 if and only if V is space-like.

3.
∑n

i=1 α
2
i = 1 if and only if V is light-like.

Proof. Let H be the horizontal hyperplane {(1, x1, . . . , xn) | xi ∈ R}. Set V1 = H ∩ V .

Suppose that V1 = ∅. Then, the de�ning equation of V is −x0 = 0. Hence, it follows that∑n
i=1 α

2
i = 0 and V is space-like.

Next, suppose that V1 ̸= ∅. Then, we have
∑n

i=1 α
2
i ̸= 0. Let q be the point (1, 0, . . . , 0).

Let Sn−1
+ be the light cone hypersurface H ∩LC. Then, it is clearly seen that the Euclidean

distance between q and any point x ∈ Sn−1
+ is 1. For the proof, it is su�cient to prove that

1/
√∑n

i=1 α
2
i is the Euclidean distance between q and V1. Since −x0+α1x1+ · · ·+αnxn = 0

is a de�ning equation of V , V1 is given by −1+α1x1 + · · ·+αnxn = 0 in H. Therefore, the

Euclidean distance between q and V1 is 1/
√∑n

i=1 α
2
i . 2

4.3 Proof of Theorem 4.1.1

4.3.1 Proof of 1 of Theorem 4.1.1

By composing Lp, the linear isomorphism of the target given by

(X0, X1, . . . , Xk) 7→ (X0, X1 −X0, . . . , Xk −X0)

and the linear isomorphism of the source given by

(x0, x1, . . . , xn) 7→ (x0 + p00, x1 + p01, . . . , xn + p0n),

the desired mapping is obtained. 2
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4.3.2 Proof of 2 of Theorem 4.1.1

It is easily seen that any two among τ(j,k) ◦ Φk, τ(j,k) ◦Ψk and the mapping

(x0, . . . , xn) 7→ (x1, . . . , xj , x0x1 +
n∑

i=j+1

x2i , 0, . . . , 0)

are not A-equivalent. Furthermore, by de�nition, V (p0, . . . , pk) is either time-like or space-

like or light-like. Therefore, for the proof, it is su�cient to show only the �if parts� of 2 of

Theorem 4.1.1. Set pi = (pi0, pi1, . . . , pin) (0 ≤ i ≤ k).

The generic case

Firstly, we will show the �if parts� of 2 of Theorem 4.1.1 in the case that V (p0, . . . , pk)∩

T = {0}, where T is the time axis {(x0, 0, . . . , 0) | x0 ∈ R}. There are four steps.

STEP 1. The purpose of STEP 1 is to remove the redundant quadratic terms in

k components. In order to do so, we require the a�ne transformation of the target space

H1 : Rk+1 → Rk+1 given by

H1(X0, X1, . . . , Xk)

=

(
1

2

(
X0 −X1 − (p00 − p10)

2 +

n∑
i=1

(p0i − p1i)
2
)
, . . . ,

1

2

(
X0 −Xk − (p00 − pk0)

2 +

n∑
i=1

(p0i − pki)
2
)
, X0

)
.

By composing H1 and Lp, we get

(H1 ◦ Lp)(x0, x1, . . . , xn)

=

(
− (p10 − p00) (x0 − p00) +

n∑
i=1

(p1i − p0i)(xi − p0i), . . . ,

− (x0 − p00)
2 +

n∑
i=1

(xi − p0i)
2

)
.

STEP 2. The purpose of STEP 2 is to reduce the �rst k components to linear functions.
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In order to do so, we require the a�ne transformation of the source space H2 : R1,n → R1,n

given by

H2(x0, x1, . . . , xn) = (−x0 + p00, x1 + p01, . . . , xn + p0n).

We de�ne the (n+ 1)× k matrix A1 as follows:

(H1 ◦ Lp ◦H2)(x0, x1, . . . , xn)

=

(
n∑

i=0

(p1i − p0i)xi, . . . ,

n∑
i=0

(pki − p0i)xi,−x20 +
n∑

i=1

x2i

)

=

(
(x0, x1, . . . , xn)A1,−x20 +

n∑
i=1

x2i

)
.

Set

A2 =



p10 − p00 · · · pj0 − p00

p11 − p01 · · · pj1 − p01

...
...

p1n − p0n · · · pjn − p0n


=



p10 − p00 · · · pj0 − p00

A3


.

From dimV (p0, . . . , pj) = j, it is clearly seen that the rank of (n + 1) × j matrix A2 is

j. Furthermore, from V (p0, . . . , pj) ∩ T = {0}, the n × j matrix A3 has the same rank j.

Hence, there exists a j × j regular matrix B1 such that the set of column vectors of A3B1

is a subset of an orthonormal basis of Rn.

STEP 3. The purpose of this step is to reduce the �rst j components, which are linear

functions, to coordinate functions x1, . . . , xj , preserving the Lorentzian distance-squared

function −x20 +
∑n

i=1 x
2
i having the form ξ(x0, x1, . . . , xj) +

∑n
i=j+1 x

2
i . In order to do so,

we construct the linear transformation of the target space H3 : Rk+1 → Rk+1 below and the

linear transformations of the source space H4,H5 : R1,n → R1,n below.
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Let H3 : Rk+1 → Rk+1 be the linear transformation of Rk+1 given by

H3(X0, X1, . . . , Xk) = ((X0, X1, . . . , Xj−1)B1, Xj , . . . , Xk).

We de�ne the k × k matrix B2 as follows:

H3(X0, X1, . . . , Xk) = ((X0, X1, . . . , Xk−1)B2, Xk).

By composing H3 and H1 ◦ Lp ◦H2, we have

(H3 ◦H1 ◦ Lp ◦H2) (x0, x1, . . . , xn)

=

(
(x0, x1, . . . , xn)A1B2,−x20 +

n∑
i=1

x2i

)
,

Let ai be the transposed matrix of the i-th column vector of A1B2 (1 ≤ i ≤ j). From

V (p0, . . . , pk) =
∑j

i=1Rai, there exists a k × k regular matrix B3 satisfying

A1B2B3 = (A2B1, On+1,k−j),

where Oℓ,m stands for the ℓ×m zero matrix. By composing H3 and the linear isomorphism

of the target de�ned by

(X0, X1, . . . , Xk) 7→ ((X0, X1, . . . , Xk−1)B3, Xk)

if necessary, without loss of generality, from the �rst we may assume that

(H3 ◦H1 ◦ Lp ◦H2) (x0, x1, . . . , xn)

=

(
(x0, x1, . . . , xn)A2B1, 0, . . . , 0,−x20 +

n∑
i=1

x2i

)
.

Set (α0,i, α1,i, . . . , αn,i) := ai and ãi := (α1,i, . . . , αn,i) (1 ≤ i ≤ j). We can choose

ãj+1, . . . , ãn such that the set {ã1, . . . , ãn} is an orthonormal basis of Rn. Note that

(tã1, . . . ,
tãn) is an n×n orthogonal matrix. Let H4 : R1,n → R1,n be the linear isomorphism
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given by

H4(x0, x1, . . . , xn) = (x0, (x1, . . . , xn)(
tã1, . . . ,

tãn)
−1).

Note that H4 and H
−1
4 are Lorentz transformations. We get

(H3 ◦H1 ◦ Lp ◦H2 ◦H4)(x0, x1, . . . , xn)

=

(
α0,1x0 + x1, . . . , α0,jx0 + xj , 0, . . . , 0,−x20 +

n∑
i=1

x2i

)
.

Set Ei = ( 0, . . . , 0︸ ︷︷ ︸
(i−1)−tuples

, 1, 0, . . . , 0) ∈ Rk+1 (1 ≤ i ≤ k + 1). We de�ne the linear isomorphism

H5 : Rk+1 → Rk+1 by

H5

(
k∑

i=0

XiEi+1

)
=
∑
i ̸=j,k

XiEi+1 +XkEj+1 +XjEk+1.

Then, we get the following:

(H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4)(x0, x1, . . . , xn)

=

(
α0,1x0 + x1, . . . , α0,jx0 + xj ,−x20 +

n∑
i=1

x2i , 0, . . . , 0

)
.

We de�ne the (n+ 1)× (n+ 1) matrix C by

(x0, α0,1x0 + x1, . . . , α0,jx0 + xj , xj+1, . . . , xn) = (x0, x1, . . . , xn)C.

For any i (1 ≤ i ≤ n), let ci denote the (i + 1)-th column vector of C. Since H−1
4 is

a Lorentz transformation, from Lemma 4.2.1, the likeness of
∑j

i=1Rtci is the same as

that of V (p0, . . . , pj). Furthermore, from Lemma 4.2.2, the likeness of
∑j

i=1Rtci is the

same as that of
∑n

i=1Rtci. Hence, the likeness of V (p0, . . . , pj) is the same as that of∑n
i=1Rtci. Note that the n-dimensional vector subspace

∑n
i=1Rtci ⊂ R1,n is given by

−x0 + α0,1x1 + · · ·+ α0,jxj = 0. Thus, from Lemma 4.2.3, we get the following:

Lemma 4.3.1. 1.
∑j

i=1 α
2
0,i > 1 if and only if V (p0, . . . , pk) is time-like.

2.
∑j

i=1 α
2
0,i < 1 if and only if V (p0, . . . , pk) is space-like.
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3.
∑j

i=1 α
2
0,i = 1 if and only if V (p0, . . . , pk) is light-like.

Since C is a regular matrix, its inverse matrix C−1 is well-de�ned. Let H6 : R1,n → R1,n

be the linear isomorphism given by

H6(x) = xC−1.

By expressing C−1 explicitly, the composition of H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 and H6 is as

follows:

(H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6)(x0, x1, . . . , xn)

=

(
x1, x2, . . . , xj ,−x20 +

j∑
i=1

(−α0,ix0 + xi)
2 +

n∑
i=j+1

x2i , 0, . . . , 0

)
.

STEP 4. This is the last step. Firstly, the cases 2(a) and 2(b) of Theorem 4.1.1 are

shown. From Lemma 4.3.1, it follows that −1 +
∑k

i=1 α
2
0,i ̸= 0 in these cases. Hence, by

completing the square with respect to the variable x0, we get the following:

−x20 +
j∑

i=1

(−α0,ix0 + xi)
2 +

n∑
i=j+1

x2i

=

(
−1 +

j∑
i=1

α2
0,i

)
x20 − 2x0

j∑
i=1

α0,ixi +

n∑
i=1

x2i

=

(
−1 +

j∑
i=1

α2
0,i

)(
x0 −

∑j
i=1 α0,ixi

−1 +
∑j

i=1 α
2
0,i

)2

−

(∑j
i=1 α0,ixi

)2
−1 +

∑j
i=1 α

2
0,i

+
n∑

i=1

x2i .

Let H7 : Rk+1 → Rk+1 be the di�eomorphism given by

H7(X0, X1, . . . , Xk)

=

X0, X1, . . . , Xj−1, Xj +

(∑j
i=1 α0,iXi−1

)2
−1 +

∑j
i=1 α

2
0,i

−
j∑

i=1

X2
i−1, Xj+1, . . . , Xk+1

 .
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By composing H7 and H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6, we have

(H7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6)(x0, x1, . . . , xn)

=

x1, . . . , xj ,(−1 +

j∑
i=1

α2
0,i

)(
x0 −

∑j
i=1 α0,ixi

−1 +
∑j

i=1 α
2
0,i

)2

+
n∑

i=j+1

x2i , 0, . . . , 0

 .

Let H8 : R1,n → R1,n be the linear isomorphism given by

H8(x0, x1, . . . , xn)

=

 x0√
| −1 +

∑j
i=1 α

2
0,i |

+

∑j
i=1 α0,ixi

−1 +
∑j

i=1 α
2
0,i

, x1, . . . , xn

 .

From Lemma 4.3.1, if V (p0, . . . , pk) is time-like, the composition of H7 ◦H5 ◦H3 ◦H1 ◦Lp ◦

H2 ◦H4 ◦H6 and H8 is as follows:

(H7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 ◦H8)(x0, x1, . . . , xn)

=

x1, . . . , xj , x20 + n∑
i=j+1

x2i , 0, . . . , 0

 ,

and if V (p0, . . . , pk) is space-like, the composition of them is as follows:

(H7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 ◦H8)(x0, x1, . . . , xn)

=

x1, . . . , xj ,−x20 + n∑
i=j+1

x2i , 0, . . . , 0

 .

Next, the case 2(c) of Theorem 4.1.1 is shown. From Lemma 4.3.1, we get the following:

(H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6)(x0, x1, . . . , xn)

=

(
x1, . . . , xj ,−2x0

j∑
i=1

α0,ixi +
n∑

i=1

x2i , 0, . . . , 0

)
.
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Let H ′
7 : Rk+1 → Rk+1 be the di�eomorphism given by

H ′
7(X0, X1, . . . , Xk)

=

(
X0, X1, . . . , Xj−1, Xj −

j∑
i=1

X2
i−1, Xj+1, . . . , Xk

)
.

By composing H ′
7 and H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6, we have the following.

(H ′
7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6)(x0, x1, . . . , xn)

=

x1, . . . , xj ,−2x0

j∑
i=1

α0,ixi +
n∑

i=j+1

x2i , 0, . . . , 0

 .

By −1 +
∑j

i=1 α
2
0,i = 0, there must exist an ĩ (1 ≤ ĩ ≤ j) satisfying α0,̃i ̸= 0. By taking a

linear transformation of the source space if necessary, without loss of generality, from the

�rst we may assume that α0,1 ̸= 0. We de�ne the (n+ 1)× (n+ 1) regular matrix D by

(
x0,−2

j∑
i=1

α0,ixi, x2, . . . , xn

)
= (x0, x1, . . . , xn)D.

Let H ′
8 : R1,n → R1,n be the linear isomorphism given by

H ′
8(x) = xD−1,

where D−1 is the inverse matrix of D. By expressing D−1 explicitly, the composition of

H ′
7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 and H ′

8 is as follows:

(H ′
7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 ◦H ′

8)(x0, x1, . . . , xn)

=

− x1
2α0,1

−
∑j

i=2 α0,ixi
α0,1

, x2, . . . , xj , x0x1 +
n∑

i=j+1

x2i , 0, . . . , 0

 .

Let H ′
9 : Rk+1 → Rk+1 be the linear isomorphism given by

H ′
9(X0, X1, . . . , Xk) =

(
−2

(
α0,1X0 +

j−1∑
i=1

α0,i+1Xi

)
, X1, . . . , Xk

)
.
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By composing H ′
9 and H

′
7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 ◦H ′

8, we get the following.

(H ′
9 ◦H ′

7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 ◦H ′
8)(x0, x1, . . . , xn)

=

x1, . . . , xj , x0x1 + n∑
i=j+1

x2i , 0, . . . , 0

 .

2

The case V (p0, . . . , pk) ∩ T = T

The strategy of the proof in this case is the same as the one given in Section 4.3.2. By

dimV (p0, . . . , pj) = j, it is clearly seen that the rank of (n+1)× j matrix A2 is j, where A2

is the matrix given in STEP 2 of Section 4.3.2. Furthermore, from V (p0, . . . , pk) ∩ T = T ,

there exists a j×j regular matrix B4 such that the set of column vectors of A2B4 is a subset

of an orthonormal basis of Rn+1 and the matrix A2B4 has the following form:

A2B4 =



1 0 · · · 0

0 β1,2 · · · β1,j

...
...

. . .
...

0 βn,2 · · · βn,j


.

Let Ĥ3 : Rk+1 → Rk+1 be the linear transformation of Rk+1 given by

Ĥ3(X0, X1, . . . , Xk) = ((X0, X1, . . . , Xj−1)B4, Xj , . . . , Xk).

We de�ne the (n+ 1)× k matrix A4 as follows:

(
Ĥ3 ◦H1 ◦ Lp ◦H2

)
(x0, x1, . . . , xn)

=

(
(x0, x1, . . . , xn)A4,−x20 +

n∑
i=1

x2i

)
.
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Set bi := (0, β1,i+1, . . . , βn,i+1) (1 ≤ i ≤ j − 1). Since V (p0, . . . , pk) = e1 +
∑j−1

i=1 Rbi, there

exists a k × k regular matrix B5 satisfying A4B5 = (A2B4, On+1,k−j). By composing Ĥ3

and the linear isomorphism of the target given by

(X0, X1, . . . , Xk) 7→ ((X0, X1, . . . , Xk−1)B5, Xk)

if necessary, without loss of generality, from the �rst we may assume

(
Ĥ3 ◦H1 ◦ Lp ◦H2

)
(x0, x1, . . . , xn)

=

(
(x0, x1, . . . , xn)(A2B4, On+1,k−j),−x20 +

n∑
i=1

x2i

)
.

Set b̃i := (β1,i+1, . . . , βn,i+1) (1 ≤ i ≤ j − 1). We see that {b̃1, . . . , b̃j−1} is a subset of

an orthonormal basis of Rn. We can choose b̃j , . . . , b̃n such that the set {b̃1, . . . , b̃n} is

an orthonormal basis of Rn. Notice that (tb̃1, . . . ,
tb̃n) is an n× n orthogonal matrix. Let

Ĥ4 : R1,n → R1,n be the linear isomorphism given by

Ĥ4(x0, x1, . . . , xn) = (x0, (x1, . . . , xn)(
tb̃1, . . . ,

tb̃n)
−1).

By composing Ĥ3 ◦H1 ◦ Lp ◦H2 and Ĥ4, we get the following.

(Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4)(x0, x1, . . . , xn)

=

(
x0, x1, . . . , xj−1, 0, . . . , 0,−x20 +

n∑
i=1

x2i

)
.

By composing H5 with Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4, we get

(H5 ◦ Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4)(x0, x1, . . . , xn)

=

(
x0, x1, . . . , xj−1,−x20 +

n∑
i=1

x2i , 0, . . . , 0

)
.
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In order to remove terms x20, . . . , x
2
j−1 in the (j + 1)-th component, we construct the di�eo-

morphism of the target space Ĥ5 : Rk+1 → Rk+1 below:

Ĥ5(X0, X1, . . . , Xk)

=

(
X0, X1, . . . , Xj−1, Xj +X2

0 −
j−1∑
i=1

X2
i , Xj+1, . . . , Xk+1

)
.

By composing Ĥ5 and H5 ◦ Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4, we get the following.

(Ĥ5 ◦H5 ◦ Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4)(x0, x1, . . . , xn)

=

x0, x1, . . . , xj−1,

n∑
i=j

x2i , 0, . . . , 0

 .

Let Ĥ6 : R1,n → R1,n be the linear isomorphism given by

Ĥ6(x0, x1, . . . , xn) = (x1, x2, . . . , xj , x0, xj+1, . . . , xn) .

By composing Ĥ5 ◦H5 ◦ Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4 and Ĥ6, we get the following.

(Ĥ5 ◦H5 ◦ Ĥ3 ◦H1 ◦ Lp ◦H2 ◦ Ĥ4 ◦ Ĥ6)(x0, x1, . . . , xn)

=

x1, . . . , xj , x20 + n∑
i=j+1

x2i , 0, . . . , 0

 .

2

4.3.3 Proof of 3 of Theorem 4.1.1

The strategy of the proof of 3 of Theorem 4.1.1 is the same as the strategy of the proof

of 2 of Theorem 4.1.1. In the case that V (p0, . . . , pk) is space-like, compose the mapping

H7 ◦H5 ◦H3 ◦H1 ◦ Lp ◦H2 ◦H4 ◦H6 ◦H8 and the linear coordinate transformation of the

target

(X0, X1, . . . , Xk) 7→ (X0, . . . , Xj−1,−Xj , Xj+1, . . . , Xk).

2
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4.3.4 Proof of 4 of Theorem 4.1.1

The strategy of the proof of 4 of Theorem 4.1.1 is the same as the strategy of the

proof of 2 of Theorem 4.1.1. In this case, since the rank of the (n + 1) × k matrix A1

given in STEP 2 of Section 4.3.2 is n+ 1, there exists a k × k regular matrix B6 satisfying

A1B6 = (En+1, On+1,k−(n+1)). By composing the target di�eomorphism

(X0, X1, . . . , Xk) 7→ ((X0, X1, . . . , Xk−1)B6, Xk)

and H1 ◦ Lp ◦H2 which appeared in STEP 2 of Section 4.3.2, we get

(x0, x1, . . . , xn) 7→

(
(x0, x1, . . . , xn)A1B6,−x20 +

n∑
i=1

x2i

)

=

(
x0, x1, . . . , xn, 0, . . . , 0,−x20 +

n∑
i=1

x2i

)
,

which is clearly A-equivalent to

(x0, x1, . . . , xn) 7→ (x0, x1, . . . , xn, 0, . . . , 0).

2



CHAPTER 5

Generic generalized distance-squared

mappings

5.1 Introduction

Let pi = (pi1, pi2, . . . , pim) (1 ≤ i ≤ ℓ) (resp., A = (aij)1≤i≤ℓ,1≤j≤m) be points of Rm (resp.,

an ℓ ×m matrix with all entries being non-zero real numbers). Set p = (p1, p2, . . . , pℓ) ∈

(Rm)ℓ. Let G(p,A) : Rm → Rℓ be the mapping de�ned by

G(p,A)(x) =

 m∑
j=1

a1j(xj − p1j)
2,

m∑
j=1

a2j(xj − p2j)
2, . . . ,

m∑
j=1

aℓj(xj − pℓj)
2

 ,

where x = (x1, x2, . . . , xm) ∈ Rm. The mapping G(p,A) is called a generalized distance-

squared mapping, and the ℓ-tuple of points p = (p1, p2, . . . , pℓ) ∈ (Rm)ℓ is called the central

point of the generalized distance-squared mapping G(p,A). Note that a distance-squared

mapping Dp de�ned in Chapter 3 (resp., a Lorentzian distance-squared mapping Lp de�ned

in Chapter 4) is the mapping G(p,A) such that each entry of A is equal to 1 (resp., ai1 = −1

and aij = 1 (j ̸= 1)).

57
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In [13], a characterization of generic generalized distance-squared mappings of the plane

into the plane is investigated. If the rank of A with all entries being non-zero real numbers is

equal to two, then a generalized distance-squared mapping having a generic central point is a

stable mapping of which any singular point is a fold point except one cusp point. If the rank

of A with all entries being non-zero real numbers is equal to one, then a generalized distance-

squared mapping having a generic central point is A-equivalent to (x1, x2) 7→ (x1, x
2
2).

In [11], a characterization of generic generalized distance-squared mappings of Rm+1 into

R2m+1 is investigated. If the rank of A with all entries being non-zero real numbers is equal

to m + 1, then a generalized distance-squared mapping having a generic central point is

A-equivalent to the normal form of Whitney umbrella

(x1, x2, . . . , xm+1) 7→ (x21, x1x2, . . . , x1xm+1, x2, . . . , xm+1).

If the rank of A with all entries being non-zero real numbers is strictly smaller than m+ 1,

then a generalized distance-squared mapping having a generic central point is A-equivalent

to the inclusion

(x1, x2, . . . , xm+1) 7→ (x1, x2, . . . , xm+1, 0, . . . , 0).

Hence, by the results in [11] (resp., [13]), for a given 2×2matrix A (resp., (2m+1)×(m+1)

matrix A) with all entries being non-zero real numbers, there exists a subset Σ1 ⊂ (R2)2

(resp., Σ2 ⊂ (Rm+1)2m+1) with Lebesgue measure 0 such that for any p ∈ (R2)2 − Σ1

(resp., p ∈ (Rm+1)2m+1 − Σ2), the mapping G(p,A) : R2 → R2 (resp., G(p,A) : Rm+1 →

R2m+1) is stable. On the other hand, in Chapter 5, by applying some assertions prepared in

Chapter 2 to generalized distance-squared mappings, in various dimension pairs, properties

of generalized distance-squared mappings having a generic central point are investigated.

5.2 Applications of Theorem 2.1.1 to G(p,A) : Rm → Rℓ

Proposition 5.2.1 ([7]). Let f : N → Rm be an immersion, where N is a manifold of

dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ × m matrix with all entries being non-
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zero real numbers. If X is an A1-invariant submanifold of J1(n, ℓ), then there exists a

subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that for any p ∈ (Rm)ℓ − Σ, the mapping

j1(G(p,A) ◦ f) : N → J1(N,Rℓ) is transverse to X(N,Rℓ).

Proof. Let H : Rℓ → Rℓ be a di�eomorphism of the target for deleting constant terms.

Then, we have the following.

H ◦G(p,A)(x) =

 m∑
j=1

a1jx
2
j − 2

m∑
j=1

a1jp1jxj ,
m∑
j=1

a2jx
2
j − 2

m∑
j=1

a2jp2jxj ,

. . . ,

m∑
j=1

aℓjx
2
j − 2

m∑
j=1

aℓjpℓjxj

 ,

where x = (x1, x2, . . . , xm).

Let ψ : (Rm)ℓ → L(Rm,Rℓ) be the mapping given by

ψ(p11, p12, . . . , pℓm) = −2(a11p11, a12p12, . . . , aℓmpℓm).

Notice that we have the natural identi�cation L(Rm,Rℓ) = (Rm)ℓ. Since aij ̸= 0 for any i,

j (1 ≤ i ≤ ℓ, 1 ≤ j ≤ m), it is not hard to see that ψ is a C∞ di�eomorphism.

Set Fi(x) =
∑m

j=1 aijx
2
j (1 ≤ i ≤ ℓ) and F = (F1, F2, . . . , Fℓ). From Theorem 2.1.1,

there exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈

L(Rm,Rℓ) − Σ, the mapping j1(Fπ ◦ f) : N → J1(N,Rℓ) is transverse to X(N,Rℓ). Since

ψ−1 : L(Rm,Rℓ) → (Rm)ℓ is a C∞ mapping, ψ−1(Σ) has Lebesgue measure 0 in (Rm)ℓ. For

any p ∈ (Rm)ℓ −ψ−1(Σ), we get ψ(p) ∈ L(Rm,Rℓ)−Σ. Thus, for any p ∈ (Rm)ℓ −ψ−1(Σ),

the mapping j1(H ◦ G(p,A) ◦ f) : N → J1(N,Rℓ) is transverse to X(N,Rℓ). Then, since

H : Rℓ → Rℓ is a di�eomorphism, j1(G(p,A) ◦ f) : N → J1(N,Rℓ) is transverse to the

submanifold X(N,Rℓ). 2

As applications of Proposition 5.2.1, we have analogies of Proposition 2.1.1, Corollaries

2.1.1, 2.1.2, 2.1.3 and 2.1.4 as follows:

Corollary 5.2.1 ([7]). Let f : N → Rm be an immersion, where N is a manifold of

dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ ×m matrix with all entries being non-zero
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real numbers. Then, there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that for

any p ∈ (Rm)ℓ − Σ, the mapping j1(G(p,A) ◦ f) : N → J1(N,Rℓ) is transverse to Σk(N,Rℓ)

for any integer k satisfying 1 ≤ k ≤ v. Especially, in the case of ℓ ≥ 2, we get k0 + 1 ≤ v

and it follows that j1(G(p,A) ◦ f) satis�es that j1(G(p,A) ◦ f)(N)
∩
Σk(N,Rℓ) = ∅ for any

positive integer k satisfying k0 + 1 ≤ k ≤ v, where k0 is the maximum integer satisfying

(n− v + k0)(ℓ− v + k0) ≤ n (v = min{n, ℓ}).

Corollary 5.2.2 ([7]). Let f : N → Rm be an immersion, where N is a manifold of

dimension n. Let A = (a1j)1≤j≤m be a 1 × m matrix with all entries being non-zero real

numbers. Then, there exists a subset Σ ⊂ Rm with Lebesgue measure 0 such that for any

p ∈ Rm − Σ, the mapping G(p,A) ◦ f : N → R is a Morse function.

Corollary 5.2.3 ([7]). Let f : N → Rm be an immersion, where N is a manifold of

dimension n (n ≥ 2). Let A = (aij)1≤i≤2n−1,1≤j≤m be a (2n−1)×m matrix with all entries

being non-zero real numbers. Then, there exists a subset Σ ⊂ (Rm)2n−1 with Lebesgue

measure 0 such that for any p ∈ (Rm)2n−1−Σ, any singular point of the mapping G(p,A) ◦f :

N → R2n−1 is a singular point of Whitney umbrella.

Corollary 5.2.4 ([7]). Let f : N → Rm be an immersion, where N is a manifold of

dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ ×m matrix with all entries being non-zero

real numbers (ℓ ≥ 2n). Then, there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such

that for any p ∈ (Rm)ℓ − Σ, the mapping G(p,A) ◦ f : N → Rℓ is an immersion.

Remark 5.2.1. In the case of ℓ = m ≥ 2n, Corollary 5.2.4 is Theorem 1 of [12].

Corollary 5.2.5 ([7]). Let f : N → Rm be an immersion, where N is a manifold of

dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ × m matrix with all entries being non-

zero real numbers. Let k0 be the maximum integer satisfying (n − v + k0)(ℓ − v + k0) ≤ n

(v = min{n, ℓ}). Then, there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that

for any p ∈ (Rm)ℓ − Σ, the mapping G(p,A) ◦ f : N → Rℓ has corank at most k0 singular

points.
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5.3 Applications of Theorem 2.1.2 to G(p,A) : Rm → Rℓ

From Theorem 2.1.2, we get the following proposition, which can be proved by the same

argument as in the proof of Proposition 5.2.1, and we omit the proof.

Proposition 5.3.1 ([7]). Let f : N → Rm be an injection, where N is a manifold of

dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ ×m matrix with all entries being non-zero

real numbers. Then, there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that for

any p ∈ (Rm)ℓ − Σ, and for any s (2 ≤ s ≤ sf ), the mapping (G(p,A) ◦ f)(s) : N (s) → (Rℓ)s

is transverse to ∆s. Moreover, if the mapping G(p,A) satis�es that |G−1
(p,A)(y)| ≤ sf for any

y ∈ Rℓ, then G(p,A) ◦ f : N → Rℓ is a mapping with normal crossings.

As applications of Proposition 5.3.1, we have analogies of Proposition 2.1.2, Corollaries

2.1.5, 2.1.6 and 2.1.7.

Corollary 5.3.1. Let f : N → Rm be an injection, where N is a manifold of dimension n.

Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ ×m matrix with all entries being non-zero real numbers.

If (sf − 1)ℓ > nsf , then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that

for any p ∈ (Rm)ℓ−Σ, the mapping G(p,A) ◦f : N → Rℓ is a mapping with normal crossings

satisfying (G(p,A) ◦ f)(sf )(N (sf ))
∩
∆sf = ∅.

Corollary 5.3.2 ([7]). Let f : N → Rm be an injection, where N is a manifold of dimension

n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ×m matrix with all entries being non-zero real numbers.

If ℓ > 2n, then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that for any

p ∈ (Rm)ℓ − Σ, the mapping G(p,A) ◦ f : N → Rℓ is an injection.

Remark 5.3.1. In the case of ℓ = m ≥ 2n+ 1, Corollary 5.3.2 is Theorem 2 of [12].

Corollary 5.3.3 ([7]). Let f : N → Rm be an injective immersion, where N is a manifold

of dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ×m matrix with all entries being non-zero

real numbers. If ℓ > 2n, then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such

that for any p ∈ (Rm)ℓ − Σ, the mapping G(p,A) ◦ f : N → Rℓ is an injective immersion.

Corollary 5.3.4 ([7]). Let f : N → Rm be an embedding, where N is a compact manifold
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of dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ×m matrix with all entries being non-zero

real numbers. If ℓ > 2n, then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such

that for any p ∈ (Rm)ℓ − Σ, the mapping G(p,A) ◦ f : N → Rℓ is an embedding.

From Theorem 3.1.1 in Chapter 3 and Theorem 4.1.1 in Chapter 4, as the special

case of the characterization of generic distance squared mappings (resp., generic Lorentzian

distance-squared mappings), we get the following.

Lemma 5.3.1 ([9], [10]). We have the following.

1. For any p ∈ R, the mappings Dp : R → R and Lp : R → R are A-equivalent to x 7→ x2.

2. Form ≥ 2, there exists a subset ΣD (resp., ΣL) of (Rm)m with Lebesgue measure 0 such

that for any p ∈ (Rm)m − ΣD (resp., p ∈ (Rm)m − ΣL), the mapping Dp : Rm → Rm

(resp., Lp : Rm → Rm) is A-equivalent to (x1, x2, . . . , xm) 7→ (x1, x2, . . . , xm−1, x
2
m).

3. In the case of 1 ≤ m < ℓ, there exists a subset ΣD (resp., ΣL) of (Rm)ℓ with Lebesgue

measure 0 such that for any p ∈ (Rm)ℓ − ΣD (resp., p ∈ (Rm)ℓ − ΣL), the map-

ping Dp : Rm → Rℓ (resp., Lp : Rm → Rℓ) is A-equivalent to (x1, x2, . . . , xm) 7→

(x1, x2, . . . , xm, 0, . . . , 0).

Proposition 5.3.2 ([7]). Let f : N → Rm be an injection, where N is a manifold of

dimension n. Then, we have the following.

1. Form ≥ 1, there exists a subset ΣD (resp., ΣL) of (Rm)m with Lebesgue measure 0 such

that for any p ∈ (Rm)m−ΣD (resp., p ∈ (Rm)m−ΣL), the mapping Dp ◦ f : N → Rm

(resp., Lp ◦ f : N → Rm) is a mapping with normal crossings.

2. In the case of 1 ≤ m < ℓ, there exists a subset ΣD (resp., ΣL) of (Rm)ℓ with Lebesgue

measure 0 such that for any p ∈ (Rm)ℓ − ΣD (resp., p ∈ (Rm)ℓ − ΣL), the mapping

Dp ◦ f : N → Rℓ (resp., Lp ◦ f : N → Rℓ) is injective.

Proof. The proof for distance-squared mappings is the same as that for Lorentzian

distance-squared mappings. Thus, it is su�cient to give the proof for distance-squared

mappings.

Firstly, we will prove the assertion 1. From Lemma 5.3.1, there exists a subset Σ1 ⊂ (Rm)m

with Lebesgue measure 0 such that for any p ∈ (Rm)m − Σ1, the mapping Dp : Rm → Rm
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satis�es that |D−1
p (y)| ≤ 2 for any y ∈ Rm. On the other hand, from Proposition 5.3.1, there

exists a subset Σ2 ⊂ (Rm)m with Lebesgue measure 0 such that for any p ∈ (Rm)m − Σ2,

if the mapping Dp satis�es that |D−1
p (y)| ≤ sf for any y ∈ Rm, then the composition

Dp ◦ f : N → Rm is a mapping with normal crossings. Set ΣD = Σ1 ∪ Σ2. It is not hard

to see that ΣD has Lebesgue measure 0 in (Rm)m. Then, for any p ∈ (Rm)m − ΣD, the

mapping Dp ◦ f : N → Rm is a mapping with normal crossings.

In the case of m < ℓ, since from Lemma 5.3.1, there exists a subset ΣD ⊂ (Rm)ℓ with

Lebesgue measure 0 such that for any p ∈ (Rm)ℓ − ΣD, the mapping Dp : Rm → Rℓ is

A-equivalent to the inclusion, we get the assertion 2. 2

By combining Proposition 5.3.2 and Corollary 5.2.4, we get the following.

Corollary 5.3.5 ([7]). Let f : N → Rm be an injective immersion, where N be a manifold of

dimension n (2n ≤ m). Then, there exists a subset ΣD (resp., ΣL) of (Rm)m with Lebesgue

measure 0 such that for any p ∈ (Rm)m − ΣD (resp., p ∈ (Rm)m − ΣL), the mapping

Dp ◦ f : N → Rm (resp., Lp ◦ f : N → Rm) is an immersion with normal crossings.

In Corollary 5.3.5, if m = 2n and the mapping Dp ◦f : N → R2n (resp., Lp ◦f : N → R2n) is

proper, then the immersion with normal crossings Dp◦f : N → R2n (resp., Lp◦f : N → R2n)

is necessarily stable. Hence, we have the following assertion.

Corollary 5.3.6 ([7]). Let f : N → R2n be an embedding, where N is a compact manifold of

dimension n. Then, there exists a subset ΣD (resp., ΣL) of (R2n)2n with Lebesgue measure 0

such that for any p ∈ (R2n)2n−ΣD (resp., p ∈ (R2n)2n−ΣL), the mapping Dp◦f : N → R2n

(resp., Lp ◦ f : N → R2n) is stable.

5.4 Applications of Theorem 2.2.1 to G(p,A) : Rm → Rℓ

From Theorem 2.2.2, we get the following proposition, which can be proved by the same

argument as in the proof of Proposition 5.2.1, and we omit the proof.

Proposition 5.4.1 ([8]). Let f : N → Rm be an embedding, where N is a manifold of

dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ ×m matrix with non-zero entries. If W is

a modular submanifold of sJ
r(N,Rℓ), then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue
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measure 0 such that for any p = (p1, . . . , pℓ) ∈ (Rm)ℓ −Σ, G(p,A) ◦ f : N → Rℓ is transverse

with respect to the modular submanifold W .

From Proposition 5.4.1 and the same method as that of Mather, we get the following appli-

cation.

Corollary 5.4.1. Let f : N → Rm be an embedding, where N be a manifold of dimension

n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ×m matrix with non-zero entries. If (n, ℓ) is in the nice

dimensions, then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue measure 0 such that for any

p = (p1, . . . , pℓ) ∈ (Rm)ℓ − Σ, the composition G(p,A) ◦ f : N → Rℓ is locally in�nitesimally

stable.

Remark 5.4.1. 1. Suppose that the mapping G(p,A) ◦ f : N → Rℓ is proper in Corol-

lary 5.4.1. Then, the local in�nitesimal stability of G(p,A) ◦ f implies the stability of

it (see [19]). Namely, we have the following.

Corollary 5.4.2. Let f : N → Rm be an embedding, where N be a compact manifold

of dimension n. Let A = (aij)1≤i≤ℓ,1≤j≤m be an ℓ ×m matrix with non-zero entries.

If (n, ℓ) is in the nice dimensions, then there exists a subset Σ ⊂ (Rm)ℓ with Lebesgue

measure 0 such that for any p = (p1, . . . , pℓ) ∈ (Rm)ℓ −Σ, the composition G(p,A) ◦ f :

N → Rℓ is stable.

2. Suppose that N = Rm and f : Rm → Rm is the identify. Let A = (aij)1≤i≤ℓ,1≤j≤m

be an ℓ × m matrix with non-zero entries. From Corollary 5.4.1, it is clearly seen

that if (m, ℓ) is in the nice dimensions, then there exists a subset Σ ⊂ (Rm)ℓ with

Lebesgue measure 0 such that for any p = (p1, . . . , pℓ) ∈ (Rm)ℓ − Σ, the mapping

G(p,A) : Rm → Rℓ is locally in�nitesimally stable.



CHAPTER 6

Future research

In Chapter 6, some conjectures on which the author is working are introduced.

6.1 An improvement of �Generic projections�

As in Chapter 2, Mather showed Theorem 2.2.1. On the other hand, in [5], an improve-

ment of Theorem 2.2.1 is given as follows:

Theorem 6.1.1 ([5]). Let f : N → Rm be a stable mapping, where N is a manifold of

dimension n. If W is a modular submanifold of sJ
r(N,Rℓ) and m > ℓ, then there exists a

subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ) − Σ, the

mapping π ◦ f : N → Rℓ is transverse with respect to W .

As a further improvement of Theorems 2.2.1 and 6.1.1, the following problem seems to be

signi�cant.

Problem 6.1.1. Let N be a manifold of dimension n and let W be a modular submanifold

of sJ
r(N,Rℓ). What is the condition (∗) satisfying that (α) and (β) are equivalent in the

case of m > ℓ ?

65
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(α) A given mapping f : N → Rm satis�es the condition (∗).

(β) There exists a subset Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈

L(Rm,Rℓ)− Σ, the mapping π ◦ f : N → Rℓ is transverse with respect to W .

6.2 A-equivalence classes of generic projections

Theorem 1.0.2 is a striking result about stable mappings. As a future research, we

would like to consider A-equivalence classes of the stable mappings in Theorem 1.0.2. As a

problem on which the author is working, we introduce the following.

Problem 6.2.1. Let N be a compact manifold of dimension n. Let f : N → Rm be an

embedding. If (n, ℓ) is in the nice dimensions andm > ℓ, then is the number of A-equivalence

classes of stable mappings π ◦ f : N → Rℓ (π ∈ L(Rm,Rℓ)) �nite?

It appears di�cult to investigate Problem 6.2.1. Hence, as the �rst step for considering

Problem 6.2.1, we would like to consider the following conjecture. Namely, we consider the

case that a given manifold N (resp., a given mapping f : N → Rm) in Problem 6.2.1 is

replaced by a Nash manifold (resp., a Nash mapping). For the de�nitions of Nash manifolds

and Nash mappings, see Section 6.3 (for the details, see for example, [24]).

Conjecture 6.2.1. Let N be a compact Nash manifold of dimension n. Let f : N → Rm

be a Nash embedding. If (n, ℓ) is in the nice dimensions and m > ℓ, then the number of

A-equivalence classes of stable mappings π ◦ f : N → Rℓ (π ∈ L(Rm,Rℓ)) is �nite.

For Conjecture 6.2.1, the author expects that it is important to prove Conjectures 6.2.2 and

6.2.3.

Conjecture 6.2.2. Let N be a compact Nash manifold of dimension n. Let f : N → Rm

be a Nash embedding. If (n, ℓ) is in the nice dimensions and m > ℓ, then there exists a

semialgebraic set Σ ⊂ L(Rm,Rℓ) with Lebesgue measure 0 such that for any π ∈ L(Rm,Rℓ)−

Σ, the mapping π ◦ f : N → Rℓ is stable.

Conjecture 6.2.3. Let f : N → Rm be an embedding, where N is a compact manifold. Let

Φ : L(Rm,Rℓ) → C∞(N,Rℓ) be the mapping given by Φ(π) = π ◦ f . Then, Φ is continuous.

If Conjectures 6.2.2 and 6.2.3 are true, we can prove Conjecture 6.2.1 by the following
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argument.

Let Σ ⊂ L(Rm,Rℓ) be the set consisting of linear mappings π ∈ L(Rm,Rℓ) such that

π ◦ f is not stable. Then, from Conjecture 6.2.2, the set Σ has Lebesgue measure 0 and is

semialgebraic in L(Rm,Rℓ). From Conjecture 6.2.3 and the de�nition of a stable mapping, it

is clearly seen that L(Rm,Rℓ)−Σ is open. Moreover, since Σ is semialgebraic in L(Rm,Rℓ),

the set L(Rm,Rℓ)−Σ is also semialgebraic in L(Rm,Rℓ). Hence, the number of the connected

components of L(Rm,Rℓ)−Σ is �nite. Let C be a connected component of L(Rm,Rℓ)−Σ.

Then, it is easily seen that for any π, π′ ∈ C, π ◦ f is A-equivalent to π′ ◦ f . Indeed,

the proof is given by the following argument. For π, π′ ∈ C, we write π ∼ π′ if π ◦ f is

A-equivalent to π′ ◦ f . Clearly, the relation ∼ on C is an equivalence relation. By [π], we

denote the equivalence class of π ∈ C. Since Φ : L(Rm,Rℓ) → C∞(N,Rℓ) is continuous and

C ⊂ L(Rm,Rℓ) − Σ , it is not hard to see that for any π ∈ C, the equivalence class [π] is

open in C. We can express C = ∪λ∈Λ[πλ], where [πλ] ∩ [πλ′ ] = ∅ for any λ, λ′ ∈ Λ (λ ̸= λ′).

Since the set C is connected, it is clearly seen that the set Λ has only one element. Thus,

for any π, π′ ∈ C, π ◦ f is A-equivalent to π′ ◦ f .

Therefore, the number of A-equivalence classes of mappings π ◦ f : N → Rℓ (π ∈

L(Rm,Rℓ)−Σ) is equal to or less than the number of the connected components of L(Rm,Rℓ)−

Σ. Since the number of the connected components of L(Rm,Rℓ) − Σ is �nite, the number

of A-equivalence classes of mappings π ◦ f : N → Rℓ (π ∈ L(Rm,Rℓ)− Σ) is also �nite.

6.3 Appendix

In Section 6.3, as a appendix, we prepare the de�nition of Nash manifolds and Nash

mappings (for the details on Nash manifolds and Nash mappings, see for example, [24]).

We say that X ⊂ Rn is a semialgebraic subset of Rn if X is a �nite union of sets of the

form

{x ∈ Rn | f1(x) = · · · = fk(x) = 0, g1(x) > 0, . . . , gℓ(x) > 0},

where f1, . . . , fk, g1, . . . , gℓ are polynomial functions on Rn. Let U and V be open semialge-

braic subsets of Rn and Rm, respectively. We call a mapping f : U → V a Nash mapping if
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the graph of the mapping f is semialgebraic in Rn ×Rm. A Nash manifold of dimension m

is a manifold with a �nite system of coordinate neighborhoods {ψi : Ui → Rm} such that

for each i and j, ψi(Ui ∩ Uj) is an open semialgebraic subset of Rm and the mapping

ψj ◦ ψ−1
i : ψi(Ui ∩ Uj) → ψj(Ui ∩ Uj)

is a Nash di�eomorphism. Then, we call such coordinate neighborhoods Nash coordinate

neighborhoods. Let N and M be Nash manifolds. We say that f : N → M is a Nash

mapping if for every Nash coordinate neighborhoods ψi : Ui → Rn and φj : Vj → Rm of N

and M , respectively, ψi(f
−1(Vj) ∩ Ui) is semialgebraic and open in Rn, and the mapping

φj ◦ f ◦ ψ−1
i : ψi(f

−1(Vj) ∩ Ui) → Rm

is a Nash mapping.
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