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Abstract. Let C be a bounded closed and convex subset of an arbitrary Banach
space, whose diameter is M > 0, and let T : C → C be a Lipschitz continuous
and φ-strong pseudocontraction with a unique fixed point p. In this paper, for
any β ∈ (0, 1) we determine a non-negative integer sequence {n(K)}, and with
respect to {n(K)} we show to construct Mann iterative sequence {xn} which has
the following rate estimate: For any K,

kxn − pk ≤MβK for all n ≥ n(K).

We also give estimates of n(K) from above.

1. Introduction

Let X be an arbitrary Banach space and let T : X → X be a nonlinear

mapping such that the set F (T ) of fixed points of T is nonempty. Let J denote

the normalized duality mapping from X into 2X
∗
given by

J(x) = {f ∈ X∗ : hx, fi = kxk2 = kfk2},

where X∗ denotes the dual space of X, h·, ·i denotes the duality pairing and k·k
denotes the norm on X and X∗ while there are no confusion.
A mapping T : D(T ) → R(T ) with domain D(T ) and range R(T ) in X is

called a strong pseudocontraction if there exists c > 1 such that for all x, y ∈
D(T ), there is j(x− y) ∈ J(x− y) satisfying

hTx− Ty, j(x− y)i ≤ 1
c
kx− yk2 .

It is well-known that if T : X → X is a continuous and strong pseudocontraction,

then T has a unique fixed point p (see [8]). There are many results of strong
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convergence theorems to p; see, for instance, [1, 5, 6, 7, 9]. For the T , let

us consider the following Mann iterative sequence with a coefficient sequence

{tn} ⊂ [0, 1]:

½
x0 ∈ X,
xn+1 = tnTxn + (1− tn)xn for all n ∈ N ∪ {0},(1. 1)

where N is the set of positive integers. In particular, when D(T ) = C is a

nonempty closed convex and bounded subset of X and T : C → C is additionally

Lipschitz continuous with a Lipschitz constant L, Liu [6] gave a convergence rate

estimate of the {xn} as follows:

kxn+1 − pk ≤ ρn kx0 − pk for all n ∈ N ∪ {0},(1. 2)

where

tn =
k

2(3 + 3L+ L2)
, k = 1− 1

c
and ρ = 1− k2

4(3 + 3L+ L2)
.

Sastry and Babu [9] also showed, without condition of boundedness of C, that the

{xn} has the same convergence rate estimate as (1. 2) for the following constant
ρ :

ρ = 1− k2

4(L+ 1)(L+ 2− k) + 2k .

In this paper, we give convergence rate estimate of {xn} involving the fol-
lowing mapping T. Let α : [0,∞) → [0,∞) be a function for which α(0) = 0

and the lim infr→r0 α(r) > 0 for every r0 > 0. For a function α, a mapping

T : D(T ) → R(T ) is called an α-strong pseudocontraction with α if for all

x, y ∈ D(T ) there exists j(x− y) ∈ J(x− y) such that

hTx− Ty, j(x− y)i ≤ kx− yk2 − α(kx− yk) kx− yk .

Kirk and Morales [3, 4] showed that a continuous and α-strong pseudocontrac-

tion T on a closed convex subset C = D(T ) = R(T ) has a unique fixed point

p. The mapping T according to a strictly increasing function φ instead of α

is called a φ-strong pseudocontraction. The case of φ-strong pseudocontractions

has been studied extensively, and it is well-known that the class of strong pseu-

docontractions is a proper subset of the class of φ-strong pseudocontractions

(see [1, 3, 5, 7, 11]). We give convergence rate estimates of Mann iterative

sequence involving a Lipschitz continuous and φ-strong pseudocontraction T on

an arbitrary Banach space. Precisely, for this mapping T and any β ∈ (0, 1) we
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determine a non-negative integer sequence {n(K)}K∈N∪{0} and a coefficient se-
quence {tn} in a suitable way and we construct Mann iterative sequence with the
{tn} as (1. 1) which satisfies the following rate estimate: For any non-negative
integer K,

kxn − pk ≤MβK for all n ≥ n(K),(1. 3)

where M > 0 is a diameter of a bounded subset C. We also give estimate of

n(K) from above.

2. Lemmas

In this section, we shall prove two lemmas which are crucial in the proofs of

main results. Let N0 = N ∪ {0} and let Φ be the set of all strictly increasing
functions f : [0,∞) → [0,∞) with f(0) = 0. We can prove the first lemma by

using Kato’s lemma (see [2]).

LEMMA 1. Let C be a subset of a Banach space X and let T : C → C be a

φ-strong pseudocontraction with φ ∈ Φ. Then for any x, y ∈ C with x 6= y, the
following inequality holds:

kx− y + t{(I − T − γxyI)x− (I − T − γxyI)y}k ≥ kx− yk for all t > 0,

where γxy =
φ(kx−yk)
kx−yk and I is an identity mapping.

Proof. From the definition of a φ-strong pseudocontraction T, we have that for

any x, y ∈ C with x 6= y,

hTx− Ty, j(x− y)i ≤ kx− yk2 − φ(kx− yk) kx− yk

= (1− φ(kx− yk)
kx− yk ) kx− yk2

= (1− φ(kx− yk)
kx− yk ) hx− y, j(x− y)i .

So, we have

h(I − T − γxyI)x− (I − T − γxyI)y, j(x− y)i ≥ 0.

From Kato’s lemma [2] this inequality is equivalent to

kx− y + t{(I − T − γxyI)x− (I − T − γxyI)y}k ≥ kx− yk for all t > 0.
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Let C be a bounded closed and convex subset of a Banach space X and let

M be δ(C) > 0, the diameter of C. Consider φ ∈ Φ such that the function ψ

defined by

ψ(t) =

½φ(t)
t if t ∈ (0,M ],
0 if t = 0

is increasing, limt→0+ ψ(t) = 0 and 0 ≤ ψ(t) ≤ 1 for all t ∈ [0,M ]. Such a φ is
said to be a P -function with ψ on [0,M ].

For example,

φ(t) =

µ
t

M

¶2
for all t ∈ [0,M ],

and

φ(t) =
t

1 + logM − log t for all t ∈ (0,M ], and φ(0) = 0

are P -functions on [0,M ]. By virtue of Lemma 1, we obtain the following im-

portant lemma.

LEMMA 2. Let C be a bounded closed and convex subset of a Banach space

X. Suppose M = δ(C) > 0, and let φ be a P -function with ψ on [0,M ]. Let

T : C → C be φ-strongly pseudocontractive and Lipschitz continuous with a

Lipschitz constant L. Then, for any coefficient sequence {tn} ⊂ (0, 1), Mann

iterative sequence {xn} defined by (1. 1) has the following estimate: For a unique
fixed point p,

kxn+1 − pk ≤ (1− γntn + L̃t2n) kxn − pk for any n ∈ N0,

where γn = ψ(kxn+1 − pk) and L̃ = 3 + 3L+ L2.

Proof. It is enough to consider the case of xn+1 6= p. Let γ be any real number.
From xn+1 = tnTxn + (1− tn)xn, as in [6] we get

xn = xn+1 − tnTxn + tnxn
= (1 + tn)xn+1 + tn(I − T − γI)xn+1 − tn(2− γ)xn+1

+ tn(Txn+1 − Txn) + tnxn
= (1 + tn)xn+1 + tn(I − T − γI)xn+1 − tn(2− γ)(tnTxn + (1− tn)xn)

+ tn(Txn+1 − Txn) + tnxn
= (1 + tn)xn+1 + tn(I − T − γI)xn+1 − t2n(2− γ)(Txn − xn)

− tn(1− γ)xn + tn(Txn+1 − Txn).
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For p, we also have

p = p− tnTp+ tnp
= (1 + tn)p+ tn(I − T − γI)p− tn(1− γ)p.

Thus we have

(2. 1)

xn − p = (1 + tn)(xn+1 − p) + tn{(I − T − γI)xn+1 − (I − T − γI)p}
− tn(1− γ)(xn − p) + tn(Txn+1 − Txn)− t2n(2− γ)(Txn − xn)

= (1 + tn){xn+1 − p+
tn

1 + tn
((I − T − γI)xn+1 − (I − T − γI)p)}

− tn(1− γ)(xn − p) + tn(Txn+1 − Txn)− t2n(2− γ)(Txn − xn)

and hence

kxn − pk ≥ (1 + tn)
°°°°xn+1 − p+ tn

1 + tn
{(I − T − γI)xn+1 − (I − T − γI)p}

°°°°
− tn k(1− γ)(xn − p)k− tn kTxn+1 − Txnk− t2n k(2− γ)(xn − Txn)k .

Here, since we have from Lemma 1 for γn°°°°xn+1 − p+ tn
1 + tn

{(I − T − γnI)xn+1 − (I − T − γnI)p}
°°°° ≥ kxn+1 − pk ,

we obtain from (2. 1), using γn instead of γ,

kxn − pk ≥ (1 + tn) kxn+1 − pk− tn(1− γn) kxn − pk− tn kTxn+1 − Txnk
− t2n(2− γn) kxn − Txnk

and this inequality implies

(2. 2)

{1 + tn(1− γn)} kxn − pk+ tn kTxn+1 − Txnk+ t2n(2− γn) kxn − Txnk
≥ (1 + tn) kxn+1 − pk .

Since T is Lipschitz continuous with a Lipschitz constant L, we have

tn kTxn+1 − Txnk+ t2n(2− γn) kxn − Txnk
≤ tnL k{tnTxn + (1− tn)xn}− xnk

+ t2n(2− γn) kxn − Txnk
= t2nL kTxn − xnk+ t2n(2− γn) kTxn − xnk
= t2n{L+ (2− γn)} kTxn − p+ p− xnk
≤ t2n{L+ (2− γn)}(L+ 1) kxn − pk .



6 H. MANAKA AND W. TAKAHASHI

Thus we obtain from (2. 2)

{1 + (1− γn)tn} kxn − pk+ t2n{L+ (2− γn)}(L+ 1) kxn − pk
≥ (1 + tn) kxn+1 − pk .

This implies that

kxn+1 − pk(2. 3)

≤ {1 + (1− γn)tn}
(1 + tn)

kxn − pk+
t2n{L+ (2− γn)}(L+ 1)

(1 + tn)
kxn − pk .

Moreover, since we have

1 + (1− γn)tn
1 + tn

≤ (1 + (1− γn)tn)(1− tn + t2n)

= 1 + (1− γn)tn + (−tn + t2n) + (1− γn)tn(−tn + t2n)
= 1− γntn + t2n − (1− γn)(1− tn)t2n
≤ 1− γntn + t2n,

we obtain from (2. 3)

kxn+1 − pk ≤
1 + (1− γn)tn

1 + tn
kxn − pk+

t2n{L+ (2− γn)}(L+ 1)
1 + tn

kxn − pk

≤ (1− γntn + t2n) kxn − pk+ t2n{L+ (2− γn)}(L+ 1) kxn − pk
= (1− γntn) kxn − pk

+ t2n{1 + L(L+ 1) + (2− γn)(L+ 1)} kxn − pk
≤ {1− γntn + t2n(3 + 3L+ L2)} kxn − pk .

Setting L̃ = 3 + 3L+ L2, we obtain that

kxn+1 − pk ≤ (1− γntn + L̃t2n) kxn − pk for all n ∈ N0.

3. Main Results

Let C be a bounded closed and convex subset of a Banach space X, and

suppose M = δ(C) > 0. Let φ be a P -function with ψ on [0,M ], and let

T : C → C be φ-strongly pseudocontractive and Lipschitz continuous with a
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Lipschitz constant L. Set L̃ = (3 + 3L+L2) and define a function CT : (0, 1]→
(0, 1) as follows:

CT (α) = 1−
1

4L̃
(ψ(Mα))2 for all α ∈ (0, 1].

Then CT (α1) ≤ CT (α2) for α1 ≥ α2 since ψ(t) is increasing. Fix β ∈ (0, 1). For
a sufficiently large K ∈ N0, we have

β < CT (β
K) = 1− 1

4L̃
(ψ(MβK))2 < 1.

For any K ∈ N0, define mK depending on β as follows:

mK = min{m ∈ N : (CT (β
K))m ≤ β }.(3. 1)

Then mK ≤ mK+1 and (CT (β
K))n ≤ β for n ≥ mK . Moreover, define nβ(0) = 0

and

nβ(K) = nβ(K − 1) +mK , K ∈ N.
Then we have

nβ(K) = nβ(0) +
KX
j=1

mj =
KX
j=1

mj , K ∈ N.(3. 2)

Denoting nβ(K) by n(K) for simplification, we have that 0 = n(0) < n(1) <

· · · < n(K) < · · ·. For each n ∈ N0 we can find some K ∈ N such that

n(K − 1) ≤ n < n(K). So, using such a K, define tn by

tn =
1

2L̃
ψ(MβK).(3. 3)

With respect to this coefficient sequence {tn}, let us construct Mann iterative
sequence {xn} ⊂ C as (1. 1):½

x0 ∈ C,
xn+1 = tnTxn + (1− tn)xn, n ∈ N0.

Then, we obtain the following theorem concerning convergence rate.

THEOREM 1. Let C be a bounded closed convex subset of a Banach space X.

Let φ be a P -function with ψ on [0,M ], and let T : C → C be φ-strongly

pseudcontractive and Lipschitz continuous with a Lipschitz constant L. For β ∈
(0, 1), define {n(K)}K∈N0

by (3. 2) and suppose the coefficient sequence {tn} is
determined by the {n(K)}K∈N0

as (3. 3). Then Mann iterative sequence {xn}
constructed by {tn} as (1. 1) has the following convergence rate estimate: For

any K ∈ N0,

kxn − pk ≤MβK for all n ≥ n(K).
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Proof. Suppose β ∈ (0, 1) is fixed. For this β ∈ (0, 1), consider {n(K)}K∈N0

and the Mann iterative sequence {xn} with the coefficient sequence {tn} de-
fined by (3. 3). We first prove that

°°xn(K) − p°° ≤ MβK for all K ∈ N0 by
induction. Because M = δ(C), we have

°°xn(0) − p°° ≤ M = Mβ0. Assume

that
°°xn(K−1) − p°° ≤ MβK−1 for some K ∈ N. Then we shall show that°°xn(K) − p°° ≤ MβK . Note first that n(K) = n(K − 1) +mK . From Lemma 2

we have°°xn(K) − p°° ≤ (1− γn(K)−1tn(K)−1 + L̃t2n(K)−1)°°xn(K)−1 − p°°
= {1− ψ(

°°xn(K) − p°°) 1
2L̃

ψ(MβK)

+
1

4L̃
(ψ(MβK))2}

°°xn(K)−1 − p°° .
If
°°xn(K) − p°° > MβK , then we have ψ(

°°xn(K) − p°°) ≥ ψ(MβK) from the

increasing property of ψ. So we have°°xn(K) − p°° ≤ {1− ψ(°°xn(K) − p°°) 1
2L̃

ψ(MβK)

+
1

4L̃
(ψ(MβK))2}

°°xn(K)−1 − p°°
≤ {1− ψ(MβK)

1

2L̃
ψ(MβK) +

1

4L̃
(ψ(MβK))2}

°°xn(K)−1 − p°°
= {1− 1

4L̃
(ψ(MβK))2}

°°xn(K)−1 − p°°
= CT (β

K)
°°xn(K)−1 − p°° .

Thus we obtain°°xn(K) − p°° ≤ max{MβK , CT (β
K)
°°xn(K)−1 − p°°}.

Similarly, since
°°xn(K)−1 − p°° ≤ max{MβK , CT (β

K)
°°xn(K)−2 − p°°}, we have°°xn(K) − p°° ≤ max{MβK , CT (β

K)MβK , (CT (β
K))2

°°xn(K)−2 − p°°}.
Since 0 < CT (β

K) < 1, we have°°xn(K) − p°° ≤ max{MβK , (CT (β
K))2

°°xn(K)−2 − p°°}.(3. 4)

From mK -times repeating such a way and by the inductive assumption, we have°°xn(K) − p°° ≤ max{MβK , (CT (β
K))mK

°°xn(K−1) − p°°}
≤ max{MβK ,β

°°xn(K−1) − p°°}
≤ max{MβK ,βMβK−1}
=MβK .
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Hence we obtain by induction°°xn(K) − p°° ≤MβK for all K ∈ N0.
Next, we shall prove that for all K ∈ N0 and m ∈ N with 0 < m < mK+1,°°xn(K)+m − p°° ≤MβK .

Similarly as the above, if
°°xn(K)+m − p°° > MβK , then we get that°°xn(K)+m − p°° ≤ {1− γn(K)+m−1tn(K)+m−1

+ L̃t2n(K)+m−1}
°°xn(K)+m−1 − p°°

= {1− ψ(
°°xn(K)+m − p°°) 1

2L̃
ψ(MβK+1)

+
1

4L̃
(ψ(MβK+1))2}

°°xn(K)+m−1 − p°°
≤ {1− ψ(MβK)

1

2L̃
ψ(MβK+1)

+
1

4L̃
(ψ(MβK+1))2}

°°xn(K)+m−1 − p°°
≤ {1− ψ(MβK+1)

1

2L̃
ψ(MβK+1)

+
1

4L̃
(ψ(MβK+1))2}

°°xn(K)+m−1 − p°°
= {1− 1

4L̃
(ψ(MβK+1))2}

°°xn(K)+m−1 − p°°
= CT (β

K+1)
°°xn(K)+m−1 − p°° .

Thus we obtain°°xn(K)+m − p°° ≤ max{MβK , CT (β
K+1)

°°xn(K)+m−1 − p°°}.
Repeating similarly, we have°°xn(K)+m − p°° ≤ max{MβK , (CT (β

K+1))m
°°xn(K) − p°°}

≤ max{MβK , CT (β
K+1)mMβK}

≤MβK .

So, we obtain that for all K ∈ N0 and m ∈ N with 0 < m < mK+1,°°xn(K)+m − p°° ≤MβK .

As a consequence, noting
°°xn(K+1) − p°° ≤ MβK+1 ≤ MβK , we have that for

any K ∈ N0,
kxn − pk ≤MβK for all n ≥ n(K).
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Next, for a given β and for a P -function φ, we shall give estimates of {n(K)}K
defined by (3. 2). For the sake of simplification, we assume that M = 1.

THEOREM 2. Under the assumption of the previous theorem, the following

holds:

n(K) ≤ (1 + log β)K − 8L̃(log β)
KX
j=1

1

(ψ(βj))2
, K ∈ N.

Moreover, in the case of β = 1
2 , the following hold:

(1) If φ(t) = t2, i.e., ψ(t) = t, then

n(K) ≤ (1− log 2)K +
32L̃

3
4K log 2, K ∈ N ;

(2) if φ(0) = 0 and φ(t) = t
1−log t , t ∈ (0, 1], i.e., ψ(0) = 0 and

ψ(t) =
1

1− log t , t ∈ (0, 1],

then for any K ∈ N,

n(K) ≤ {1 + (8L̃− 1)(log 2)}K + 8L̃(log 2)2K(K + 1)

+
4

3
L̃(log 2)3K(K + 1)(2K + 1).

Proof. Let {mj}j∈N be the sequence defined by (3. 1). For any x ∈ (0,∞),
define

[x] = max{ n ∈ N0 : n ≤ x}.

Then, we have, for any j ∈ N,

mj = min{ m ∈ N : m ≥ log β

logCT (βj)
}

≤
∙

log β

logCT (βj)

¸
+ 1.

The Taylor expansion of log(1 + s) gives the following equation:

(−1)
logCT (βj)

=
(−1)

log(1− 1
4L̃
(ψ(βj))2)

=
1P∞

r=1
1
r (

1
4L̃
(ψ(βj))2)r

.
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Since (1
r
) ≥ ( 12 )r for all r ∈ N, we have that

(−1)
logCT (βj)

≤ 1P∞
r=1(

1
8L̃
(ψ(βj))2)r

=
1− (8L̃)−1(ψ(βj))2
(8L̃)−1(ψ(βj))2

=
8L̃

(ψ(βj))2
− 1.

Thus, we obtain

n(K) =

KX
j=1

mj ≤
KX
j=1

{
∙

log β

logCT (βj)

¸
+ 1}

≤
KX
j=1

{(− log β)( 8L̃

(ψ(βj))2
− 1) + 1}

= K(1 + log β)− 8L̃(log β)
KX
j=1

1

(ψ(βj))2
.

(1) From β = 1
2 and ψ(t) = t, we have

n(K) ≤ K(1− log 2) + 8L̃(log 2)
KX
j=1

4j

= K(1− log 2) + 32
3
L̃(log 2)4K .

(2) From β = 1
2 , ψ(0) = 0 and ψ(t) =

1
log e

t
, t ∈ (0, 1], i.e., ψ(0) = 0 and

1

ψ(t)
= log(

e

t
), t ∈ (0, 1],

we have

n(K) ≤ K(1− log 2) + 8L̃(log 2)
KX
j=1

(log
e

2−j
)2

≤ K(1− log 2) + 8L̃(log 2)
KX
j=1

(1 + j log 2)2

≤ K(1− log 2)

+ 8L̃(log 2){K + (log 2)K(K + 1) +
(log 2)2

6
K(K + 1)(2K + 1)}.
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These results seem to show that the convergence rate of the iterative sequence

{xn} with φ(t) = t
1−log t is better than that with φ(t) = t

2.

Acknowledgement. The authors thank the referee for very useful com-

ments.
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