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Abstract. The decoherence matrix studied by Gudder and Sorkin (2011) can
be considered as a map from the set of all the pairs of n-length paths to complex
numbers, which is induced by the discrete-time quantum walk. The decoherence
matrix is one of the decoherence functionals which present their historical quan-
tum measure theory. In this paper, we compute the von Neumann entropy of
the decoherence matrix. To do so, we use the result that the eigensystem of the
decoherence matrix can be expressed by a corresponding correlated random walk.

1. Introduction

The quantum measure (q-measure) spaces were introduced by Sorkin [1] for

an approach to quantum mechanics and applications to quantum gravity and

cosmology. Gudder blushed up the construction of the q-measure in Ref.[2]. As

its consequence, a treatment of q-measure infinite spaces has been ensured in his

general definition. Recently, Gudder and Sorkin [3] presented a decoherence ma-

trix on n-path space Ωn = {−1, 1}⊗n to give a q-measure on the event of Ωn. The

decoherence matrix is induced by trajectories of a particle of the discrete-time

quantum walk (QW) which was originated by the first author Gudder [4] (1988).

There are some other opinions of the priority of the QW, for example, Refs.[5, 6].

Either way, the QW has been intensively investigated from various view points

since around 2000, for example, quantum search algorithms [7, 8, 9, 10], funda-

mental physics [11, 12, 13], limit theorems for its statistical behaviors [14, 15],

the Anderson localization [16, 17, 18], spectral analysis [19, 20], its experimental

implementations [21], and photonic synthesis [22]. To emphasize an aspect of the

q-measure theory, Gudder and Sorkin [3] have mainly considered the decoherence

matrix induced by a simple model, that is, two-site QW with a special quantum

coin and initial coin state.

In this paper, we generalize their definition of the decoherence matrix so
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that QWs on Z with general quantum coins and initial coin states can be also

treated. More precisely, for a given subset A ⊆ Ωn ×Ωn, our decoherence matrix

DA : Ωn × Ωn → C is restricted to A in that for any (ξ, η) /∈ A, DA(ξ, η) = 0.

We call such A ⊆ Ωn × Ωn “restriction subset”. We treat the following three

kinds of restriction subsets A0, AP and A1. At first, as we will see later, the

decoherence matrix restricted to A0 is isomorphic to the decoherence matrix of

the two-site QW [3] in the end. The second subset AP corresponds to the QW

itself on Z, that is,
∑

j ξj =
∑

j ηj for every (ξ, η) ∈ AP . In a classical case, there

are no correlations between different two paths. That is, no correlation effects

appear as the diagonal elements of the decoherence matrix. To see this, the third

subset A1 is the set of every path itself. In the view point of the decoherence

matrix, we should remark that A0 ⊇ AP ⊇ A1. In this paper, we compute the

von Neumann entropy of the decoherence matrices restricted to the three cases

of subsets A0, AP , and A1, respectively. Denote the von Neumann entropy by

SA for each case, respectively (A ∈ {A0, AP , A1}). We find that each eigenvalue

of DA (A ∈ {A0, AP A1}) is expressed by the probability that a particle of the

correlated random walk [23] walks along with an n-truncated path corresponding

to the restriction subset A, respectively. We find that as the cardinality of the

restriction subset is smaller, then the von Neumann entropy becomes larger,

indeed, SA0 ∼ 1, SAP
∼ log n, SA1 ∼ n for large n, since A0 ⊃ AP ⊃ A1.

This paper is organized as follows. Section 2 proposes the definition of the

decoherence matrix. Each von Neumann entropy of the decoherence matrices

restricted by A0, AP and A1, respectively, is presented in Sect.3. Its proofs are

devoted in Sect.4. Finally we give the discussion in Sect.5.

2. Definition of decoherence matrix for QW

Let Ωn ≡ {−1, 1}⊗n be the set of all the n-truncated paths. Prepare a

2-dimensional unitary matrix called quantum coin as

U =

[
a b

c d

]
(2.1)

with a, b, c, d ∈ C and abcd 6= 0. Here C is the set of complex number. We should

remark that from the unitarity of U , |a|2 = |d|2 = 1−|b|2 = 1−|c|2 and d = ∆ā,

c = −∆b̄, where ∆ is the determinant of U , and z̄ is the conjugate of z ∈ C. In

this paper we denote e−1 = T [1, 0], e1 = T [0, 1] corresponding to left and right

chiralities, respectively. For ϕ0 ∈ C2 with ||ϕ0|| = 1 called initial state, we define

a map w(ϕ0) : Ωn → C2 such that

w(ϕ0)(ξ) = Pξn · · ·Pξ1ϕ0 (2.2)
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for all ξ = (ξn, · · · , ξ1) ∈ Ωn with ξj ∈ {−1, 1} (j ∈ {1, . . . , n}), where Pξj
=

e†
ξj

eξj
U . We call w(ϕ0)(ξ) weight of path ξ. For any A ⊂ Ωn ×Ωn, we also define

a map DA : Ωn × Ωn → C such that

DA(ξ, η) = I{(ξ,η)∈A}(ξ, η)
〈
w(ϕ0)(ξ),w(ϕ0)(η)

〉
, (ξ, η ∈ Ωn), (2.3)

where I{(ξ,η)∈A}(ξ, η) is the indicator function, that is, I{(ξ,η)∈A}(ξ, η) = 1 ((ξ, η) ∈
A), = 0 ((ξ, η) /∈ A). We call DA decoherence matrix restricted to a set A ⊆
Ωn × Ωn.

3. Main results

We introduce an inclusion relation between two subsets of Ωn × Ωn in the

view point of the decoherence matrix: for any A, B ⊂ Ωn × Ωn, A ≺ B means

that if DB(ξ, η) = 0, then DA(ξ, η) = 0 for ξ, η ∈ Ωn. In particular, if A ≺ B and

A Â B, then we denote A ≈ B. In this section, we consider the von Neumann

entropy restricted by the following three subsets A
(n)
1 ≺ A

(n)
P ≺ A

(n)
0 of Ωn × Ωn:

(1) A
(n)
0 = {(ξ, η) ∈ Ωn × Ωn : ξn = ηn}

We should remark that for any ξ ∈ Ωn, there exists c ∈ C such that

w(ϕ0)(ξ) = ceξn . (3.4)

The last direction of the path appears as the chirality of its weight of

the path. So the subset A0 is maximal in the following meaning: for any

A′ ⊂ Ωn ×Ωn with A′ ⊃ A0, we see A0 ≈ A′, since 〈w(ϕ0)(ξ),w(ϕ0)(η)〉 = 0

for any ξ, η ∈ Ωn with ξn 6= ηn.

From now on, we review the original definition of the two-site QW intro-

duced by Gudder and Sorkin [3]. The amplitude that a particle moving

between two sites “0” and “1” starting from the site “0” stays the same

site is 1/
√

2, and the amplitude that the particle changes its present site

is i/
√

2 for each time step. Let ω = (αn, . . . , α0) and ω′ = (α′
n, . . . , α

′
0),

(αj, α
′
j ∈ {0, 1}) with α0 = α′

0 = 0 be the two n-length trajectories in the

two-site walk. The joint amplitude between ω and ω′ is defined by

D(ω, ω′)

= I{αn=α′
n}(ω, ω′)

(
i|α0−α1|
√

2
· · · i|αn−1−αn|

√
2

)
·
(

i|α
′
n−α′

n−1|
√

2
· · · i|α

′
1−α′

0|
√

2

)
.

(3.5)

By changing the name of the site “0” to “−1”, RHS of Eq. (3.5) can be

reexpressed by

D(ω, ω′) = 〈Pαn · · ·Pα1eα0 , Pα′
n
· · ·Pα′

1
eα′

0
〉
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with a = d = 1/
√

2, b = c = i/
√

2 in Eq. (2.1) and α′
0 = α0 = −1. This is

a special case of D
A

(n)
0

.

(2) A
(n)
P = {(ξ, η) ∈ A

(n)
0 :

∑n
j=1 ξj =

∑n
j=1 ηj}

Let X
(ϕ0)
n be a QW at time n starting from the origin with initial state ϕ0.

Then we define the QW as follows:

P (X(ϕ0)
n = x) =

∑
ξ,η

D
A

(n,x)
P

(ξ, η),

where A
(n,x)
P = {(ξ, η) ∈ A

(n)
P :

∑n
j=1 ξj =

∑n
j=1 ηj = x}. This is consistent

with the original definition of the QWs [4, 6]. Note that

D
A

(n)
P

∼=



D
A

(n,−n)
P

0

0 D
A

(n,−n+2)
P

0

0
. . . . . .
. . . D

A
(n,n−2)
P

0

0 D
A

(n,n)
P


, (3.6)

where M1
∼= M2 means that there exists a permutation matrix P such that

M1 = PM2P
†.

(3) A
(n)
1 = {(ξ, η) ∈ Ωn × Ωn : ξ = η}

There are no correlations between two paths except oneself in A
(n)
1 . It

corresponds to a classical case.

In the following, we give examples for the Hadamard coin case and n = 3

with ϕ0 = T [1/
√

2, i/
√

2]: the order of 23-path in this matrix is ((−1,−1,−1),

(−1,−1, 1), (−1, 1,−1), (1,−1,−1), (−1, 1, 1), (1,−1, 1), (1, 1,−1), (1, 1, 1)).

D
A

(3)
0

=
1

23



1 i 1 0 −i 0 0 0

−i 1 −i 0 −1 0 0 0

1 i 1 0 −i 0 0 0

0 0 0 1 0 i −1 i

i −1 i 0 1 0 0 0

0 0 0 −i 0 1 i 1

0 0 0 −1 0 −i 1 −i

0 0 0 −i 0 1 i 1


,
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D
A

(3)
P

=
1

23



1 0 0 0 0 0 0 0

0 1 −i 0 0 0 0 0

0 i 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 i 0

0 0 0 0 0 −i 1 0

0 0 0 0 0 0 0 1


,

D
A

(3)
1

=
1

23



1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1


.

Since A ⊆ B implies A ≺ B, as a subset is smaller, its decoherence matrix

becomes scarce.

Define SA = −
∑

λ∈spec(DA) λ log2 λ, where spec(M) is the set of eigenvalues of M .

Note that 0 log2 0 = 1 for convention. Now we consider the von Neumann entropy

S
A

(n)
0

, S
A

(n)
P

, S
A

(n)
1

where each quantum coin is given by Eq. (2.1), respectively.

The following main theorem gives the first and second leading orders of the von

Neumann entropy in the limit of n → ∞.

THEOREM 1. Let the initial state be ϕ0 = T [α, β] with |α|2 + |β|2 = 1. Put

p = |a|2 = |d|2, q = 1 − p and p0 = |cα + dβ|2, q0 = 1 − p0. Then we have

1. A
(n)
0 case.

lim
n→∞

S
A

(n)
0

= 1, (3.7)

lim
n→∞

S
A

(n)
0

− 1

(p − q)2n
= −

(
p0 − q0

p − q

)2

log2 e. (3.8)

2. A
(n)
P case.

lim
n→∞

S
A

(n)
P

log2

√
n

= 1, (3.9)

lim
n→∞

(
S

A
(n)
P

log2

√
n
− 1

)
log2

√
n = 1 + log2

√
p

q
+ log2

√
2πe. (3.10)
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3. A1 case.

lim
n→∞

S
A

(n)
1

|p log2 p + q log2 q|n
= 1, (3.11)

lim
n→∞

(
S

A
(n)
1

|p log2 p + q log2 q|n
− 1

)
n =

p0 log2 p0 + q0 log2 q0

p log2 p + q log2 q
. (3.12)

The first case in the above theorem yields that the von Neumann entropy

goes to 1 with exponentially fast as n → ∞. The second and third cases imply

that the von Neumann entropy increases with the orders log n and n, respectively

as n goes to infinity. Moreover the second order of the second and third cases

can be described explicitly in Eqs. (3.10) and (3.12).

4. Proof of theorem

At first, we introduce the following correlated random walk (RW) which will

be useful for the proofs of all the parts 1, 2, and 3. For the initial step n = 0, a

particle is located in the origin, and moves to left and right with probabilities q0

and p0, respectively. Then for n ≥ 1, the probabilities that a particle chooses the

same and other directions of the previous step are p and q, respectively at each

time step. Thus the pair of parameters (p0, p), which gives the initial condition

φ = T [1 − p0, p0] and the stochastic matrix M , determines this correlated RW,

where

M =

[
p q

q p

]
(4.13)

with p + q = 1. We call this walk (p0, p)-correlated RW.

LEMMA 1. Put P̃j = eje
†
jM and φj = eje

†
jφ (j ∈ {−1, 1}). Then we have

for any ξ ∈ Ωn and the initial state ϕ0 = T [α, β], in the case of p = |a|2,
p0 = |cα + dβ|2,

||w(ϕ0)(ξ)||2 = 〈1, P̃ξn · · · P̃ξ2φξ1〉, (4.14)

where 1 is the all 1 vector.

Proof. Recall the definition of weight of path ξ = (ξn, . . . , ξ1) ∈ Ωn and Pj. Then

we obtain

||w(ϕ0)(ξ)||2 = ||Pξn · · ·Pξ1ϕ0||2

= |〈eξn , Ueξn−1〉|2 · · · |〈eξ2 , Ueξ1〉|2|〈eξ1 , Uϕ0〉|2. (4.15)
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The unitarity of the quantum coin U provides that

|〈el, Uem〉|2 = δl,mp + (1 − δl,m)q = (M)l,m, (4.16)

|〈el, Uϕ0〉|2 =

{
p0 : l = 1,

q0 : l = −1,
(4.17)

where p = |a|2 = |d|2, q = |b|2 = |c|2 and p0 = |cα + dβ|2, q0 = |aα + bβ|2
with p + q = p0 + q0 = 1. Combining Eq. (4.15) with Eqs. (4.16) and (4.17),

we can interpret ||w(ϕ0)(ξ)||2 as the probability that (p0, p)-correlated random

walker with parameters p = |a|2 and p0 = |cα + dβ|2 walks along with the path

ξ. Then we arrive at the desired conclusion.

We also use the following lemma obtained by a standard argument of the

matrix analysis.

LEMMA 2. For any m × n matrix M , the two matrices MM † and M †M have

the same non-zero eigenvalues except 0.

4.1 Proof of part 1

Define {ξ(k)}m
k=1 and {η(k)}m

k=1 as the set of all the n-truncated paths whose

finial directions are the left and the right, respectively, that is, ξ(k)(n) = −1 and

η(k)(n) = 1 for any k. Here m = |Ωn|/2 = 2n−1. Let T
A

(n)
0

be a 2 × 2n matrix

defined by

T
A

(n)
0

=
[
w(ϕ0)(ξ(1)), . . . , w(ϕ0)(ξ(m)),w(ϕ0)(η(1)), . . . , w(ϕ0)(η(m))

]
Then we get

D
A

(n)
0

∼= T †
A

(n)
0

T
A

(n)
0

, (4.18)

where “A ∼= B” means that there exists a permutation operator P on Ωn such

that B = P †AP . Noting Eq. (3.4),

T
A

(n)
0

T †
A

(n)
0

=
m∑

k=1

w(ϕ0)(ξ(k))w(ϕ0)(ξ(k))† +
m∑

k=1

w(ϕ0)(η(k))w(ϕ0)(η(k))†

=

[
ρ

(n)
L 0

0 ρ
(n)
R

]
(4.19)

where ρ
(n)
L =

∑m
k=1 ||w(ϕ0)(ξ(k))||2, ρ

(n)
R =

∑m
k=1 ||w(ϕ0)(η(k))||2. From Lemma 1,

ρ
(n)
L (resp. ρ

(n)
R ) is the probability that a correlated random walker arrives at
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the final position from the left (resp. right), respectively. Now we compute the

probabilities ρ
(n)
L and ρ

(n)
R . Since P̃1 + P̃−1 = M , we see

ρ
(n)
L =

∑
ξ1,...,ξn−1∈{±1}

〈
e−1, P̃ξn · · · P̃ξ2φξ1

〉
=

〈
e−1,M

n−1φ
〉
,

ρ
(n)
R =

〈
e1,M

n−1φ
〉
.

The eigenvalues and eigenvectors of M are {1, p−q} and corresponding eigenvec-

tors are T [1/
√

2, 1/
√

2] and T [1/
√

2,−1/
√

2], respectively. Therefore we obtain

ρ
(n)
L =

1

2

{
1 + (p − q)n−1(p0 − q0)

}
, ρ

(n)
R =

1

2

{
1 − (p − q)n−1(p0 − q0)

}
.

(4.20)

Substituting Eq. (4.20) into Eq. (4.19), Lemma 2 and Eq. (4.18) give the

eigenvalues of D
A

(n)
0

as follows:

spec(D
A

(n)
0

) =

ρ
(n)
L , ρ

(n)
R ,

2n−2︷ ︸︸ ︷
0, . . . , 0

 . (4.21)

The von Neumann entropy of D
A

(n)
0

can be described by

S
A

(n)
0

= −
(
ρ

(n)
L log2 ρ

(n)
L + ρ

(n)
R log2 ρ

(n)
R

)
. (4.22)

Noting ρ
(n)
J (J ∈ {L, R}) converges to 1 (n → ∞) exponentially fast with the

base (p − q) by Eq. (4.20), then we have S
A

(n)
0

→ 1 (n → ∞).

Moreover from the Taylor expansions around 1 of the logarithm of Eq. (4.20),

we give for large n,

1 + log2 ρ
(n)
L ∼ (p0 − q0)(p − q)n−1 log2 e, and

1 + log2 ρ
(n)
R ∼ −(p0 − q0)(p − q)n−1 log2 e, (4.23)

where an ∼ bn means limn→∞ |an/bn| = 1. By substituting Eq. (4.23) into RHS

of Eq. (4.22), we obtain 1−S
A

(n)
0

∼ (p0 − q0)
2(p− q)2(n−1) log2 e which completes

the proof of part 1.

¤

4.2 Proof of part 2

Define T
A

(n,j)
P

by

T
A

(n,j)
P

=
[
w(ϕ0)(ξ(1)), . . . , w(ϕ0)(ξ(l)),w(ϕ0)(η(1)), . . . , w(ϕ0)(η(m))

]
,



ON THE ENTROPY OF DECOHERENCE MATRIX FOR QUANTUM WALKS 73

where −n ≤ j ≤ n and

{ξ(k)}l
k=1 =

{
ξ ∈ Ωn :

n∑
i=1

ξi = j and ξn = −1

}
,

{η(k)}m
k=1 =

{
η ∈ Ωn :

n∑
i=1

ηj = j and ηn = 1

}
.

Then we have D
A

(n,j)
P

∼= T
A

(n,j)
P

T †
A

(n,j)
P

. By a similar fashion of the proof of part 1,

we obtain

spec
(
D

A
(n,j)
P

)
=

p
(n)
L (j), p

(n)
R (j),

( n
(n+j)/2)−2︷ ︸︸ ︷
0, . . . , 0

 , (4.24)

where p
(n)
L (j) (resp. p

(n)
R (j)) is the probability that a (p0, p)-correlated random

walker with parameters p = |a|2 and p0 = |cα + dβ|2 arrives at position j from

the left (resp. right) direction at time n, respectively, that is,

p
(n)
L (j) =

∑
ξ:

Pn
k=1 ξk=j

〈e−1, P̃ξn · · · P̃ξ2φξ1〉,

p
(n)
R (j) =

∑
ξ:

Pn
k=1 ξk=j

〈e1, P̃ξn · · · P̃ξ2φξ1〉. (4.25)

From now on, we compute the asymptotic behaviors of p
(n)
L (j) and p

(n)
R (j) in the

limit of n → ∞ by using the Fourier transform. Let Ψ(n)(j) = T [p
(n)
L (j), p

(n)
R (j)]

for n ≥ 1. Define the spatial Fourier transform of Ψ(n)(j) by Ψ̂
(n)

(ξ) =∑
j∈Z Ψ(n)(j)eiξj for ξ ∈ [0, 2π). From the definition of (p0, p)-correlated RW,

Ψ(1)(j) = δ{j=1} p0e1 + δ{j=−1} q0e−1, (4.26)

Ψ(n)(j) = P̃1Ψ
(n−1)(j − 1) + P̃−1Ψ

(n−1)(j + 1) (n ≥ 2). (4.27)

We have

Ψ̂
(n)

(ξ) = M̂n−1(ξ)

[
q0e

−iξ

p0e
iξ

]
, (4.28)

where

M̂(ξ) =

[
e−iξ 0

0 eiξ

]
M.
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The eigenvalue λ
(±)
ξ and its eigenvector v

(±)
ξ of M̂(ξ) are

λ
(±)
ξ = p cos ξ ±

√
q2 − p2 sin ξ, v

(±)
ξ =

1

Λ±
ξ

[
eiξq

λ
(±)
ξ − eiξp

]
,

where Λ
(±)
ξ is the normalized constant. Replacing ξ to ξ/

√
n provides the follow-

ing asymptotics of the eigensystem for large n as follows.

λ
(+)

ξ/
√

n
∼ 1 − p/q

2n
ξ2, λ

(−)

ξ/
√

n
∼ (p − q)

(
1 +

p/q

2n
ξ2

)
. (4.29)

Substituting Eq. (4.29) into Eq. (4.28) gives for large n,

Ψ̂
(n)

(ξ/
√

n) ∼ 1

2
e−

p/q
2

ξ2

1. (4.30)

Therefore we have

lim
n→∞

∑
j≤

√
nx

p
(n)
J (j) =

1

2

∫ x

−∞

e−
y2

2p/q√
2πp/q

dy, (J ∈ {L,R}). (4.31)

Equation (4.31) implies that

p
(n)
J (j) ∼ 1

2

e−
x2

2p/q√
2πnp/q

, (x = j/
√

n). (4.32)

Noting Eq. (3.6), then it is obtained that

−S
A

(n)
p

=
n∑

j=−n

p
(n)
L (j) log2 p

(n)
L (j) +

n∑
j=−n

p
(n)
R (j) log2 p

(n)
R (j)

∼ 2 ×
∫ ∞

−∞

1

2

e−
x2

2p/q√
2πp/q

log2

1

2

e−
x2

2p/q√
2πnp/q

 dx

= −
(

1 + log2

√
n + log2

√
p

q
+ log2

√
2πe

)
.

Then we have the desired conclusion.

¤

COROLLARY 2. Put Yn be the correlated RW at time n. Since P (Yn = j) =

p
(n)
L (j) + p

(n)
R (j), Eq. (4.32) gives the asymptotics of the Shannon entropy of

the correlated RW, H
(RW )
n = −

∑n
j=−n P (Yn = j) log P (Yn = j), in the limit of

n → ∞ as follows:

H(RW )
n ∼ log2

√
n + log2

√
p

q
+ log2

√
2πe.
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4.3 Proof of part 3

It should be noticed that since D
A

(n)
1

is the diagonal matrix with D
A

(n)
1

(ξ, ξ) =

||w(ϕ0)(ξ)||2 (ξ ∈ Ωn),

spec(D
A

(n)
1

) = {||w(ϕ0)(ξ)||2 : ξ ∈ Ωn}. (4.33)

We should recall the definition of the correlated RW in this paper: At the first

step, a walker moves to the left and right directions with probabilities q0 and

p0, respectively. Since then, if a choice of the directions is changed, then its

associated probability is q, otherwise p. Therefore the absolute value of the

weight of path ξ is determined by the first choice of direction and the number

of changes of the directions. Noting that the maximal number of the changes is

n− 1, if the number of changes of directions is j, then the number of such paths

is
(

n−1
j

)
and

||w(ϕ0)(ξ)||2 =

{
p0p

n−1−jqj : the first choice of directions is right,

q0p
n−1−jqj : the first choice of directions is left.

(4.34)

Substituting Eq. (4.34) into Eq. (4.33), we obtain

spec(D
A

(n)
1

)

=

{
p0p

n−1−jqj, q0p
n−1−jqj with each multiplicity

(
n − 1

j

)
: 0 ≤ j ≤ n − 1

}
.

(4.35)

Combining Eq. (4.35) with some properties of the binomial distribution B(n −
1, p), we get

S
A

(n)
1

= (n − 1) |p log2 p + q log2 q| + |p0 log2 p0 + q0 log2 q0| .

¤

5. Summary and discussion

We computed the von Neumann entropy of the decoherence matrix studied by

Gudder and Sorkin [3], which is restricted to three subsets A
(n)
0 , A

(n)
P , and A

(n)
1 ,

respectively, in the n-truncated path space. We found that all the eigenvalues

of each decoherence matrix are expressed by the probability that the (p0, p)-

correlated random walker chooses the path corresponding to each subset. We
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Correlated RW QW
Shannon entropy ∼ log

√
n (Cor.2) ∼ log n (Ref. [24])

von Neumann entropy ∼ −(p log p + q log q)n (Thm.1 (3)) ∼ log
√

n (Thm.1 (2))

Table 1 Summary of the asymptotic behaviors of the Shannon and von Neumann
entropy of the QW and the correlated RW

showed that each von Neumann entropy of the decoherence matrix restricted by

A
(n)
1 ≺ A

(n)
P ≺ A

(n)
0 is ∼ 1, ∼ log n, and ∼ n, respectively, asymptotically for

large n. The subset A
(n)
P corresponds to the QW, while A

(n)
1 corresponds to the

correlated RW on Z. In Ref.[24], the Shannon entropy of the QW, H
(QW )
n =

−
∑

j P (X
(ϕ0)
n = j) log P (X

(ϕ0)
n = j), is obtained asymptotically with H

(QW )
n ∼

log n. On the other hand, from Corollary 2, its corresponding Shannon entropy

of the correlated RW is H
(RW )
n ∼ log

√
n. We summarize these results in Table

1.

From our results, we conjecture that if A ⊆ A′, then SA ≥ SA′ . Indeed, if we

take a subset B with A
(n)
1 ⊆ B ⊆ A

(n)
P such that

B = {(ξ, η) ∈ A
(n)
P : ξ1 = η1}, (5.36)

then by using a similar fashion of the proof of part 2 in Theorem 1, we get

lim
n→∞

(
SB

log2

√
n
− 1

)
log2

√
n = 1+log2

√
p

q
+log2

√
2πe+ |p0 log2 p0 + q0 log2 q0| .

Comparing with Eq. (3.10), due to the extra term |p0 log2 p0 + q0 log2 q0| of SB,

we actually see that SB ≥ S
A

(n)
P

for large n. The subset B defined by Eq.(5.36)

gives only an increase of the constant value with respect to the size n in the

entropy. If we give a smaller subset with B′ ⊂ B, then when we can see the

change of the leading order of the entropy from log2

√
n to n? To consider the

von Neumann entropy of a decoherence matrix restricted to such a subset B′

with A
(n)
1 ⊆B′⊆A

(n)
0 is one of the interesting future works.
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