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Chapter1
Introduction

In materials science, it is very important to simulate chemical reactions without actually performing ex-

periments. With the advanced computing facilities, one can “see” how a chemical reaction progresses.

Simulation helps us not only to confirm the experimental evidence but also to guide the experimental

method. Theoretical physical-chemistry methods have had great success in predicting experimental re-

sults using di↵erent models and approximations. It is much easier to look for a successful synthesis route

using theoretical calculations than through blind experimental trials, which are generally expensive and

time-consuming. To study a chemical reaction, it is useful to analyze not only the structure of molecules,

i.e., the position of atoms, but also the time evolution of the electronic state of the whole systems. One of

the very well-known methods is molecular dynamics (MD).

MD is a technique for computing the equilibrium and nonequilibrium behaviours of a many-body sys-

tem [1] by simulating the movements of atoms and molecules. It helps to understand the properties of the

structure of the molecules as well as the interaction among atoms and molecules inside the system at the

atomic level. By performing the MD simulation, one is able to (a) learn something new, something that

cannot be observed directly by experiment, and (b) help to find the best way to perform the experiment.

MD has been successfully employed to simulate biological processes such as protein folding, polymers,

liquids, liquid solutions, and various materials involving structural and mechanical properties. Moreover,

MD has been used for studying chemical reactions, enzyme catalysis, photochemical reaction, electron

transfer etc. MD can be categorized into classical MD and ab initio or first-principle MD (AIMD). Clas-

sical MD using predefined potentials, i.e., force fields, that are provided by empirical data or independent

electronic structure calculations [2]. Classical MD is faster than AIMD and simulations for very large

systems as well as for long-time processes such as di↵usion can be easily performed. However, many

important systems have di↵erent atom or molecule types or the electronic structure and thus the chemical
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bonding nature changes qualitatively during the course of the simulation. Therefore, in these systems,

devising a fixed predefined potential becomes di�cult and has serious drawbacks [3, 4]. In this regards,

AIMD is required.

In an ab initio approach, strictly speaking, the full time-dependent Schrödinger equation has to be

solved to get the complete description of a many-electron and nuclei system. However, this is an im-

possible task for the systems consisting of more than three nuclei and more than two electrons [5, 6].

Therefore, some important approximations have to be applied. The first very important approximation is

the Born-Oppenheimer approximation [7, 8]. Because the mass of the electron is very small compared

with the mass of the nucleus, one can consider that nuclei are moving very slowly relative to the elec-

trons. It means that for the fixed nuclear configuration, a steady electronic quantum state can be obtained

by solving the time-independent Schrödinger equation. And in this approximation, nucleus moves on a

single potential energy surface (PES). In addition, to using the Born-Oppenheimer approximation, nuclei

are considered as classical particles which obey the Newtonian equations of motion. Another important

approximation is involved in a predefined set of one-electron functions, the so-called basis set, to express

the molecular orbitals. AIMD has been applied successfully to study many complex systems with a high

accuracy [2].

Recently, with the development of the femtosecond laser technology, and significant progress in theory

of the electronic excited states, the fast chemical reactions at the femtosecond time-scale induced by

excitations of electrons have gained a lot of interest experimentally [9] as well as theoretically [10]. For

ground state systems of atoms and molecules, the AIMD simulations within the framework of density

functional theory (DFT) have been applied successfully to study properties of the system. Runge-Gross

theorem [11] has extended the application of DFT to the time-dependent systems. The time-dependent

DFT (TDDFT) can be used to study the fast dynamics of the chemical reactions. In the TDDFT approach,

the density functional of the exchange-correlation potential also needs to be approximated. For the ground

state simulations, the adiabatic local density approximation (A-LDA) can be used for simplicity. On the

other hand, for the excited state simulations, we do not know the explicit form of the exchange-correlation

potential. Although, it is possible to use the A-LDA, but it is not so reliable. Instead, we propose to

use the one-shot GW approximation (GWA) [12, 13, 14, 15] that treats the first-order contribution from
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the self-energy (for the one-particle Green’s function G) to first order with respect to the dynamically

screened Coulomb interaction W given in the random-phase approximation (RPA). We call this method

the time-dependent GW (TDGW) method. This is a simple extension of the so-called extended Hartree-

Fock approximation for excited states [16]. Then we can perform the usual Ehrenfest dynamics simulation

for the electronic excited state.

There are still some issues to be considered. In the case of a hydrogen atom, the quantum behavior

of nuclei may be important. If we ignore this e↵ect, it becomes necessary to comment on the validity

of the treatment. For charge-transfer reactions or photochemistry processes, which happens around the

crossing points of di↵erent electronic states, the adiabatic approximation becomes invalid. Out of many

semiclassical approaches to non-adiabatic dynamics that have been proposed, the non-adiabatic quantum

molecular dynamics (NAQMD), which was introduced by U. Saalmann [17], has some advantages. This

method treats simultaneously the classical nuclear motion and quantum electronic excitations in dynamical

processes of atomic many-body systems. Based on TDDFT, coupled non-linear equations of motion are

derived for arbitrary basis sets for the time-dependent Kohn-Sham orbitals. Furthermore, it has the ability

to make the approach practical for large atomic cluster systems.

The all-electron mixed basis approach (program name TOMBO [18]), which has been developed in our

group [19, 20, 21], has many advantages in simulating and calculating electronic properties of materials.

It has been applied successfully in many systems such as simulation of foreign atom insertion to C60 [22],

light-harvesting ⇡-conjugated dendrimer, thin film organic solar cell [23], attaching phenylene-vinylene to

phthalocyanine, etc. TOMBO enables us to describe correctly the free-electron continuum states as well

as the localized states in an all-electron formalism, because both plane waves and atomic orbital are used

as basis functions. In the newest version of TOMBO, I have introduced the one-shot GW approximation

for excited states MD simulation and implemented the NAQMD for a non-adiabatic process, which can

perform both ground state and excited state MD with high accuracy.

The purpose of this thesis is to investigate the application of the first principles MD for the study

of chemical reactions at atomic levels. With the new implementation of TDGW and NAQMD in the

TOMBO program, I have performed successfully the simulation of the hydrogenation reaction of carbon

monoxide. In this research, I have found one of the possible reaction pathways to create methanol from
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carbon monoxide. In addition, a first principles all-electron study of the oxirane molecule at excited

states was performed. The results contribute a possible discussion on the involving excited states of

photochemical ring opening of this molecule.

This thesis is composed of five chapters. In the second chapter, I will give a brief description of the

general theory of AIMD and the all-electron mixed basis approach. The next section, Chapter 3, will

present the AIMD simulation study of successive hydrogenation reactions of carbon monoxide producing

methanol. This chapter interpolates material form the paper which was published by author [24]. Chapter

4 contains the ab initio all electron study of photochemical ring opening of oxirane molecule. I present

the conclusions and briefly discuss the extension of the present work in Chapter 5.



Chapter2
General Theory

Molecular dynamics simulations process are similar with performing a real experiment in someway. In

experiment, we prepare a sample, connect to a measuring instrument, and then measure the interested

property [1]. In MD simulation, we choose a model, set the necessary input: the atoms positions, veloci-

ties, and masses, and calculate the material properties. The simulation is split into variety of time steps, in

every time step all the forces between all the atoms are calculated so integrated to get new positions and

velocities. This is often iterated to the top of the simulation. Throughout the time steps material properties

is calculated from the positions, velocities and forces.

Ab Initio Molecular Dynamics (AIMD) [28] typically refers to a mixed quantum and classical kind

of MD. In this approach, the potential energy surface is obtained by a quantum mechanical electronic

structure method while nuclei are considered as classical particles. In this chapter, I am going to explain

the theoretical background of AIMD and introduce about the non-adiabatic quantum molecular dynamics

(NAQMD) as well as the time-dependent GW method (TDGW).

2.1 Theoretical background

A fully description of a many body system can be derived from the time dependent Schrödinger equation

[27]

H ({ri}, {RI}, t) = i~
@

@t
 ({ri}, {RI}, t), (2.1)
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here {RI} = (R1,R2, ,RI , ,RN) are the nuclei coordinates, and electrons located at {ri} = (r1, r2, , rI , , rN).

H is total Hamiltonian which can be written as

H({ri}, {RI}) = Tn({RI}) + Te({ri}) + Vn�n({RI}) + Vn�e({ri}, {RI}) + Ve�e({ri}), (2.2)

where Tn({RI}) is kinetic energy of the atomic nuclei

Tn({RI}) = �
X

I

~2

2MI
r2I ,

Te({rI}) is kinetic energy of the electrons

Te({ri}) = �
X

i

~2

2me
r2i ,

internuclear repulsion Vn�n({RI})

Vn�n({RI}) =
1

4⇡✏0

X

I<J

e2ZIZJ

|RI � RJ |
,

electronic nuclear attraction Vn�e({ri}, {RI})

Vn�e({ri}, {RI}) = �
1

4⇡✏0

X

I,i

e2ZI
�

�

�RI � r j

�

�

�

,

and interelectronic repulsion Ve�e({ri})

Ve�e({ri}) =
1

4⇡✏0

X

i< j

e2
�

�

�ri � r j

�

�

�

.

Here me is the electron mass, MI and ZI are the mass and atomic number of the Ith nuclear. The total

Hamiltonian can be rewritten as:

H({ri}, {RI}) = Tn({RI}) + Hel({ri}, {RI}), (2.3)
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where Hel({ri}, {RI}) is the Hamiltonian of electronic parts. For a fixed nuclear configuration, we have the

time-independent (electronic) Schrödinger equation:

Hel({ri}, {RI})�k({ri}, {RI}) = Ek({R})�k({ri}, {RI}). (2.4)

Here the �k({ri}, {RI}) are considered as the adiabatic state or Born-Oppenheimer state. The spectrum of

Hel({ri}, {RI}) is assumed to be discrete and the eigenfunctions are orthonormalized

Z 1

�1
�⇤k({ri}, {RI})�l({ri}, {RI})dr ⌘ h�k|�li = �kl. (2.5)

The total wavefunction  can be expanded in terms of the eigenfunctions of Hel because they form a

complete set

 ({ri}, {RI}, t) =
X

k

�k({ri}, {RI})�k({RI}, t), (2.6)

where �k({RI}, t) are the nuclear wavefunction, which does not depend on ri, so can be consider as expan-
sion coe�cient at the time t. This is an ansatz introduced by Born in 1951 [7, 8]. Insertion this ansatz

into the time-dependent Schrödinger equation Eq. (2.1), multiplying from the left by �⇤k({ri}, {RI}) and the
integration with respect to over the electronic coordinates results in a set of coupled di↵erential equations

h

�
X

I

~2

2MI
r2I + Ek({RI})

i

�k +
X

I

Ckl�l = i~
@

@t
�k (2.7)

with

Ckl =

Z

 ⇤k
⇥ �
X

I

~2

2MI
r2I
i

 ldr +
1
MI
⌃I
n

Z

 ⇤k[�i~rI] ldr
o

[�i~rI]. (2.8)

The matrix elements Ckl mean the coupling between di↵erent states.
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2.1.1 Adiabatic molecular dynamics

In the Born-Oppenheimer approximation [8] where all of the coupling matrix elements are neglected, the

equation (2.7) becomes
h

�
X

I

~2

2MI
r2I + Ek({RI})

i

�k = i~
@

@t
�k. (2.9)

In the adiabatic molecular dynamics, based on the Born-Oppenheimer approximation, the transitions be-

tween di↵erent potential energy surfaces are neglected, the equation of nuclei are described simply by the

Newton’s equation:

MIR̈I = �
@Ek

@RI
. (2.10)

The adiabatic molecular dynamics are valid in the large energy band gaps systems and nuclei have small

velocities (characterised by the Massay parameter [25]). However, when the level crossing occur, the

so-called nonadiabatic treatment is required.

2.1.2 Mixed quantum - classical non-adiabatic molecular dynamics

In principle, in the adiabatic molecular dynamics, the electronic transitions are neglected and the system

evolves in only one electronic state. In the systems, which have the crossing between energy levels, the

electronic transitions among di↵erent states can not be ignored, so that the non-adiabatic treatment is re-

quired. Two main approaches of non-adiabatic molecular dynamics are Ehrenfest approach and trajectory

surface hopping approach [28].

Ehrenfest molecular dynamics

In Ehrenfest molecular dynamics, the total wavefunction is written as

 (r,R, t) = �(R, t)�(r, t) exp
h

i
Z t

dt0Ee(t0)
i

. (2.11)

In this approach, the electronic state is time-dependent instead of the time-independent state in the adia-

batic approximation. Inserting this wave function to the time-dependent Schrödinger equation Eq. (2.1),
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taking the classical limit will get two equations of motion for electronic motion

i
@

@t
�(r, t) = Hel(r,R)�(r, t), (2.12)

and for nuclei

MIR̈I = �
@

@RI
h�I(t)|Hel(R) |�I(t)i . (2.13)

Nuclei move on the e↵ective potential energy surface of the average over the electronic subsystem. Ap-

plying the Hellman-Feynman theorem, the force acting to nuclei can be written as:

F = � h�|rRHel |�i . (2.14)

It is known that in the Ehrenfest approach, the electron-nuclear correlations are missing because the

nuclear dynamics proceeds classically on a time-dependent e↵ective potential [25]. It can not applied in

the cases potential energy surfaces exhibit a very di↵erent behaviour.

Trajectory surface hopping approach

This approach extends excited state molecular dynamics in a stochastic scheme to treat non-adiabatic

transitions. The equation of motions of electron and nuclei are written in the next two equations:

i
@

@t
cI(t) = EI(R)cI(t) � i

X

J

X

I

ṘI · DI
IJcJ(t) (2.15)

MIR̈I = �
@EI

@RI
. (2.16)

Here cI(t) are the expansion coe�cients �(r, t) =
P

I cI(t)�(r,R) and DI
IJ =

D

�I(R)
�

�

�

@
@R�J(R)

E

are the

nonadiabatic coupling term. The surface switching scheme is defined by the transition probability, that can

be calculated from cI(t). The widely used trajectory surface hopping methods is Tullys fewest switches

algorithm [26]. In the fewest switches surface hoping method, the number of hops between di↵erent

electronic states is minimized. The non-adiabatic transitions describe the quantum e↵ect of nuclear motion

to electronic motion. However, this method can only apply for a small system with limited number of

quantum degrees of freedom and still based on the separation of classical (nuclei) and quantum (electronic)
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part.

2.2 Electronic structure method

There is no empirical potential in AIMD, thus the time-independent Schrödinger equation, Eq.(2.4), should

in principle to be solved directly. However, it is an impossible task except for hydrogen atom. There are

wave function based approaches and density functional theory approach (DFT). Some very famous wave

function based approaches are Hartree-Fock (HF), Multi-Configurational Self-Consistent Field (MCSCF),

and the Coupled Cluster (CC) method. In many systems, DFT method gives the good result while take

less computational cost than the wave function based method. In this section, the (time-dependent) density

functional theory is going to presented.

2.2.1 Density functional theory

DFT is well written in many textbooks, such as [29, 30]. In DFT the central quantity is the electronic (spin)

density n(r), that depends only on 3 spatial coordinates plus a spin coordinate in the case of spin polarized

DFT. This provides a considerable simplification compared to wavefunction based methods, in which the

N-electron wavefunction depends on 3N spatial plus N spin coordinates [31]. The two Hohenberg-Kohn

(HK) theorems [32], provide a way to determine the properties of a system only on the basis of its electron

density. The first theorem states that the external potential Vext of a system is (up to a constant) uniquely

determined by the ground-state density n0. Since hamiltonian depends on Vext, it depends also on the

density and therefore the true electronic ground state and all its properties are determined by n0. Thus the

ground-state energy E0 can be written as a functional of n0

E0[n0] = ENe[n0] + T [n0] + Eee[n0], (2.17)

where ENe is a system dependent part, defined by the positions RI and charges ZI of the nuclei through

the external potential Vext, T [n] is the kinetic energy of the electrons and Eee is the electron-electron

interaction. T [n] and Eee define the system independent part. The system independent functional is called
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the universal or HK functional

F[n] = T [n] + Eee[n]. (2.18)

The second HK theorem provides a way to determine the true ground-state density n0 of a system. Based

on the variational principle, it states that the trial density ñ, that minimizes the ground-state energy func-

tional E0, is equal to the true ground-state density n0 of the system. Therefore, any density ñ, that satisfies

certain boundary conditions, provides an upper bound of the true ground-state energy

E[ñ] =
Z

Vext(r)ñ(r)dr + F[ñ] � E0 = E[n0]. (2.19)

Provided that we know the expression for the universal functional we are in principle able to search for

the ground-state energy, by minimizing E[ñ] in some way. Still, we do not know the exact dependence

of the electronic kinetic energy on the density and so the exact relationship between the non-classical

electron-electron interaction and the density is unknown.

2.2.2 Time-independent Kohn-Sham equations

The local-density approximation (LDA) or Kohn-Sham ansatz was introduced by Kohn and Sham [33].

They proposed that there is a non-interacting system that has the same ground state density with the

interacting system. Within this approximation, the electrons will interact through an e↵ective potential.

Thus, instead of solving the system of interacting particles in the presence of the external potential, one

can solve the system of non-interacting particles in an e↵ective potential. In the Kohn-Sham approach,

T [n] and Eee[n] are split each into two parts

T [n] = TS [{ i}] + TC[n] (2.20)

Eee[n] = J[n] + Encl[n]. (2.21)

TS [{ i}] denotes the electronic kinetic energy of a non-interacting reference system and Encl[n] stands

for the non-classical electron-electron interaction terms. The electrons of the non-interacting system are
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described by orbitals  i, satisfying
N
X

i

| i(r)|2 = n(r), (2.22)

where it is assumed that the density of the reference system n is equal to the true density n0 of the system

(n = n0). TC is defined as the di↵erence between the kinetic energy of the interacting system and TS and

arises due to the interaction of the electrons including all quantum e↵ects. The advantage of this splitting

is that by introducing non-interacting orbitals �i that integrate to n, TS can be determined in the same way

as in Hatree - Fock theory

TS [ i] = �
1
2

X

i

h i|r2 | ii . (2.23)

The term J[n] in the second equation is just the classical Coulomb energy

J[n] =
1
2

Z Z

n(r)n(r0)
|r � r0| rdr

0 (2.24)

and Encl is the non-classical contribution of the electron-electron interaction energy. Here we use the

atomic units, where we put e = m = ~ = 1. The remaining quantities Encl[n] and TC[n] are still unknown.

However, the KS approach relies on the assumption that these two quantities are rather small compared

to the other terms and that they can be approximated in some way. By defining the exchange correlation

functional Exc[n]

Exc[n] = TC[n] + Encl[n], (2.25)

the HK functional can be rewritten as

F[n] = TS [{ i}] + J[n] + Exc[n]. (2.26)

Thus we have an approximation for Exc, the ground-state energy E0 can be found by minimizing the

functional

E0[n] = ENe[n] + TS [ i] + J[n] + Exc[n] (2.27)

= �
X

i

Z

X

I

ZI

|RI � r|
| i(r)|2dr
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� 1
2

X

i

h i|r2 | ii

+
1
2

X

i j

Z Z

| i(r)|2
1

|r � r0|
�

�

� j(r0)
�

�

�

2drdr0 + Exc[n].

Similarly to HF theory, minimization of E0 can be carried out by solving self-consistently a set of equa-

tions, for non-interacting electrons moving in an e↵ective potential, called as Kohn-Sham potential VKS ,

⇥ � 1
2
r2 + VKS (r)

⇤

 i(r) = ✏i i(r) (2.28)

that yields the optimal non-interating orbitals. The di↵erence with HF theory lies in the form of the

e↵ective potential

VKS (r) = Vxc(r) +
Z

n(r0)
|r0 � r|dr

0 �
X

I

ZI

|RI � r|
(2.29)

with

Vxc =
�Exc[n]
�n

. (2.30)

The optimized orbitals  i of Eq. (2.28), are called Kohn-Sham orbitals and di↵er from the HF orbitals.

The remaining task consists in finding a good approxiamtion for the exchange-correlation term. One

of the major approaches is the local density approximation (LDA), as it is local in sense that ELDA
xc [n(r)]

depends only n(r).

ELDA
xc [n(r)] =

Z

n(r)✏xc[n(r)]dr, (2.31)

where ✏xc is the exchange-correlation energy per particle of a homogeneous electron gas of charge density

n(r).

2.2.3 Time-dependent density functional theory

The application of DFT was limited within the ground state. For excited state, the time-dependent exten-

sion of DFT method, the so-called time-dependent density functional theory (TDDFT) is applied widely.

TDDFT was established based on the Rung-Gross theorem [11]. This theorem states that there is a one-

to-one mapping between the time-dependent one-body density n(r, t) and the time-dependent external
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potential Vext(r, t). At the time t = 0, we have �(t0) = �O and at the time t, �(t) = �[n, �(t0)] exp[�i↵(t)].
Here ↵ is a phase factor. A detailed proof of the Runge-Gross theorem is presented in [30].

The Kohn-Sham system, a imaginary system with non-interacting particles, again helps the Rung-

Gross theorem becomes applicable. The time-dependent Kohn-Sham equations can be written as follows:

i
@

@t
 i(r, t) =

h

� r
2

2
+ VKS (r, t)

#

 i(r, t). (2.32)

Here  i(r, t) is the Kohn-Sham wave function of non-interacting particle, VKS (r, t) is the Kohn-Sham

potential, being the sum of the external potential Vext, the Hartree potential and the exchange potential Vxc

VKS (r, t) = Vext(r, t) +
Z

d3r0 n(r
0, t)

|r � r0| + Vxc(r, t). (2.33)

The explicit form of the exchange correlation is unknown. Van Leeuwen has defined an action func-

tional Ã [34] based on Keldish formalism. The time-dependent exchange correlation potential is approxi-

mated as

Vxc(r, t) ⇡
�Exc

�n(r)
. (2.34)

This approximation was called as the adiabatic local density approximation (A-LDA), in which the Vxc

depends only on the density at that particular time, not on the time evolution of the density.

2.3 Non-adiabatic quantum molecular dynamics

The non-adiabatic quantum molecular dynamics (NAQMD) was introduced by U. Saalman [17] in 1996.

As other normal mixed-quantum classical approach, NAQMD coupled the quantum mechanical treatment

of the electrons within TDDFT in basis expansion with classical dynamics for the ions. This method can

be able to study the dynamics of many systems include atoms, molecules.

At first, the classical part (nuclei) and quantum part (electrons) are separated in the Born-Oppenheimer

approximation. And then, equations of motion for nuclei and electrons are obtained from the Ehrenfest

theory under the requirement that the total energy is conserved. The description of electron part is derived
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by TDDFT method within the Kohn-Sham approximation

i
@ i(r, t)
@t

=

"

� 1
2
r2 + VKS (r, t)

#

 i(r, t), (2.35)

where  i are the wave packet of non-interacting Kohn-Sham particles, in the e↵ective potential VKS ,

VKS (r, t) = �
X

I

ZI

|r � RI |
+

Z

dr0 n(r
0)

|r � r0| + Vxc(r, t). (2.36)

Here Vxc is the exchange-correlation potential. The explicit form of Vxc(r, t) is unknown, therefore has to

be approximated in calculation. We have applied the adiabatic local density approximation (A-LDA) in

the new implementation of NAQMD. The Kohn-Sham functions are expanded into basis function �↵(r,R)

as

 i(r, t) =
X

↵i

ai↵(t)�↵(r,R↵). (2.37)

The time-dependent electronic density is written as follows:

⇢(r, t) =
X

j=1

Ne

X

↵�

a⇤i↵(t)a
⇤
i�(t)�

⇤
↵(r,R↵)��(r,R�). (2.38)

Thus the time-dependent Kohn Sham equations is rewritten as

iȧ↵i(t) =
X

��

(S �1↵�)
n

H�� � i
X

I

RIdI
��

o

a�i(t) (2.39)

where S ↵� is the overlap matrix

S ↵� =
D

�↵
�

�

���
E

, (2.40)

H↵� is the Hamiltonian matrix

H↵� = h�↵| �
1
2
r2 + VKS

�

�

���
E

, (2.41)

and dI
↵� is the nonadiabatic coupling vector matrix

dI
↵� = h�↵|rI

�

�

���
E

. (2.42)
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The corresponding equations of motion for the classical nuclei in term of these above matrixes can be

written as

MIR̈I = �rI

X

J

ZIZJ

|RI � RJ |
�
X

j

(

X

↵�

a⇤↵ j
⇥rIH↵� � h�↵|rI(VH + Vxc)

�

�

���
E

⇤

a� j

�
X

↵���

a⇤↵ j
⇥

H↵�(S �1�� )dI
�� + (dT )I↵�(S

�1
�� )H��

⇤

a� j
)

. (2.43)

NAQMD method is defined by the electronic and nuclear equations of motion (2.39) and (2.43)[17]).

These two equations have to be solved self-consistently to get the description of the system. Here it is

important to note that the force acting on nuclei is given by an average over the quantum mechanical

subsystem, so the NAQMD represents an Ehrenfest approach. And the electron-nuclei correlations are

neglected in this approach.

By applying NAQMD to the collision of a hydrogen atom with a proton, U. Saalmann [17] has pre-

sented the e↵ects of non-adiabatic transitions on the motion of the nuclei by using NAQMD to describe

the collision of a proton with a hydrogen atom. NAQMD also has been applied to simulate other systems

such as the collision of atom and cluster, the collision of ion to fullerene molecule [35, 36, 37, 38].

2.4 Molecular dynamics based on time-dependent density functional

theory

Our method of ab inito molecular dynamics based on time-dependent density functional theory (TDDFT)

[40, 41, 42, 22] can be described briefly as following. Atomic units are used in all formulation. For

electronic part, the TDDFT was applied and the time-dependent Kohn-Sham (TDKS) equation is written

as

i
@

@t
| i(r, t)i = Hel | i(r, t)i . (2.44)

Nuclear motion is governed by the Newtonian equation

MA
d2RA

dt2
= � @
@RA

"

hEeli +
X

B

ZAZB

|RA � RB|

#

, (2.45)
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where Hel(r, t) is the electronic part of the Hamiltonian. hEeli presents the expectation value of the elec-

tronic part of the total energy leading to the mean field potential for nuclei. r is the position of the electrons,

while ZA, MA and RA denote the number of nuclei, mass and the position of nucleus A, respectively. We

have implemented the NAQMDmethod [17] to our program by the updating of wave packet. In the present

study, adiabatic local density approximation (A-LDA) is used to obtain the exchange-correlation energy

in TDDFT approach for electronic part. The spectral method [45] is used to integrate Eq.(2.44), other

methods could be found in [43, 44] . At the initial time step t = 0,

 i(r, t = 0) = �i(r, t = 0). (2.46)

At each time step, the eigenvalue problem of the electronic Hamiltonian is solved

Hel(r, t) |�k(r, t)i = ✏k(t) |�k(r, t)i . (2.47)

here �k(r, t) is the eigenstate of Hel(r, t) corresponding with the eigenvalues ✏k(t). During the small step

�t, in which Hamiltonian is considered almost no change, the TDKS equation (2.28) can be integrated as

follows. The wave packets  j(r, t) can be expanded in terms of the eigenstates �k(r, t) at the time t as

| i(r, t + �t)i = exp
h

� i
~

Z t+�t

t
Hel(t0)dt0

i

| i(r, t)i

=
X

k

exp
h i
~

Z t+�t

t
Hel(t0)dt0

i

|�k(r, t + �t)i h�k(r, t + �t)| i(r, t)i

⇡
X

k

exp
h

� i
~
✏k(t + �t)�t

i

|�k(r, t + �t)i
n

h�k(r, t)| i(r, t)i + �t
@

@t0
h�k(r, t0)| i(r, t)it0=t

o

.

(2.48)

Within the adiabatic approximation, as the first order of approximation, one can assume

@

@t0
h�k(r, t0)| i(r, t)it0=t = 0. (2.49)
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and then the Kohn-Sham equation can be integrated as follows:

| i(r, t + �t)i =
X

k

exp
h

� i
~
✏k(t)�t

i

|�k(r, t)i h�k(r, t)| i(r, t)i . (2.50)

One can consider nonadiabatic approximation as the second order of approximation:

| i(r, t + �t)i ⇡
X

k

exp
h

� i
~
✏k(t)�t

i

|�k(r, t)i
n

h�k(r, t)| i(r, t)i + �t
@

@t0
h�k(r, t0)| i(r, t)it0=t

o

. (2.51)

Let’s investigate more detail the term @
@t0 h�k(r, t0)| i(r, t)it0=t in terms of basis representation. Using the

basis functions {|⇠i}, we expanded the wave-packet | i(r, t)i and the eigenfunction |�k(r, t)i:

| i(r, t)i =
X

m

cim |⇠mi (2.52)

|�k(r, t)i =
X

l

ckl |⇠li (2.53)

so we have:

@

@t0
h�k(r, t0)| i(r, t)it0=t =

X

I

ṘI ·
X

lm

c̄⇤kl(r j h⇠l|⇠mi)cim

= �
X

I

X

lm

c̄⇤klṘI · dlmcim. (2.54)

Here dlm is the nonadiabatic coupling vector

dlm = h⇠l|r |⇠mi (2.55)

and Ṙ is the velocity of nuclear. The term describes the nonadiabatic e↵ect is the product of nonadiabatic

coupling vector and velocity of nuclear. It helps to reinforce that when no electronic transition occurs and

the velocity of nuclei is small, the adiabatic approximation is good enough to describe the system.

Because the eigenstates �k(r) is changing with time, the compatible between the coe�cients cik and

eigenfunctions �i(r, t = 0) will be di�cult to determined. In other words, it is impossible to express the
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time evolution of the electron wave packet as a superposition of the initial eigenstate. For this reason, only

in the case the electronic states change very little from the initial state, the time evolution of the electron

wave packets can be approximated as a superposition of the initial specific state. To check the change

of the eigenstate during time, we need to compare the TDKS eigenvalue ✏k and the expectation values of

Kohn-Sham Hamiltonian h k|H | ki. Through out the time of simulation, the eigenvalues and expectation

values are not much di↵erent, the electronic state can be consider as not the result of mixing with other

states [46].

2.5 All-electron mixed basis approach

In spectral method, complete basis sets are required to expand the Kohn-Sham wave function. Our group

has developed the all-electron mixed basis approach, which is the extension of the mixed basis approach

introduced by Louie et al.[39] within the pseudopotential formalism. Both Plane wave (PWs) and Atomic

Orbital (AOs) are used to expand the Kohn-Sham wavefucntions

 i(r) =
1p
⌦

X

G
cPWi (G)eiG.r +

X

i

X

nlm

cAOj ( jnlm)�AOjnlm(r � Ri) ⌘
X

⇠

ci,⇠ f⇠(r), (2.56)

where �AOjnlm(r) represent atomic orbital functions,G is the reciprocal vector,⌦ denotes the volume of a unit

cell, j, n, l,m are the atomic species, the principal, angular-momentum and magnetic quantum numbers,

respectively. cPW⌫ and cAO⌫ are the expansion coe�cients corresponding with PWs and AOs. However,

the expansion coe�cients is the coe�cients corresponding with the basis functions, di↵erent from the

expansion factor for the specific state in the spectral method. To determine the Kohn-Sham energy eigen-

values ✏k, the generalized eigenvalue equation has to be solved because the basis functions f⇠(r) are not

orthogonal to each other
X

⇠0
H⇠⇠0ck,⇠0 = ✏k

X

⇠0
S ⇠⇠0ck,⇠0 , (2.57)
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where H⇠⇠0 =
D

f⇠
�

�

�H |⇠i are the Hamiltonian and S ⇠⇠0 =
D

f⇠
�

�

� f 0⇠
E

denote overlap matrix elements sandwiched

by the ⇠th and ⇠th basis functions. Using the column vector

�k ⌘

0

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

B
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B

B

B

B

B

B

B

B

B

B

B

B

B

B

B

@

ck,1

ck,2
...

ck,⇠
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ck,Nbs

1

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C

C
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C

C

C

C

C

C

C

C

C

C

C

C

C

C

A

, (2.58)

the equation (2.57) can be rewritten in a matrix form

H k = ✏kS k. (2.59)

The electron density ⇢(r) is written as the combination of the PW-PW, the PW-AO and AO-AO parts

as

⇢(r) = ⇢PW PW(r) + ⇢AO PW(r) +
X

j

⇢AO AO
j (r). (2.60)

The first PW-PW contribution can be calculated conveniently in Fourier space. The PW-AO and AO-AO

parts are zero outside the cuto↵ radius rc and the inside values can be approximated by their spherical

average.

Figure 2.1: All electron mixed basis

The nuclei motion is governed by the Newtonian equation
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MI
d2RI

dt2
= � @
@RI

"

hEeli +
X

J

ZIZJ

|RI � RJ |

#

, (2.61)

where hEeli are the expectation value of the electronic part, Vcl is the Coulomb potential among nuclei, and

Hel(r, t) is the electronic Hamiltonian. r describes the position of the electrons, while ZI ,MI , andRI denote

the atomic number, mass, and the position of nucleus I, respectively. The force acting on nuclei include

the Hellmann-Feymanman force as well as the variational force. The all-electron mixed basis approach

has many advantages in calculation. First, both extended and localized electronic states can be described

very e�ciently because both PWs and AOs are used as basis function. Second, a suitable description of

core states is possible even in the case of another atom comes close into core regions, if an enough number

of PWs is used in basis functions. Third, it take less computer memory in compare with the standard PW

approach because there is no need to store the matrix elements between PWs of the Hamiltonian matrix.

Fourth but not the last, the matrix element between AOs of two adjacent atoms does not exist since AOs

are restricted within non-overlapping atomic spheres. Moreover, in this approach there is no problem of

the basis set superposition error (BSSE), and the problem of overcompleteness is reduced.

2.6 Time-dependent GW method

In the TDDFT approach, the explicit density functional of the exchange-correlation energy is unknown,

therefore has to be approximated. In the case of ground state simulations, the adiabatic local density

approximation (A-LDA) is used for simplicity. On the other hand, for the excited state simulation, we

have proposed to use the one-shot GW approximation (GWA) [12, 13, 14, 15]. This is a simple extension

of the so-called extended Hartree-Fock approximation for excited states [16]. We have the time-dependent

GW (TDGW) quasiparticle equation:

i~
@

@t
'i(r, t) = (T + VHartree + Vext)'i(r, t) +

Z

⌃ex(r, r0, t � t0)'i(r0, t0)dr0dt0. (2.62)
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Similar with the section 2.4, we use the spectral method to integrate the equation Eq. (2.62).

'i(r, t + �t) =
X

k

exp�i✏
GW
k �t
D

�GWk (r, t)
�

�

�'i(r, t)
E

�GWk (r, t), (2.63)

where �GWk (r, t) is the eigenfunction of the HGW which corresponding with the quasiparticle energy ✏QP.

Generally, �GWk (r, t) is calculated self-consistent with the initial guess as �LDAk (r, t), however for simplicity

one can approximate [48] as

�GWk (r, t) ' �LDAk (r, t), (2.64)

then in NAQMD approach, the TDGW equation (2.62) can be integrated as

|'i(r, t + �t)i ⇡
X

k

exp
h

� i
~
✏GWk (t)�t

i

�

�

��LDAk (r, t)
E n D

�LDAk (r, t)
�

�

�'i(r, t)
E

+ �t
@

@t0
D

�LDAk (r, t0)
�

�

�'i(r, t)
E

t0=t

o

.

(2.65)

The detail calculation method of quasiparticle energies is explained in the Appendix B. Here we only

present the formula of quasiparticle energy within the one-shot GW approximation

✏GWn ' ✏LDAn +

Z

dr
Z

dr0�⇤n(r)
h

⌃xc(r, r0, ✏GWn ) � VLDA
xc (r)�(r � r0)

i

�n(r0)

' ✏LDAn + Zn

Z

dr
Z

dr0�⇤n(r)
h

⌃xc(r, r0, ✏LDAn ) � VLDA
xc (r)�(r � r0)

i

�n(r0), (2.66)

where ✏LDAn denotes the corresponding LDA eigenvalue, and Zn is the renormalization factor defined as

Zn =
h

1 � @
@!

Z

drdr0�⇤n(r)⌃xc(r, r0,!)�n(r0)|!=✏LDAn

i�1
. (2.67)



Chapter3
A Successive Hydrogenation Reactions of

Carbon Monoxide Producing Methanol

3.1 Introduction

Hydrogenation reaction is a reaction of hydrogen and an other compound or element. Carbon monoxide

(CO) is one of the important basic molecules to produce organic compounds. The hydrogenation reaction

of carbon monoxide plays an very important role in chemical industry. Normally, the H2 + CO reaction

needs to be carried out using transition metal catalysts. The role of catalysts is unclear and the reaction

mechanisms are still on discussing [49]. One of the possible reaction mechanisms is: on the surface of

catalyst, hydrogen molecule dissociates into hydrogen atom and then react with CO� at the surface of

catalyst [53]. However, it is di�cult to expect the esistence of CO� in nature because the electron a�nity

of CO is negative [51]. One of the active catalyst is Nickel[50]. The dissociation pathway of a hydrogen

molecule on a nickel dimer was also discovered when a single electron is excited from the HOMO level

to the LUMO level by a dynamics simulation in our group [52]. A neutral hydrogen atom may react with

a neutral CO without catalyst at excited states.

Methanol is employed primarily as a feedstock for the manufacture of chemicals, and as a fuel for

specialised vehicles [54]. It is an useful energy carrier, easy to store in compare with hydrogen and burns

cleaner than fossil fuel. Methanol can be produced from the hydrogenation of CO. One of possible reaction



24

pathways is CO ! HCO ! H2CO ! H3CO ! CH3OH. However, the reaction H + H2CO can have

another product such as HCO + H2 [55], which are not the favorable intermediates. With the purpose of

creating methanol from carbon monoxide, it would be natural to consider the following reactions:

H + CO! HCO, (3.1a)

H + HCO! H2CO, (3.1b)

2H + H2CO! CH3OH. (3.1c)

So far, the reactions of a carbon monoxide molecule with a hydrogen atom have been studied both experi-

mentally and theoretically [56, 57]. One important point is that the first reaction (3.1a) has a barrier height

of 4.54 ± 0.14 kcal.mol�1 at 0 K [58], so it needs to proceed through an electronic excited state. There

were some previous researches focused on the potential energy surface of H + CO reaction at the ground

and excited states [59, 60, 61, 62, 63]. These two potential curves cross each other at the transition state

of the reaction. Therefore, the most probable first reaction process should be

H + CO⇤ ! HCO (3.1a0)

instead of (3.1a). By carrying out on-the-fly dynamics simulations using TOMBO program, we want to

clarify the reaction pathway of producing methanol from carbon monoxide at the atomic level.

3.2 Initial condition

The methodology of ab inito molecular dynamics based on the time-dependent density functional theory

(TDDFT) or the time-dependent GW (TDGW) method of TOMBO program was explained in Chapter 2

, Section 2.4, 2.5, 2.6. In the simulation, first, the initial electronic states are determined self-consistently

at a given electronic configuration before the time-dependent simulation starts. Second, the TDDFT or

TDGW simulation starts after the initial electronic states are determined. The Hamiltonian is expected

to change only very slightly in the time �t= 0.1 fs. Following the Franck-Condon approximation [64],

the excited simulation is initiated by vertical excitation of one up-spin electron from the HOMO level to
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the LUMO level. The number of up-spin electrons and down-spin electrons are kept constant during the

simulation.

A simple cubic unit cell of 10 Å for the reaction (3.1b) and 12 Å for the reaction (3.1c) was used. The

cuto↵ energy for PWs is set at 18 Ry (1 Ry = 13.6 eV), which is enough to obtain the optimized structure

for a system with hydrogen atoms. Matrix diagonalization is used not only for the initial self-consistent

field (SCF) loop to get good convergence of the electronic states but also during the TDDFT dynamics.

100 � 800 levels are used in the spectral decomposition (2.50). In the GWA calculation for the reaction

(3.1a’), fcc unit cell of 15 Å is used where the Coulomb interaction is spherically cut to avoid interactions

with adjacent unit cells, and the cuto↵ energies corresponding to 44 Ry and 7 Ry are set, respectively, for

the exchange and correlation parts of the self-energy. The cuto↵ energy for PWs is set at 14 Ry.

For the ground state simulation of the H + CO reaction, several values of the initial velocity is given for

H atom. In all other cases, the initial velocity of each atom is set at 0. All molecules’ geometrical structure

at the initial time is set as their optimized structure by TOMBO program. The position of hydrogen atoms

is set at some di↵erent places to find the suitable one leading to the expected reaction (the reactions (3.1a’),

(3.1b) and (3.1c)).

3.3 Results and Discussion

3.3.1 The H + CO reaction

We start the simulation of H + CO from the initial configuration shown in Fig. 3.1. The optimized bond-

Figure 3.1: Initial geometry of H + CO reaction.

length of CO by TOMBO is 1.178 Å. The initial distance between C and H and the initial H-O-C angle

are set at 2.06 Å and 150.945�, respectively. First we performed the reaction with the initial velocity of
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each atom equal to 0. There reaction does not happen during the ground state simulation if the hydrogen

molecule has small velocity. Fig. 3.2 shows the distance between carbon and hydrogen atoms during

the ground state simulation with zero initial velocity. At first, the H atom approaches the CO molecule

slightly, and then is repelled and oscillates near the C atom. As intermediate trajectory, Fig. 3.3 presents

the snapshot of the simulation at every 10fs. This result does not change even if we use the GWA. The

energy conservation requirement is fulfilled in our simulation, if the nuclear kinetic energy is added to the

total energy.
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Figure 3.2: The distance between carbon and hydrogen atoms in the ground state simulation of H + CO,
in the case the initial velocity of H atom is 0.

If the H atom has a certain initial velocity, the reaction can only happen at a very high value of velocity;

see Fig. 3.4. The reaction takes place if the initial kinetic energy is equal to or greater than 5 eV. This

is presumably because the electronic state is di↵erent and it is not so easy to convert the nuclear kinetic

energy to the electron excitation energy in the system. The result helps to confirm what we have mentioned

before: without catalyst and the small initial velocity of hydrogen, the reaction H + CO can not happen at

ground state.
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(a) (b) (c) (d)

Figure 3.3: Snapshots of H + CO at ground state simulation with the initial velocity of hydrogen atom
v = 0.0018m/ f s : (a) 10 fs, (b) 20 fs, (c) 30 fs, (d) 40fs
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Figure 3.4: C-H distances by initial kinetic energies of H atom. The unit of kinetic energies is eV. The
reaction can not happen if the initial kinetic energy smaller than 4 eV.

3.3.2 The H + CO⇤ reaction

As the next step of the simulation, we perform the excited state simulation, where one up-spin electron is

excited from the HOMO level to the LUMO level. Instead of the LDA, we have applied the GWA for the

exchange correlation energy to solve Eq.(2.44). The hydrogen atom approaches to the carbon monoxide,

and after 20 fs, a HCO molecule is produced, although a vibration remains in the C-O bond.
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Fig. 3.5 (a) shows the distance between carbon and hydrogen atoms during the excited state simulation.

The C-H distance has decreased from 2.1 Å to 1.24 Å at 20 fs, forming C-H bond. Then, there is only

small change (reducing by 0.15 Å from 20 fs to 50 fs) in the C-H bond length. Fig. 3.5 (b) shows the time

evolution of the up-spin quasiparticle energies. Red solid and dashed curves correspond, respectively, to

the original LUMO (now occupied) and to the original HOMO (now unoccupied). Note that the order

of these two levels is interchanged due to the Fock exchange interaction, which shifts up (down) the

quasiparticle energies of the unoccupied (occupied) levels. The HOMO and LUMO energies of CO⇤ (at

0 fs) and HCO (at 40 fs and 70 fs) are presented in Table 3.1. According to the reference data [65],

the HOMO (original LUMO) energy of CO⇤ is 8.0 eV, which is equal to the ionization potential (IP) of

14.0139 eV minus the first photoabsorption energy of 6.036 eV of CO. For HCO, the IP and the electron

a�nity (EA) are 8.14 ± 0.04 eV [66] and 0.3130 ± 0.04 eV [67], respectively. These reference data are

comparable to the values listed in the table if we take the average over the later times, which indicate the

validity of the present time-dependent GW (TDGW) approach.

Table 3.1: HOMO and LUMO energies in the H + CO⇤ reaction. HOMO and LUMO denote, respectively,
the red solid curve and the red dashed curve in Fig. 3.5 (c).

HOMO (eV) LUMO (eV)
CO⇤ (at 0 fs) - 9 - 3

(original LUMO) (original HOMO)
CO⇤ (Reference) - 8 [65] -
HCO (at 40 fs) - 12 - 1
HCO (at 70 fs) - 7 2

HCO (Reference) - 8.1 [66] 0.3 [67]

3.3.3 The H + HCO reaction

The next step is adding one more hydrogen atom to the HCO molecule. We start the ground state simula-

tion from the initial configuration given in Fig. 3.6. The H-C, C-O bond lengths and the H-C-O angle in

the optimized HCO molecule are 1.14 Å, 1.21 Å and 123.8�, respectively. Another H atom is put on the

same plane, where the distance between C and H is set at 1.75 Å and the H-C-H angle is 89.8�.
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Figure 3.5: (a), (b) The distances between carbon and hydrogen atoms and between carbon and oxygen
atoms, respectively, in the H +CO reaction. The reaction trajectory, where hydrogen atom approaches to
carbon atom, is observed. (b) The time evolution of the up-spinGW quasiparticle energies (in unit of eV),
where the occupied levels are solid lines and the unoccupied levels are dashed lines. Red solid and dashed
curves correspond, respectively, to the original LUMO (now occupied) and to the original HOMO (now
unoccupied).
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Figure 3.6: Initial geometry of H + HCO reaction.

The C-H distance has decreased by 0.71 Å during 8 fs of simulation, the hydrogen atom approaches

easily to the HCO molecule to form a H2CO molecule at 6 fs, see Fig. 3.7(a). The HOMO and LUMO

levels are kept almost the same during the simulation, while the LUMO + 1 level goes up and the HOMO

- 2 levels goes down forming the new electronic state of H2CO as shown in Fig. 3.7(b).

3.3.4 The 2H + H2CO reaction

As mentioned before, the reaction H + H2CO can have another product such as HCO + H2 [55], which

are not the favorable intermediates. Therefore, we included two H atoms in this simulation. It is di�cult

to scan the hole potential energy surface of the system, so we did some trials to find the proper initial

position of two hydrogen atoms. One of the good candidate for the initial configuration of the ground state

simulation is shown in Fig. 3.8 and Table 3.2. An other initial configuration was presented in our paper

[24], in which the \COH2 = 90�. If the distance of hydrogen atoms to carbon and oxygen atom are 1.8 Å

respectively, the reaction did not happen. The two almost isolated H atoms are initially separated at 3.904

Å , which is considered as a suitable distance to be regarded as two separated H atoms.

Figure 3.8: Initial geometry of 2H + H2CO reaction.

Fig.3.9 shows the time evolution of the distance between carbon, oxygen and hydrogen atoms and the

time evolution of the Kohn-Sham energy expectation values of the up-spin electron in the (3.1c) reaction.

Both C-H distance and O-H distance have decreased during the simulation. In first 10 fs, the O-H distance
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Figure 3.7: (a) The distance between carbon and hydrogen atoms in the reaction H + HCO. (b) The time
evolution of the Kohn-Sham energy expectation values (in units of eV), where the occupied levels are solid
lines and the unoccupied levels are dashed lines.

has reduced to 1.191 Å while the C-H distance has decreased by only 0.138 Å. The HOMO level goes

down while the LUMO levels goes up to the new electronic state of CH3OH.

Fig. 3.10 shows the snapshot of the simulation as the intermediate trajectory of the hydrogenation of

carbon monoxide reaction.

Tabel 3.3 compares of the interatomic distances and angles of the product molecules at the final time

step of the simulation with experimental data [68, 69, 70]. There are nonnegligible di↵erences between
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Figure 3.9: The distances between (a) carbon and hydrogen atoms, and (b) between oxygen and hydrogen
atoms, in the reaction 2H + H2CO. (c) The time evolution of the Kohn-Sham energy expectation values
(in units of eV), where the occupied and unoccupied levels are drawn by solid lines and dashed lines,
respectively.
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Table 3.2: Interatomic distances and angles at initial stage of the reaction 2H + H2CO.
Initial geometry

H2CO C-O 1.207 Å
C-H 1.110 Å
\OCH 122.44�

\HCH 115.30�

C-H1 1.5 Å
O-H2 1.5 Å
H1-H2 2.4 Å
\OCH1 90�

\COH2 180�

(1) (a) (b) (c) (d)

(2) (a) (b) (c) (d)

(3) (a) (b) (c) (d)

Figure 3.10: (1) Snapshots of H + CO reaction yielding HCO: (a) 10fs, (b) 20 fs, (c) 40 fs, (d) 60 fs. (2)
Snapshots of 2H + H2CO! H3COH: (a) 10 fs, (b) 20 fs, (c) 30 fs, (d) 40fs. (3) Snapshots of 2H + H2CO
! H3COH: (a) 10 fs, (b) 20 fs, (c) 30 fs, (d) 40fs.
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the simulation results and the experimental data. However, the products at the final step have not yet been

at the stable ground state, so that these di↵erences can be considered within acceptable tolerance.

Table 3.3: Interatomic distances and angles of the product molecules at the final time step compared with
experimental data [68, 69, 70].

CAL EXP error
HCO C-O 1.361 Å 1.175 Åa 15.8 %

C-H 1.09 Å 1.125 Åa 3.1 %
\OCH 162.89� 124.95�a 30.36 %

H2CO C-O 1.262 Å 1.205 Åb 4.7 %
C-H 1.050 Å 1.113 Åb 5.6 %
\OCH 128.44� 121.90�b 5.4 %
\HCH 115.11� 116.13�b 0.9 %

CH3OH C-O 1.3 Å 1.427 Åc 8.8 %
O-H 1.037 Å 0.956 Åc 8.8 %
C-H 1.121 Å 1.096 Åc 2.3 %
\OCH 123.557� 108.87�c 13.5 %
\COH 176.891� 108.52�c 63 %
\HCH 105.027� 109.03�c 3.7 %

a See Ref.[68]. b See Ref.[69]. c See Ref.[70].

3.3.5 Remark on a Quantum Fluctuation E↵ect

In the simulation of H + CO reaction, we have ignored the quantum mechanical fluctuations of hydrogen

atoms. This is of course an approximation, but can be considered as not so bad approximation except for

the first ground-state simulation of H + CO, where the H atom does not react with the CO molecule. In

this case, the adiabatic potential surface for the H atom is very flat and the nuclear wave function of the

H atom will become very broad. Therefore, even though our conclusion that H does not react with CO

does not change, our treatment ignoring the quantum mechanical nature of the H atom should be regarded

as a rough approximation. On the other hand, in the excited state simulation of H + CO, the H atom

spontaneously approaches to the CO molecule to form the HCO product. The trajectory clearly shows that

the H atom sliding down a downhill of the (excited state) adiabatic surface. In such a case, even if we

take account of the quantum fluctuations, the trajectory movement is expected not to change significantly.
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Similar situation happens in the H + HCO reaction. In the last simulation of 2H + H2CO, the existence

of two hydrogen atoms nearby H2CO clearly makes the reaction easier to occur, because we could not

succeed in the one-by-one addition of H atoms onto H2CO. Obviously there is no energy barrier and no

activation energy is required to induce this 2H reaction. The two H atoms spontaneously approach to the

H2CO molecule as if they slide down a downhill. Therefore, we expect that our result does not change

significantly even if we introduce the e↵ect of the quantum fluctuations of the H atoms in this case also.



Chapter4
Photochemical ring opening of oxirane: An

all-electron first-principles study

4.1 Introduction

In this Chapter, we consider the photochemical ring opening reaction of an oxirane molecule (C2H4O).

Oxirane is the simplest epoxide with a three-membered ring consisting of one oxygen atom and two car-

bon atoms. It easily participates in addiction reactions, opens its ring and thus easily polymerizing. The

ring-opening reaction of oxirane is very important to study other electrocyclic reaction, for example ring-

opening reaction of vitamin D. It is believed that this reaction happens around the crossing region between

the energy levels [71]. Oxirane is a small molecule where the photochemistry is expected to be applicable

for MD based on TDDFT simulation and provides a simple prototype for investigation of more com-

plicated photochemical reactions [71]. Tapavicza et al. [72] have performed a mixed quantum/classical

trajectory surface-hopping (TSH) of asymmetric ring opening of oxirane and found that several states

are involved in mediating the ring-opening reaction. Jian-Hao Li et al. [73] analyzed the behavior of

the first few low-lying excitations of oxirane molecule by performing a TDDFT calculation followed by

the quantified natural transition orbital (QNTO) analysis. However, based on the stochastic nature of the

surface-hopping approach, the results is dependent on the initial chosen trajectories and takes an expensive

computational cost. It is important to find out which electronic states are responsible for the reaction (as
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well as why these states are responsible). Therefore, it would be interesting to perform the excited state

dynamics simulation by using TOMBO programs.

In order to perform an ab initio MD simulation at some first excited states, it is better to know which

level would be the good candidate for the ring opening of oxirane molecule. In this sense, the optical ab-

sorption spectra that includes the information the electronic transition between one-particle energy levels

is required. First we calculate the optical spectra of oxirane by using the GW + Bethe-Salpeter equation

(BSE) method [74, 75, 76, 77, 78]. In this method, the electron-hole (two-particle) Green’s function in-

cluding the ladder diagrams up to the infinite order within the GW approximation (GWA) is calculated.

The GW + Bethe-Salpeter method has been applied to various molecules, clusters, semi-conductors, and

etc... to calculate their optical absorption spectra, although it has been recently suggested that it sig-

nificantly underestimates the optical gap in particular for small molecule [79]. Then we perform the

excited-state dynamics simulations by using the NAQMD method based on the ALDA. With the new im-

plementation of TDGW approach in TOMBO code, we have also performed the TDGW simulation for

the first three excited states of oxirane molecule.

4.2 Methodology

4.2.1 GW + Bethe-Salpeter method

In this subsection, we are going to explain very briefly the GW+BSE formalism, the detail of this method

can be found in many papers [74, 75, 76, 77, 78]. The GW + Bethe-Salpeter calculation can be derived

basically in the next two steps. In the first step, the GW calculation [13, 14, 15, 12, 81, 80] is applied

to estimate the accurate quasiparticle energies including the first ionization potential and the electron

a�nity. In the second step, the Coulomb interaction between the electron and the hole generated in the

occupied state is considered by the BSE and its eigenvalue problem is solved. The coupling part bridging

between the resonant part and anti-resonant part are neglected by using the Tamm-Danco↵ approximation

[82]. Then the kernel in the BSE is written as ⌅ ' �Uex + Wd, here Uex is a bare Coulomb interaction

corresponding to the exchange term which comes from the Hartree term in the self-energy and Wd is a

dynamically screened Coulomb interaction corresponding to the direct term which comes from the GW
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self-energy (the second-order exchange termG @W@G is small [83, 84] so that it can be neglected). The similar

formulation is given in [74, 75] by using pseudopotentials.

A many body perturbation theory, in general, is based on the Green function which requires summing

over very large number of empty states. The plane waves (PW) basis set can most accurately describe

the empty states. To accurately describe the electrons in the core region, on the other hand, the atomic

orbital (AO) basis set is known to work well compared to the PW basis set. The all-electron mixed basis

approach, using PWs and AOs in a combined way [85, 86, 87] is able to meet the both requirements.

We use an fcc supercell of size of 15 Å . The cut-o↵ energy of the PWs is 17.7 Ry (1 Ry = 13.6 eV).

The Coulomb interaction is spherically cut to avoid interactions with adjacent unit cells, and the cuto↵

energies corresponding to 63.7 Ry and 11.0 Ry are set, respectively, for the exchange and correlation parts

of the self-energy. 4000 levels are used in the summation deriving the polarization function and the GW

self-energy, and 200 empty levels are used to solve the Bethe-Salpeter equation. These parameters are

su�cient to get a well converged LDA Kohn-Sham orbital energies and GW quasiparticle energies, in

particular, at HOMO and LUMO levels.

4.2.2 Molecular dynamics based on time-dependent density functional theory

Our method of ab inito molecular dynamics based on time-dependent density functional theory (TDDFT)

was explained in the section 2.4. We use a simple cubic unit cell of 12 Å for the simulation. We use

minimal AOs, which have finite values only within each nonoverlapping atomic sphere. AOs are smoothly

truncated by subtracting a smooth quadratic function, which has the same amplitude and derivative at the

atomic sphere surface [18]. This quadratic function smoothly connecting to the tail of the true AO can be

successfully described by a linear combination of PWs. The cuto↵ energy for PWs are set at 17.27 Ry

(1Ry = 13.6eV). Matrix diagonalization is used not only for the initial self-consistent field (SCF) loop to

get good convergence of the electronic states but also during the TDDFT dynamics.

Equation (2.45) is the usual Newtonian equation of motion coupled with the force quantum mechani-

cally calculated as the negative gradient of the total energy. We use a vibrational force for the derivative

of the total energy, as formulated by Ho et all. [47].

Our TDDFT or TDGW treatment involves the following two steps: First, the initial electronic states
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are determined self-consistently at a given electronic configuration before the time-dependent simulation

starts. Second, the TDDFT/TDGW simulation starts after the initial electronic states are determined.

Equation (2.51) (for nonadiabatic simulation) is used stepwise in �t = 0.05 f s interval where the Hamil-

tonian is not expected to change.

Our simulation is restricted to reactions initiated in the third lowest excited states. This conditions

are based on the photolysis experiment of Kawasaki et al. [88] since the experimental photoabsorption

energies (0.67-6.95 and 7.11 eV) may populate only the lowest excited states of oxirane [72]. Following

the Franck-Condon approximation [64], the first S1, second S2 and third S3 excited state simulations are

initiated by vertical excitation one up-spin electron from HOMO level to LUMO level, to LUMO +1 level,

and to LUMO +2 level, respectively. The number of up-spin electrons and down-spin electrons are kept

constant. The initial velocity of each atom is set at 0 in all cases.

4.3 Results and Discussion

4.3.1 Optical spectra of oxirane

The first step of our study is to determine the initial structure of oxirane molecule (Fig. 4.1) by the

optimization of the geometry of the gas phase molecule. The calculated results are compared in Table 4.1

with the known experimental values [89]. It is seen that the LDA optimized geometry by TOMBO is in a

good agreement with the experimental data.

Figure 4.1: Initial geometry of oxirane

The photoabsorption spectra of oxirane are presented in Fig. 4.2 and the level-to-level contributions (in

%) to the first three photoabsorption states are listed in Table. 4.3. The first photoabsorbed state has a main
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Table 4.1: Interatomic distances and angles of oxirane at initial stage compared with the experimental data
[89].

Initial geometry References [89]
C-O 1.41 Å 1.43 Å
C-H 1.10 Å 1.09 Å
\C1OC2 62.5� 61.62�

\HCH 115.97� 116.9�

contribution (40.5 %) from HOMO ! LUMO+2 (corresponding to S 3) and not visible in Fig. 4.2. The

transition from the HOMO level to the LUMO level (S 1) mainly contributes to the second photoabsorption

state (about 53.6 % in Tabel. 4.3).

Figure 4.2: Photoabsorption spectra calculated for oxirane.

4.3.2 Photochemical ring opening of oxirane

The Kohn-Sham wave packets is presented in Fig. 4.3. The results was presented together with the orbitals

obtained using the LDA and PBE functional in CASTEP program. One can easily see the similar shape of

these orbitals.

The TDDFT dynamics simulation’s results of the first excited state S 1 are shown in Fig.4.4 and 4.5.

Figure 4.4 represents the intermediate trajectory, snapshot were taken at 30fs, 50fs, 60fs, 70fs and 90 fs.
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Table 4.2: HOMO-LUMO gap and the ionzation potential energy (IP-based on Koopmans’ theorem, in
eV) are calculated by the LDA and the GWA using the all-electron mixed basis (TOMBO). Our results are
compared with the calculated reference data by other methods using the 6-31G⇤ basis set and the available
experimental data [90].

HOMO-LUMO gap IP
TOMBO LDA 5.94 6.6

GWA 11.16 10.89
Cal. [90] HF 18.89 12.12

LSDA 7.5 6.40
B3LYP 10.13 7.27
PBEPBE 7.69 5.79
CID 18.89 12.14

Expt. [90] – – 10.57

Table 4.3: Level-to-level contributions (in %) to the first three photoabsorption states in the single transi-
tion.

First Second Third
4.91 eV 5.95 eV 6.04 eV
12!15 40.5 % 12!13 53.6 % 11!13 2.2 %
12!17 2.1 % 12!17 30.1 % 11!15 36.3 %
12!21 1.1 % – 11!17 8.4 %
12!22 5.8 % – 11!22 8.2 %
12!25 10.9 % – 11!25 9.5 %
12!29 3.5 % – 11!28 1.2 %
12!48 5.0 % – 11!29 3.7 %
12!66 1.9 % – 11!66 1.7 %
12!68 1.1 % – 11!72 2.6 %
12!72 5.3 % – –

The reaction does not occur during the first 50 fs. Around the 50 fs, the HOMO (unoccupied) level goes up

while the LUMO level (occupied) goes down rapidly. Then a crossing between two levels occurs around

80 fs, see Fig. 4.5 (c). The change of electronic level makes change in molecule geometry respectively.

One can see in Fig. 4.5, the C1-O bond length decreases while the C2-O bond length increases. However,

The CCO ring was started opening around 70 fs, even before the point of level crossing (around 80fs).

Next we performed the TDDFT dynamics simulation of the second excited state S2. In this case, one
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Figure 4.3: (Color online) Ground-state orbitals: (1) using the LDA functional in TOMBO (The blue and
yellow indicate regions where the wave function has negative and positive values, respectively), (2) using
the LDA functional in CASTEP program, (3) using PBE functional in CASTEP program; (a) HOMO -1
level, (b) HOMO level, (c) LUMO level, (d) LUMO+1 level, and (e) LUMO + 2 level.

(a) (b) (c) (d) (e)

Figure 4.4: Snapshots of the photochemical ring opening of oxirane molecule at the first excited state S1
simulation using TDDFT: (a) 30 fs, (b) 50 fs, (c) 60 fs, (d) 70fs, and (e) 90 fs.

up-spin electron was excited from the HOMO level to the LUMO + 1 level. As the intermediate trajectory,

snapshots at every 10 fs (after 20fs) are shown in Fig. 4.6. Comparing the Kohn-Sham eigenvalue energy

levels in Fig. 4.7 (c) in the second excited state simulation and the respectively one in Fig. 4.5 (c), one can

easily see that there is small change in all energy levels. In particularly, the LUMO+1 (occupied) level and

the LUMO (unoccuppied) level are very close to each other and the level crossing occur between these

levels around the early time of simulation. After that, the LUMO +1 level goes up and the crossing with

the LUMO+2 level occurs around 30 fs, lead to the rapid opening of CO ring. Our result is consistent with

the previous Tully’s fewest switches surface hopping molecular dynamics (TFSH) [72] and the analysis

of potential energy surface of Jian-Hao Li et al. [73], that both agreed that the second excited state would

lead to a rapid ring opening reaction. The reaction pathway validate the Gomer-Noyes mechanism of
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Figure 4.5: The TDDFT result of the first excited state S1: The time involution of interatomic bond length:
(a) The distance between C1 and O. (b) The distance between C2 and O. (c) The time evolution of the
Kohn-Sham eigenvalues, respectively, where the occupied levels are blue and the unoccupied levels are
red.
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(a) (b) (c) (d) (e)

Figure 4.6: Snapshots of the photochemical ring opening of oxirane molecule at the second excited state
S2 simulation using TDDFT: (a) 20 fs, (b) 30 fs, (c) 40 fs, (d) 50fs, and (e) 60 fs.

photochemical ring opening of oxirane, which was derived exprimentally [91].

The TDDFT dynamics simulation of the third excited state S3, in which one up-spin electron was

excited from the HOMO level to the LUMO + 2 level, is also performed. As the intermediate trajectory,

snapshots at 20 fs, 40 fs, 80 fs, 100 fs and 150 fs are shown in Fig. 4.8. It is interesting to see that for

the third excited state, the LUMO (unoccupied) level, the LUMO + 1 (unoccupied) level and the LUMO

+ 2 level are very close to each other. It might be the reason for small vibration in all energy levels, see

Fig. 4.9 (c). The reaction did not happen until 125 fs, where there is a crossing between the LUMO +1

and the LUMO + 2 levels. However, in this case the C1-O bond breaks in contract with the C2-O bond

break in the case of the first and second excited sates simulation, see Fig. 4.9 (a), (b). Our results is in a

good agreement with Jian-Hao Li et al. [73] which proposed that the reaction would be more di�cult at

the third excited state.

We have also performed the TDGW simulation for the first three lowest excited state. Fig. 4.10

presents the time evolution of two C-O bondlength in the C-O-C ring of oxirane. Because of the time

consuming, we have not reach to 150 fs of the third excited state simulation. However, the TDGW simu-

lation also found that the second excited state would lead to the rapid CO ring opening, which in in agree

with previous studies and help to confirm the NAQMD simulation. Fig. 4.11 shows the time evolution of

the quasiparticle energy in the three excited states simulation. The crossing between occupied level and

unoccupied level happen around 50 fs for the second excited state simulation, and for the first excited it

happens around 75 fs. The snapshots of the three excited states S1, S2 and S3 simulation using TDGW

was shown in Fig. 4.12 One can see that in the TDGW simulation, for the first excited state at the C1-O

bondlength increase while the C2-O bondlength decrease around 70 fs but the bond does not break at this

point, see the green line in Fig. 4.12 (a) and (b). This result is di↵erent with the TDDFT simulation,
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Figure 4.7: The TDDFT result of the second excited state S2 simulation: The time involution of interatomic
bond length: (a) The distance between C1 and O. (b) The distance between C2 and O. (c) The time
evolution of the Kohn-Sham eigenvalues, where the occupied levels are blue and the unoccupied levels are
red.



46

(a) (b) (c) (d) (e)

Figure 4.8: Snapshots of the photochemical ring opening of oxirane molecule at the third excited state S3
simulation using TDDFT: (a) 20 fs, (b) 40 fs, (c) 80 fs, (d) 100fs, and (e) 150 fs.

which the C1-O bondlength breaks around 70 fs, see Fig. 4.4. Comparing the Kohn-Sham eigennergies

and the quasiparticle energies of HOMO and LUMO level, the crossing point between two levels happen

at di↵erent time step, see Fig. 4.13. The TDGW result is more accurate than the TDDFT result because

the change of molecular geometry follow immediately with the level crossing.
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Figure 4.9: The TDDFT result of the third excited state S3 simulation’s result: The time involution of
interatomic bond length: (a) The distance between C1 and O. (b) The distance between C2 and O. (c)
The time evolution of the Kohn-Sham eigenvalues, where the occupied levels are blue and the unoccupied
levels are red.
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Figure 4.10: The time evolution of the two C-O bondlength in C-O-C ring of oxirane molecule in the first
S1 (green line), second S2 (blue line) and third S3 (red line) using TDGW: (a) The distance between C1
and O. (b) The distance between C2 and O.
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Figure 4.11: The time evolution of of the up-spin GW quasiparticle energy (in units of eV), where the
occupied and unoccupied levels are drawn by solid lines and dashed lines, respectively: (a) the first excited
state S1 simulation, (b) the second excited state S2 simulation, (c) the third excited state S3 simulation. Red
solid and dashed curves correspond, respectively, to the original LUMO (now occupied) and to the original
HOMO (now unoccupied).
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(a) (b) (c) (d) (e)

(1)

(2)

Figure 4.12: Snapshots of the photochemical ring opening of oxirane molecule at the first and second
excited state simulation using TDGW: (1) The S1 simulation (a) 20 fs, (b) 40 fs, (c) 50 fs, (d) 70fs, and (e)
80 fs. (2)The S2 simulation (a) 20 fs, (b) 30 fs, (c) 40 fs, (d) 50fs, and (e) 60 fs.

Figure 4.13: The Kohn-Sham eigenenergies (blue lines) and the quasiparticle energies (red lines) of
HOMO (unoccuppied) and LUMO (occuppied) level for the first excited state S1 simulation.



Chapter5
Conclusion

In this thesis, several interesting chemical reactions were investigated by performing the ab initio molecu-

lar dynamics (AIMD) based on the time-dependent density functional theory (TDDFT) and time-dependent

GW (TDGW) methods. The AIMD simulation helps to study not only the reaction pathways but also the

time evolution of electronic states. In Chapter 3, one of the possible reaction pathway of the hydrogenation

of carbon monoxide producing methanol was presented. Methanol is an useful energy carrier, easy to store

in compare with hydrogen and burns cleaner than fossil fuel. It plays a very important role in chemical

industry and it can be use as a fuel for specialised vehicles [54]. Methanol can be produced from the

hydrogenation of CO. Carbon monoxide (CO) is one of the important basic molecules to produce organic

compounds. Hydrogen atoms might react step by step with carbon monoxide as: H + CO!HCO (a), H +

HCO! H2CO (b) and then 2H + H2CO! CH3OH (c). The reaction (a) has to be carried out through the

excited state, which one electron was excited from the highest occupied molecular orbital (HOMO) level

to the lowest unoccupied molecular orbital (LUMO) level. We succeeded in reproducing this reaction at

the excited state by using the TDGW method. The reaction (b) and the reaction (c) can proceed through

the ground state within the chosen initial condition.

In Chapter 4, the photochemical ring opening reaction of oxirane molecule was studied by the AIMD

in the first three excited states. Oxirane (C2H4O) is the simplest epoxide with a three-membered ring con-

sisting of one oxygen atom and two carbon atoms. The ring-opening reaction of oxirane is very important

to study other electrocyclic reaction, for example ring-opening reaction of vitamin D. It is believed that this
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reaction happens around the crossing region between the energy levels [71]. Oxirane is a small molecule

where the photochemistry is expected to be handled with the non-adiabatic TDDFT/TDGWmolecular dy-

namics simulation and provides a simple prototype for investigation of more complicated photochemical

reactions [71]. The rapid CO ring opening of oxirane molecule was discovered during the second excited

state simulation. This reaction proceeded more di�culty in the first and third excited state. These results

are in a good agreement with those of other groups [72, 73]. Our TDLDA/TDGW non-adiabatic quantum

molecular dynamics (NAQMD) simulation seems working good, because the change of geometry follows

immediately at the point of level crossing between two levels of quasiparticle energy. The optical absorp-

tion spectra of oxirane was also calculated by using theGW+ Bethe-Salpeter equation (BSE) method. The

results showed the contribution of some of the main electronic transition between energy levels to the first,

second and third absorbed states of the spectra.

In these studies, the TDGW method was introduced in the all-electron mixed basis code, TOMBO, to

perform the electronic excited state dynamics simulations. To the best of our knowledge, we are the first

group in the world doing the ab initio molecular dynamics based on the GW method. The excited state

dynamics, which were performed within the TDGW approach, gave the good results in comparison with

the TDDFT dynamics simulation within the A-LDA.

Almost all photochemical ring-opening reactions investigated in this study occur in the region of

crossing between the energy levels. In this region, the non-adiabatic transition will occur and the adi-

abatic approximation breaks down. I implemented the NAQMD routine in the TOMBO code to treat the

non-adiabatic process in the dynamics simulation. The photochemical ring-opening reaction of oxirane

molecule were performed by using the TDDFT and TDGW methods including the new NAQMD imple-

mentation.

Overall, the simulations were performed with zero initial velocities except for the ground state sim-

ulation of the H + CO reaction. Generally, if one wants to simulate a reaction at a certain temperature,

all atoms need to be assigned velocities in the initial state. However, in the case of H + HCO and 2H +

H2CO, it may be not necessary to introduce the initial velocities, because the reactions clearly proceeded

without initial velocities. For the case of oxirane, the simulation at finite temperature will be left for the

future study.
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NAQMD could be called as time-dependent density functional theory based on the Ehrenfest dynamics

[92]. As well known in Ehrenfest dynamics, electrons follow the time-dependent Schrödinger equation

and the nuclei move on an averaged potential surface that involves several electronic states. This method

consists of the purely classical treatment of nuclei, so the extended formalism which includes quantum

e↵ects in the nuclear dynamics need to be considered in the future.



AppendixA
Calculation of non-adiabatic coupling

In the all electron mixed basis approach, as in Eq. (2.56) The Kohn–Sham wavefunction is expanded in

terms of PWs and AOs as follows
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Because the planewave fucntions do not depend explicitly on RI so the second term and the third term of

Eq. (A.3) are 0. We will have:
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For the fist term:
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AppendixB
Calculation of quasiparticle energies

The quasiparticle energies ✏QPn and wave function �n(r) can be obtained by solving the following coupled

equation:

(T + VHatree + Vext)�n(r) +
Z

dr0⌃xc(r, r0; ✏QPn )�n(r) = ✏QPn �n(r), (B.1)

⌃xc(r, r0; ✏QPn ) =
i
2⇡

Z

d!0G(r, r0;! + !0)W(r, r0;!0)ei⌘!0 , (B.2)

here T , VHatree and Vext are the kinetic energy operator, the external potential, and the Hatree potential,

respectively. ⌃xc denotes the electron self-energy containing the e↵ect of exchange-correlation between

electrons. ⌘ is a positive infinitesimal number. W = ✏�1U is the dynamically screened Coulomb interaction

in the random-phase approximation (RPA), hereU is the bare Coulomb interaction. ✏ denotes the dielectric

function

✏ = 1 � UP (B.3)

where P = �iGG is the polarizability. In this approach, the generalized plasmon pole (GPP) model [14] is

used to evaluate the self-energy. The one-particle Green’s function G is written in the form

G(r, r0;!0) =
X

n0

�n0(r)�⇤n0(r0)
! � ✏n0 � i�n0

, (B.4)

where �n0 = 0+ for ✏n0 < µF and �n0 = 0�for ✏n0 > µF (µF is the Fermi energy). In general, �n0(r) and

✏QPn0 are replaced by the LDA wave functions and eigenvalues, respectively. Finally, one can obtain the
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quasiparticle energies in terms of first-order perturbation theory by the following equation:

✏QPn ' ✏LDAn +

Z

dr
Z

dr0�⇤n(r)
h

⌃xc(r, r0, ✏QPn ) � VLDA
xc (r)�(r � r0)

i

�(r0), (B.5)

where ✏LDAn denotes the corresponding LDA eigenvalues.
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