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ABSTRACT 

 

 

In many countries, past large-scale blackouts were caused by voltage instability phenomenon 

and it is of prime importance to enhance the voltage stability to realize stable power supply. 

At initial, sort of estimation approach using the artificial neural network (ANN) for a pre-

defined solution in the real practical power system is discussed in the investigation with 

distributed generators (DG) participation. Next, this thesis presents a methodology to 

increase loading margin (LM) in terms of voltage stability by using reactive power support 

of DG, in particular photovoltaic (PV), considering the operating limits of power system 

components such as generators. The proposed method is based on optimal active and reactive 

power dispatch from DGs under normal and contingency conditions. Here, a trade-off 

relationship between reactive power injection and active power curtailment was carefully 

considered in optimizing the DG’s contributions. The proposed method is based on Particle 

Swarm Optimization and its effectiveness was verified in Malaysian Electric Power System 

(MEPS) model along with constant power loads. It was observed through simulation results 

that optimal reactive power injection from DGs improved the maximum loading under the 

voltage stability constraint. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

1.1 Research Background 

 

Voltage stability often becomes a dominant constraint to determine maximum 

sending power in power systems. Because of the nonlinearity of power equation, the 

relationship between sending active power and voltage at receiving end is represented as P-

V curve shown in Fig.1. Supposing that voltage characteristic of the load is modelled as 

constant power, the top of this curve becomes the stability limit at which the operating point 

turns into unstable. Here, the distance between this stability limit and the current operating 

point is defined as loading margin (LM) in this paper. Because this curve is shortened by 

faults on transmission lines, system operators have to carefully keep sufficient amount of LM 

considering the unpredicted fluctuation of loads in order to avoid voltage collapse.  

 
The size of this curve also depends on the power factor of load, and it is possible to 

enlarge the curve, for example from solid curve to dotted one in Fig.1, by injecting the 

reactive power at receiving end. Namely, it is essential to maintain a proper balance of 

reactive power in power systems, and dispatch methods of reactive power among multiple 

synchronous generators have been studied with considerations of power factor 

constraint(1)(2)(3)(4)(5). Furthermore, deployment of tap-changers and reactive power 

compensators has been conventionally used to improve the voltage stability. Based on these 

ideas, advanced control methods to effectively realize the coordination between them have 

been developed so far(6). However, many countries still experienced large-scale blackouts 

these days due to voltage stability issue. In (7)(8)(9), it was shown that maximum transfer 
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limit has become a primary concern at most utilities, especially transmission system 

operators, as inadequate reactive power support was a major factor in most of the blackouts. 

Hence, additional countermeasures should be required to reduce the risk of the voltage 

collapse. 

 

 
 

Fig. 1.1.  P-V Curve and Loading Margin with Reactive Power Support 

 

On the other hand, the penetration of distributed generators (DGs), in particular, 

renewable energy sources (RES) such as photovoltaic (PV) and wind power, is greatly 

increasing and growing in recent power systems. The renewable energy integration causes 

various issues because of their uncertain output fluctuation, for example, frequency 

regulation, loop power flow, voltage fluctuation and so on. However, DGs can also contribute 

to stabilizing power system operation and control by using their active and reactive power 

controllability. For example, the effectiveness of PV control on voltage profile or power loss 

has been studied in (10) and (11). Also, in (12), with DG employment in the power network, 

optimal reactive power control has been presented by using centralized voltage control 

scheme while keeping a thermal limit of system branches. In (13), an attempt to optimally 

utilize reactive power control of DG is investigated to satisfy a number of requirement i.e. 
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allowable voltage regulation and capacity of DG. Similarly, it is expected that reactive power 

control from a lot of PVs can improve the voltage stability issue(14). Hence, the main purpose 

of this study is to develop a new control scheme for LM maximization by using reactive 

power control of PV plants. 

 

There are two ways to control DGs: centralized and decentralized methods. For 

example, in (15)(16)(17), centralized operation methods were proposed by solving network 

optimal power flow with regard to minimizing line and inverter losses. Meanwhile, in 

decentralized approach(18), control action of each DG was determined by local information 

with less communication apparently. In general, a centralized method is superior in 

optimizing objective function more strictly while decentralized method has better control 

speed with light computation burden(19). The proposed method in this paper is mainly based 

on the centralized approach. Because the optimization problem often becomes complex 

formulation with large scale, various calculation techniques such as linear programming(20), 

gradient method, interior point method(21) and computational intelligence algorithms(22) have 

been applied in the field of the power system in order to obtain the solution more efficiently.  

 

There are various past studies related to LM management or voltage stability issues. 

For example, in (23) -(26), the improvement of maximization of LM was discussed even 

though without any deployment of DGs which could bring more complexity as well. In (23), 

(24), and (25), various control method for LM improvement was developed with the presence 

of static var compensator (SVC), online line switching, and other reactive power sources. In 

(26) and (27) a UPFC and STATCOM have been determined for its best positioned and 

setting and by applying multi-objective formulation in which to minimize investment cost, 

transient voltage and proximity to voltage collapse. In addition, the control scheme consisting 

of preventive and corrective controls with load curtailment was proposed in (24). Also, LM 

was considered in economic load dispatch mechanism in (28). 
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On the other hand, there are many papers about estimation or evaluation methods of 

LM. In (29), a hybrid mechanism of genetic algorithm with neural network approaches was 

incorporated together in order to have the best accuracy, the speed of calculation and 

operational wise on LM estimation. Meanwhile, in (30), maximum loading point was 

determined purely with having bisection searches between feasible and infeasible load flow 

cases. In addition, the application of phasor measurement unit (PMU), a new optimal power 

flow (OPF) considering stability index about voltage collapse, and a new stochastic 

calculation method of LM were developed in (31), (32), and (33), respectively. In these 

papers, however, the existence of DGs had not been considered yet. 

 

Thus, in a bigger picture relating to LM insights, after all, it is straightly connected to 

the voltage stability reinforcement from every angle of perspective for example attachment 

of variation of compensation devices, reactive power controllability, active power reduction, 

and even the introduction of distribution generators. Many ways of contemplating for voltage 

stabilisation mechanism so manifestly each approach would be detrimental from one to 

another if the controllability and reliability between them and the grid system are not content 

and well-maintained. In (34) and (35) only discussed loading margin improvement using a 

continuation method and fast algorithm with real power losses reduction to tracing stability 

margin. The comparison has been made with optimal power flow and shows better 

performance in term of voltage stability. Commonly for ensuring voltage stability is not 

vulnerable the online monitoring generally proposed (36) under normal condition and also 

contingencies with applying various kind of numerical method i.e. ANN. For example, in 

(37), a mechanism of strategic online line switching is applied to yields high-quality solutions 

while screening, ranking and identifying the power system. Operation. Basically, this 

proposed approach trying to offer opts for TSO to ensure load margins would be enhanced 

with technically pre-evaluation of look-ahead power stability. Sometimes reliability of 

metaheuristic approach can be vigorous or susceptible in governing dynamic phenomenon of 

voltage stability thus as in (38) two optimization been deployed in steps for finding an 

optimal location for Thyristor Controlled Series Compensator (TCSC) with Improved Search 
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Gravitational Algorithm (IGSA) and improve voltage stability and cost sizing via Firefly 

Algorithm (FA) respectively. In the end, all the results being compared to seek whichever 

could yield better performance without contemplating overloading margin issues. Hence, 

dependency towards conventional generators must not take lightly because with effective 

coordination of thermal generators they could possibly synergize their outputs to improve 

short-term voltage stability. Moreover, the reactive power can be controlled at the high-side 

which consist of multimachine Var coordinator and voltage controllers to intensifying 

voltage support and load margin (39). 

 

At glance, it is noticeable that participation of renewable energy resources seems 

limited when discussion of loading margin towards voltage stability is brought up in in 

previous academic investigation. However, yet some discussions have been done to uptake 

with the potentiality of these free natural energy in extracting active power whilst adopting 

optimization tools (40). In (41) although there is a deployment of stochastic of wind power for 

voltage control correction but economic cost control must be also embedded along with 

demand response participation. Specifically, the optimization is more to reduce the operation 

control cost such a way to achieve desirable loading margin without considering reactive 

power control reinforcement. As in (42) a simplified probabilistic voltage stability using two-

point estimation and continuous power flow (CPF) for voltage stability was evaluated. In this 

investigation, both solar and wind power have been a model for determining the voltage 

stability acquisition. The deeper investigation should be applied for the uncertainty analysis 

of renewable energy to guarantee system reliability. Hence kind of voltage stability index 

with considering typical load models should be appointed eventually with can be applicable 

for any kinds of topology i.e. grid connected or islanded mode. In (43) combination aimed at 

enhancing power loss minimization and system frequency deviation have been considered 

thoroughly with the unstable wind power penetration. 
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1.2 Problem Statement 

 

Presently, there are less number of papers in which the existence of DGs is considered 

in LM issues. In (44), voltage stability assessment was focused considering wind power 

plants by using V-Q sensitivity. Also, in (45), LM assessment method was proposed 

considering renewable energy sources based on neuro-fuzzy logic. However, the contribution 

of DGs to LM maximisation has not been developed yet in these papers. Therefore, a 

comprehensive study needs to be investigated the impact of DGs especially solar PV on 

loading margin assessment. In addition, although there is numerous strategy to properly 

allocated DGs in the network for instance via heuristic method but likely active power 

curtailment is not treated as a constraint in previous papers problem formulation too. 

 

 Hence, in this paper, we focused on an optimal control method of PV plants in terms 

of normal and contingency conditions without using any modern reactive power control 

equipment as mentioned previously. Here, the main purpose of the optimization is to 

maximize LM maximization under contingency condition. The operating points of PV plants 

are determined using Particle Swarm Optimization (PSO) with considering trade-off 

relationship between active and reactive power control under current limit of Power 

Conditioning Subsystem (PCS) of PV plants. Although the proposed method is based on the 

centralized method, its robustness against fault point is verified in order to use the optimal 

solution which was obtained in advance right after the fault occurs as a decentralized 

approach. 

 

1.3 Research Objectives and Scope of Study 

 

The main objectives of this research are to evaluate and validate the impact of PV 

plants on voltage stability and develop a kind of strategy to dispatch reactive power control 

regarding active power curtailment considering apparent load demand. In all, the targeted 

aims of this investigation are explained as follows: 
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i. LM maximization is realized by optimization technique where active and reactive 

power control of PV plants are treated as deterministic variables. 

 
ii. Reactive power control of PV plant is in general effective to improve LM. 

However, there is a possibility that LM deteriorates by excess reactive power 

supply inversely if active power curtailment is required due to the limitation of 

power conditioning subsystem (PCS) capacity because the apparent demand of 

load buses might be increased by the curtailment. This trade-off relationship is 

carefully treated in this paper with considering both active and reactive power 

control of PCS. 

 

In addition, the optimal operating point is derived not only from contingency 

condition but also normal condition. By comparing these solutions, the importance of 

changing operating point in contingency condition will be shown. 

 

At the early stage in this research load margin estimation with using CPF and 

Artificial Neural Network (ANN) were endeavoured to assist with brisk power system 

operation alongside contingency scenarios. Generally, this is very useful as for planning 

phase but to further benefit in voltage stability vicinity, not only preventive plan should be 

deployed but the corrective plan must be inserted too. In spite, however of ANN splendid 

preventive approach, yet another strategic corrective procedure is necessarily required to 

verify solar PV plants performance whilst being integrated into the utility system. 

     

Thus, in the second part which is the core of the investigation was discussed, the solar 

PV plants are deployed into Malaysia Electric Power System (MEPS) for LM enhancement. 

Ever since wind power capacity is not so prominent and reliable up to the date of the country 

it is disregard completely indeed. Three locations have been finalized through optimization 

to set their optimal location with 7 generators on 17 bus system. All the performances are 

carried out and validated using PSO and CPF techniques via MATLAB environment. 
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1.5 Thesis Organisation 

 

This thesis is organized into six chapters. The next following five chapters of this 

thesis are arranged as follows: 

 

Generally,  in Chapter 2 introduction to Distributed Generators are described. The 

effect of DG contribution on power system namely voltage stability is highlighted with a 

sample of the case study. The capacity and sizing of DG deployed to the grid is also 

presented. A glance of DG provision and application in Malaysia power system is discussed 

in this chapter too. 

 

Chapter 3 presents the use of intelligence system namely artificial neural network 

(ANN) with CPF to estimate the load margin for real online system. All the inputs of the 

generations, demands and solar power for Malaysia power system were embedded together 

and being modelled using the MATLAB program. Simulations were carried out by supposing 

this attempt would delineate and set forth manifestations of a subsequent decision by the 

system operator in adhering system stability literally.     

 

Chapter 4 expounds the application of optimization method for determining the 

optimal placement and amount of active and reactive power of PCS capacity with regard to 

load margin improvement in normal and contingency events. Here, a multiobjective 

formulation is dedicated to solving the integration problems for minimizing system loss, 

voltage deviation, and active power curtailment respectively. Furthermore, a comparison 

using single objective with multi-objective optimization were presented to elucidate and 

perceive execution of the parameters involved in the investigation.  

 

Chapter 5 discussed the overall results in conjunction with load margin enhancement 

yielded from proper DGs enforcement towards achieving voltage stabilization especially 

during disturbances. Lastly, in Chapter 6 it concludes the significant contribution of this study 
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and further suggest kind of future work which can be incorporated so as to intensify existing 

achievement. 
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CHAPTER 2 

 

 

DISTRIBUTED GENERATOR 

 

2.1       Introduction to Distributed Generation (DG) 

 

The increase in oil and natural gas price were inevitable over the past few years has 

encouraged many engineers, economists, and researchers to look for other energy resources. 

Distributed generation is a flexible technology that considerably not a new concept but 

currently receiving decent attention as power industry’s stakeholders begin to take a big turn 

in their business practices by investing enormous money and effort to meet with trending 

electric energy business eventually. Wind energy and solar energy have recently being 

introduced in a large scale composition into the power network. One of the important factors 

of these alternative energies is to sustain its penetration level and reliability. Currently, our 

view still has a prioritization focus onto security at the first place with affordability following 

close behind making sustainability at the third but this ordinary mind setting going to be 

changed not gradually but seems swiftly. Over these past few years, considerable researches 

and development works have been devoted to the ancillary equipment and also related 

accessibility factors. 

 

Specifically, promoting of solar energy utilization for enhancing power system 

transmission has become a fad in many countries either in economic or security approached. 

This was intensified by a mechanism so-called feed-in-tariff (FiT) to facilitate the growth of 

the green technology industry and enhance its contribution towards economic development. 

Globally, the PV solar cost is still very high compared to thermal and wind power however 
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with new upcoming modification of new materials, manufacturing process and the 

improvement of system converting efficiency, the cost of PV generations going to decrease 

steadily. The substantial pace of PV growth can be seen recently in Asian countries especially 

China and Japan which elucidate their target to achieve around 270 GW and 53 GW 

respectively by 2030. However, meticulous action needs to be refined if large penetration of 

solar PV will be available in near future because once the penetration number of solar PV 

plant goes any higher, adversely affected voltage profile becoming unpredictable and 

unstable. In addition, as certain to happen reverse power flows in the system will worsen the 

situation if brisk and decent curtailment is not realized. Commonly, voltage stability issue is 

the biggest threat in a power system distribution and transmission whereby it can be 

categorized into 3 aspects which are a voltage drop, voltage swell, transient, and 

interruptions; with estimated percentage number or 60%, 29%, 8% and 3% respectively (46). 

When the challenges of DG interconnection into the grid is completely ready e.g. stability, 

the existing power system can now be retrofitted with sort of power electronic devices to 

meet the new performance specifications in the system such as the converters. The direct 

current (DC) of DGs must be changed to alternating current (AC) enabling them for 

supplying and injecting the power into the main utility grid. Namely, there are two kinds of 

DG which are inverter-based DG e.g. PV and WT and non-inverter based DG e.g. mini hydro 

power being connected to the system grid worldwide. 

 

2.1.1   Inverter and Non-Inverter Based of DG  

 

Typically an inverter converts DC voltage and current into AC voltage and current 

by using power electronics equipment. This inverter will automatically synchronize grid 

voltage and frequency and likewise can be used for power factor correction hence providing 

substantial flexibility compared to non-inverter systems. Basically, for non-inverter 

technology, the speed of the engine is required to force a synchronous generator or induction 

generator to deliver desired AC power frequency. In fact, mostly this non-inverter DG depend 

on supplied fuel to allow then operated efficiently which is completely not required as in 
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photovoltaic and wind energy. Inverters work by taking the DC power from the photovoltaic 

modules and inverting it to AC power so it can be injected into the grid. Few names of an 

inverter that are available in the market are the micro inverter, string inverter, and a central 

inverter which categorized typically to their size and scale of installation respectively. Energy 

storage system is not required or can be unprioritized in larger power system with grid tie 

deployment provided the utility power is reliable and well maintained.  In the event of a 

blackout, it must be assured that grid tie inverter will disconnect briskly regarding NEC 

requirement and to avoid any other potential harming occurrence on the grid.  

    

2.2       DG Integration with Grid System 

2.2.1    Impact on Grid Stability 

 

To ensure power system stability, it is prime importance to match the generations 

with all the demands at most of the times. Integration of any distributed energy resources 

(DER) or DG will be treated as a form of additional generating power which mainly located 

near the load sides. Conventional existing generators at the transmission level are modelled 

explicitly in power flow and stability studies adopted in planning and designing phase for 

electrical power systems in static analysis by then utilized to determine and maintain the 

system operation. Hereby,  DG participation must undergo similar analysis assessment 

likewise for ensuring grid stabilization. If the balance between generations and demands is 

not maintained, voltage collapse or knowingly blackout events could happen. In addition, 

manifestly the oscillation occurrences due to abrupt changes in generation or demand should 

be compensated quickly to prevent cascading outages with available compensating ancillary 

devices. However, it can be possible that reinforcement from these devices would be 

insufficient and alternative action must be taken. Moreover, acquisition of deterministic 

information of grid status under balance condition such generator’s capacity, voltage 

profile’s magnitude and thermal limit of transformers and transmission lines will be more 

meaningful for stability possession too. 

 

http://en.wikipedia.org/wiki/Photovoltaic_module
http://en.wikipedia.org/wiki/Photovoltaic_module
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So, to avoid this problem it is strongly supposing that DG i.e. solar PV plants must be 

deployed to yield further enforcement with controlling its output power optimally and help 

to embrace grid stability and most important can remain connected to the grid during a short 

period of faults thus allowing fault ride through phenomenon. Practically any relevant 

parameters will undergo changing process once they experienced disturbances and 

contingencies during online operation which presumably it can offset deliberately with a 

pragmatic approach. Thus in the nowadays modern power system, interaction and 

communication between existing conventional generating plants and PV plants can be 

controlled via two ways either in centralized or decentralized mode depending on the 

purposes and targeted control. 

 

2.2.2    Case Study  

In here (47), a comparative investigation of solar PV effect on system stability at different 

penetration levels with three different scenarios are studied: i- distributed PV, ii- centralized 

PV with and without voltage regulation capabilities. Real network data of Ontario, Canada 

was chosen to further yields impact of the eigenvalue, voltage stability, and transient stability. 

As presented in the study, a model of Ontario’s transmission network was used to carry out 

the assessment. It was reported few feature in this model such as the lengthy distance of 

generator units in the north which comprises hydro generations, highly demand in the south 

mainly supplied with nuclear power. Due to this characteristic, the connection between west 

and east of the system tend to oscillate which then require system stabilizers at selected 

generating units. This investigation substantially important and likewise can be discussed 

and adopted using the equivalent model of Malaysia power system in the next chapter.  

 

To that end, it was summarized that there is no significant effect using solar PV over small-

signal stability. Conversely, it was determined and verified that distributed solar PV improves 

system stability for voltage and transient studies as compared to centralized solar PV. This 

can be true since with inclusion of neighbouring interconnections the existing committed 
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resources and facilities correspond to the system behaviour once solar PV being deployed 

into them. 

  

2.2.3   Centralized Control 

 

When a particular type of energy is dispatched to distinct consumers under the 

centralized administrative system it is called centralized system. In choosing what kind of 

best mode of operation control of DG it comes down to a number of factors but primarily 

from the wide perspective the total cost and energy production will be contemplated. In 

general, centralized control architecture provides the best cost of operation since its only 

involved central inverters. It is common this kind of control being adapted for larger scale of 

utility projects and commercial due to its low capital cost efficiencies. Despite the economic 

wise of this strategy which had become particularly noticeable since last few decades, it must 

be realized with massive increment of power market players with sort of renewable energy 

resources at hands it is now leading the world towards new perspective of power and energy 

management in becoming more realistic and businesslike thus a need on paradigm shift will 

likely emerge and expedited tremendously. 

 

2.2.4   Distributed Control    

  

Distributed control refers to the controller elements which are not central in location 

but are distributed throughout the system with each components sub-system being controlled 

by one or more controllers. Mitigation of disturbances or faults in a power system is so crucial 

not only during stable operation but also in a dynamical manner. With centralized control 

option, usually, network control action seems bit lag due to the limitation of communication 

speed which appears one of the bottlenecks in an online power system operation. However, 

this can be overcome by introducing distributed control action as the control is extremely fast 

due to its closer distance to the loads and autonomously. Preferably this kind of control it 

involves a small and medium scale of operation, unlike centralized control. In the view of 
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power utility this strategy undoubtedly so realistic, although first-cost efficiencies are not 

promising and decent, because as the functional capabilities of this control rapidly increase, 

it is likely that more investment and accommodation will move up to enabling the energy 

production sector towards global open market mechanisms with more involvement from 

aggregated users. In certain cases, a centralized control could be a better choice in smaller 

scale system, while distributed control could be optimal for a larger scale system but the 

bottom line is that the one that can provide better reliability and usability to uphold stochastic 

behavior in power system enthusiastically should be chosen with regard to any constraints. 

Long transmission lines are one of the main causes for electrical losses thus with distributed 

control it leads to energy efficiency emphasizing provided it must be the best location and 

yields tolerable amount of required injection upon commitment. 

 

2.3       Optimal Placement and Sizing of DG 

 

The feasibility of DG utilization will keep on growing for grid connected applications 

worldwide. This feature can be very vital in reducing system congestion and power system 

losses however, power system utilities need to adopt conservative limits of how much 

capacity of DG can be installed and at the same time would not bring any harm and negative 

impact to the power system. If the DG outputs are larger than the inverter’s nominal power 

output than the inverter must reduce the output according to its nominal power and if DG 

outputs are lower than the inverter’s nominal power, inefficient operation by the inverter will 

happen. From a viewpoint of voltage aspect, a damage to the inverter is unavoidable if the 

harvested voltage goes beyond maximum operating point’s boundary which likely leads to 

system failure eventually. In order to avoid any serious problem e.g voltage rise, a need for 

refining alternative can be addressed in general as follows: 

 

i. Reduce the secondary low voltage transformer voltage.  

ii. Increase conductor size or reducing line impedance. 

iii. Curtail active power from DG. 
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The first two alternatives can be treated as an ordinary resolution which is a dominant 

response or operation-based from the system operator. Indeed, the intermittent nature of DG 

e.g. WT and solar PV make the system stability control at a big stake and if it goes to high, 

power reduction namely active power curtailment cannot be avoided which requires complex 

coordination and communication among all the DGs.  

 

Apart from above-mentioned resolution, another reliability factor that can mitigate 

the impact of surplus power from DG is by optimizing the installed location. Some can 

deduce that any DG participation must be deployed to the highest load demand but this is 

untrue for some occasion since diversification and disruption in existing power system is 

unpredictable. Presently most DG sites are located closely to the load demand to eliminate 

power loss and minimize voltage reduction at the point of connection as shown in Figure 2.  

It is pre-requisite for the utilities to perform feasibility analysis in general before installing 

DGs. Commonly DG owner is required to decide the type, size and location of DG prior 

application to the responsible utility. In fact, in some cases, even DG has been optimally 

placed and sized but to retain and prolong its resilience can be somehow unprecedented. 

Commonly there are two factors could impact PV facilities which are temperature and 

amount of insolation level seasonally or regionally but these can be treated as external 

constraints or regular intermittency phenomenon. 

 

So, there are some studies that applied few methods to find the best placement and 

sizing using analytical and optimization alternatives for solving these complicated problems. 

In (35) it reduces the use of global search to increase the speed of searching in PSO 

environment to reduce system losses while searching the best location of DG. Meanwhile, 

the results are compared with analytical method (AM) and grid search algorithm (GSA) and 

it seems from the results they work equivalently. In (48) a different kind of DG is 

implemented with using analytical method for three and four number of DG. It is reported 

that loss reduction is better with static load compared to the dynamic load. Some study has 

described on sensitivity factor of active power loss (LSF) to determine the most sensitive 
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buses for DG placement but it is understandably it is common that the weakest buses should 

be prioritized for DGs attachment to avoid more severe instability to happen at adjacent 

buses. Undeniable these DGs participation offer great enhancement in power systems but 

from this study which taken by a company claiming that not only the placement and size are 

concerned but also their generated power contract price. Thus, here in (49) utilization of 

multi-objectives PSO (MOPSO) has been used to solve the problem and simultaneously 

reducing power loss and improve grid reliability. 

 

 

 
Fig. 2.1.  Percentage of Voltage Drops as a Function of Distance (50) 
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2.4      Photovoltaic (PV)  

2.4.1   PV Grid-Tie System 

 

Electricity generated by solar PV plants need to be transmitted to the areas of 

consumption. Therefore, a PV grid-tie system is an essential factor to be concentrated 

allowing them to be interacting with the utility, with or without batteries configuration. As 

such, a storage system is basically absent in large grid-connected networks due to cost 

effectiveness and maintenance as compared to stand alone power system. Depending on each 

country before installing this system, it must be permissible by the utility for allowing users 

connection of the solar system to their electrical grid. Ideally, any surplus energy from the 

owner can be sold to the utility at the same retail rate of general electricity and this is known 

as a net metering system. As the worldwide cost of solar PV system gradually to fall each 

year, the energy consumer can benefit via this net metering scheme with producing their own 

energy from the own place. This is not only limited to the domestic user but also available 

for commercial and industrial sectors as long as they engaged to the actively responsible 

utility. The concept of net energy metering (NEM) in Malaysia has been launched which 

complement the Feed-in tariff (FiT) mechanism and could further contribute to achieving the 

national RE target and put less dependency on fossil fuels in future. 
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Fig. 2.2.  NEM Concept (51) 

 

So after getting the accessibility to the main grid interconnection, consumers need to 

figure out what will be the ample capacity of the installed system will work the best. The 

decisive action for this problem notably lies on the location for capturing the solar irradiance 

as more haversment will yield more power to the grid which by then being stored using 

energy storage system for example battery and later uses as a backup power.  In a nutshell, 

optimal placement and the capacity of DGs participation absolutely play an extensive role in 

the aspect of technical and economical impact. 
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Fig. 2.3.  Solar PV System with Battery Connection 

 

 
Fig. 2.4.  Solar PV System without Battery Connection 
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2.5      Solar Photovoltaic (PV) System in Malaysia 

 

Presently, the country had addressed latest PV market and PV policy development 

and come out with a strategic vision which will lead to competitiveness and greater control 

in the local market. The program is currently being conducted by Industry Development 

Program (IDP) and supporting Malaysia Building Integrated Photovoltaic Project (MBIPV) 

which to be realized in near future. However, there are few challenges need to take into 

consideration been enlisted to urge the program as follows (52): 

 

i. Capacity building for local industry to improve their capabilities 

ii. Enhancement in quality of manufacturing 

iii. Enhancing service, including after-sales and maintenance 

iv. Government incentive to drive the market and create competitiveness against 

global players 

 

It has been reported that from 2001, the country has experimented with RE policy 

focusing on market forces to deliver and treat RE as prime energy for electricity generation. 

In 2009, a new effective policy is re-designed to address few constraints such as arbitrary 

price setting, lack of regulatory framework and less of institutional measures. Thus a new 

proposed forward-looking RE policy are listed as below (53): 

 

i. To increase RE contribution in the national power generation mix 

ii. To facilitate the growth of the RE industry 

iii. To ensure reasonable RE generation costs 

iv. To conserve the environment for future generation 

v. To enhance awareness of the role and importance of RE 
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2.5.1  Potentiality of Solar PV in Peninsular Malaysia Grid  

 

In this investigation, there are four potential regions to locate DGs which are the 

northern, eastern, southern and central area. Each of these areas has a different aspect of 

generation and demand behaviour for instance in central region supply and demand balance 

is almost equal with most generation powered up by the thermal power plant and gas turbines 

while in the northern part, hydropower is scattered with few of thermal generations.  

Currently, it is expected probably more load growth in the western region in near future 

which indicates more secure power transfer among regions and additional reactive power 

compensation at the point of connection indisputably are needed. Demand in eastern area is 

not so congested but with a huge amount of thermal power generation in there it is necessary 

to dispatch the power out and supply to other regions. By given all these elements, it will be 

more challenging to scattered solar PV into the grid system so refine planning of the topology 

aspect beforehand should be studied and investigated as shown in Fig.6 below. 

 

 
 

Fig. 2.5.  MEPS Network 
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Basically, error evaluation of solar irradiation must be determined from measured and 

forecast readings per any time interval. For examples in Japanese power system for 8 hours 

of the interval, the average error value is 9 % and maximum at 22 % and these reading are 

the best deviation rate by far with given recent achievement in technological and efficiency 

of the technical systems (54). Insolation levels could change its output throughout the year, 

lowest in winter and highest in summer for instance. So as matter of fact, a hot desert could 

give a reading of 7 kWh/m2 /day so it can be accessed for Malaysia and presumably to have 

an average of 4-5 kWh/m2 with given tropical climate over the months. This can be shown 

as in Table 1 below. 

 

Table 1.1: Annual Global Solar Radiation Average for Five Sites in Malaysia (55) 
 

Site Average Measured 

(kWh/m2) 

Average Predicted 

(kWh/m2) 

Deviation  

(%) 

Kuala Lumpur 4.84 4.83 0.20 

Johor Bahru 4.51 4.55 0.89 

Ipoh 4.54 4.64 2.20 

Alor Setar 4.66 4.8 4.72 

Kuching 4.62 4.66 0.86 

 

It has been notified that there are 4 sites in Malaysia been tagged by one of 

comprehensive meteorological reference from Swiss database. Four of this location are Kuala 

Lumpur, Penang, Kelantan and Johor which each one of them considerably would present 

specific region in typical for Central, North, Eastern and Southern regions respectively. The 

further extensive detail in each site can be roughly illustrated in next following Figures 7. 
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(a) 

 
(b) 
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(c) 

 
(d) 

Fig. 2.6.  Daily Temperatures (a) Central (b) Northern (c) Eastern and (d) Southern 
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From above figures, vividly the country only experienced sunny and rainy seasons 

within 12 months, unlike other four seasons countries. This is what make Malaysia have a 

very good potential for harvesting more solar irradiation and generating electricity from this 

natural energy resources and likewise making a prediction and forecasting of its contribution 

for any applied time interval feasibly astonished.  

 

2.6       Summary  

 

This chapter explained on distributed generators overview and its impact on the 

power systems. Even though a general description on DG is presented but later in the next 

chapter to be specific only solar PV plants will be used for deeper investigation. There are 

such many controls mechanism and strategy on the various perspective of DG approach with 

regard to stability analysis e.g. voltage control. In this thesis, the heuristic method based on 

PSO is proposed for determining the trade-off between the active and reactive power of not 

only DG capacity but also placement as a blueprint for load margin enhancement with regard 

to voltage stability issue. 
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CHAPTER 3 

 

 

LOAD MARGIN ESTIMATION VIA ARTIFICIAL NEURAL NETWORK  

 

3.1      Introduction 

 

The continuation algorithm has substantially been utilized largely to discover a path 

of composure solutions of a set of nonlinear equations. From this conception, this 

continuation power flow (CPF) will able to find a continuation solutions for a given load 

change scenario with implemented general principle whilst employs a predictor and corrector 

scheme to track on a feasible solution. More detail explanation on this will be discussed later 

in the next section. Here, Artificial Neural Network is presented for estimating load margin 

with CPF. In fact, this presented method is capable too of obtaining power transfer limit 

between regions for real online monitoring purposes. In addition, there are several factors 

which make ANN superior to keep the power grid stable regardless of what and which 

scenario possibly occurs: 

 

i. No requirement of a mathematical model for a network and lesser computational 

effort with less iteration. 

ii. Lead to improved performance when properly tuned. 

iii. Robust for online static security assessment. 
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3.2       ANN Data Preparations 

 

Predefined data has been allocated for Malaysia power system and extracted to fit 

into the neural network environment. The input data consist of generators and solar active 

power (Gsupply ,PSolar) together with load active and reactive powers (PLoad , QLoad). While 

the target outputs are the node voltage and load margin. At this point, node number 11 is 

determined as a weakest bus thus apparently being adopted to embrace for loading margin 

classification investigation. Theoretically, each ANN model consists several numbers of 

inputs that are linked to a summing junction. The inputs values are then multiplied by 

competent weights and aggregated with other inputs. The process of training that been 

injected into the model will change the values of weight connection and yielded the effect of 

changing input link’s strengths. The value of aggregated and weighted inputs is deployed 

into activation function to be scaled in proper ranges towards output layers. There are several 

common activations or transfer functions available such as a tangent sigmoid, linear and log-

sigmoid but in this study, a log-sigmoid activation function is utilized due to its positive 

returning integer as defined in Fig. 8 and Eq. (1) apparently. Furthermore, the framework 

model of input and output characteristics is illustrated in Fig. 3 which depicts typical neural 

network structure behaviour. 

 

  F (z) = 
1

e−z +1
                                                                (1)   
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Fig. 3.1.  Log-Sigmoid Activation Function 

 
Aforementioned, few factors are attained to yield astral results from this ANN model, 

for instance, pertinent inputs were given, a number of hidden layers or neurons utilized and 

learning algorithm modification. In a class of static model, Radial Basis Function (RBF) 

supposed to have better performance compared to Multi-Layer Perceptron (MLP). Identically 

both methods are splendid if only they are deployed thoroughly to meet specifically given 

network system. 

 

 
 

Fig. 3.2.  Neural Network Structure Model 
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The attribute factors that mainly affect to ANN performance are its layer and neuron 

quantity inside the network hence a meticulous refinement has been done in this investigation 

for both approaches. Even though RBF is superior to MLP, vividly throughout this study 

MLP seems to be in favour oppositely and this is proven profoundly in the following 

constructive simulations. 

 

In Fig. 10, Continuous Power Flow (CPF) has been used to calculate loading margin 

with having multiple of inputs which attained from the power utility. The set of simulation 

results by then were deployed into Artificial Neural Network via MLP and RBF model 

respectively to yield a further classification of loading margin.    

 

 

 
 

Fig. 3.3.  Process of Computing Loading Margin 
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Particularly selection of parameters used has been chosen meticulously as shown in 

Table 2. As for MLP and RBF networks, the number of neurons in the hidden layers are fixed 

at 20 and 50 neurons because if too many neurons are deployed the training time may become 

excessively long or come to worse it would overfit the data. The overfitting problem will 

incur the network to model a random noise in the data resultants for unseen data to be 

generalized. So, there is no single formula for selecting the optimum number of hidden 

neurons that is it comes back to several occasions of experimentation until a reasonable 

number of neurons were determined and evaluated. In practice, to have one or two hidden 

layers are widely used which give good performances hence in this study only one hidden 

layer being utilized in which total three layers being adopted including input and output 

layers respectively. In a nutshell, the rule of selection for the network should be the one that 

performs the best in the testing set with the minimum number of hidden neurons and literally, 

all other parameters must be kept constant to not make complication and create different error 

surfaces in the developed network. 

 

Table 3.1: ANN Parameters 
 

Type of Network Number of 
Layers 

Number of 
Neurons 

MLP 3 20 
RBF - 50 

 

3.3      ANN Performance Criterion 

 

For evaluating the accountability of testing data, a Root Mean Square Error (RMSE) 

is used that pertaining the desired network behaviour. This approach is a good measure for 

fitting purposes which allows for variation observations in the measurement of any typical 

point. The RMSE is being used to measure the difference between the predicted values and 

the actual values observed from the circumstances that are being modelled and further 

aggregate them into a single measure of predictive power. It can also be illustrated with a 
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graphical figure on measuring the effectiveness of fitting measurement between actual and 

estimated values. 
 

RMSE = √
∑ (Xreal,i − Xtarget,i )

n
i=1

n
                                             (2) 

 
 

Where N is the number of data 𝑃𝑓
𝑖 is the predicted value 𝑃𝑓

𝑖 is the actual value and i is the 

number of allocation period for predicting. 

 

 
Fig. 3.4.  Multi-Layer Perceptron Network Classification 
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Fig. 3.5.  Radial Basis Function Network Classification 

 

The comparison between MLP and RBF network are presented in Fig. 11 and 12. 

These measurement has been tested with collective data from power utility in Malaysia and 

yields the results for loading margin estimation via both neural network approach as above 

and in Table 1. Seemly throughout this investigation, the RBF algorithm does not go well 

with the current test system whereby from training and testing process it shows that it could 

not satisfy and match few criteria acquired for instant active power output as illustrated in 

both figures and obviously MLP classification towards the estimation target is more refined 

compared to RBF classification. It shows a wild fluctuation with RBF environment seems 

counterintuitive in enumerating further investigation on attaining targeted outputs. The RBF 

training likelihood more susceptible to an error by then deteriorated the resultants at this point.  

 

As comparison shows in Table 3 of CPF and ANN approach, it can be clearly seen 

that computation time taken for CPF is much longer in yielding intended output whilst ANN 

undoubtedly apprehended and reduced those figures by almost 50% at least with MLP 

network for instance. This kind of strategy is crucial for online power system operation and 

aided in ensuring any countermeasures deployed during fault by system operator is not 

violated or stumble at a certain level. Every second are counted and consider precious for 

67
69
71
73
75
77
79
81
83
85

0 5 10 15 20 25

Po
w

er
 [M

W
]

Time [hour]

P1_target
P1_RBF



34 
 

making not only right but also the justifiable decision in any practical online operation 

because any violation made could influence consequently to another party and resultants in 

a severe impact.     

 

Table 3.2: Comparison between MLP and RBF Performances 
 

  
CPF 

 

 
MLP 

 

 
RBF 

 
Time, sec 

 

 
251.27 

 
113 

 
12 

 
Iteration, steps 

 

 
581 

 
500 

 
25 

 
Vmax, p.u 

 

 
0.6641 

 
0.8952 

 
0.991 

 
Maximum Error 

 

 
- 

 
0.8338 

 
9.2606 

 
RMSE 

 

 
- 

 
2.048 

 
2.3313 

 
Spread 

 

 
- 

 
- 

 
13 

 

Furthermore, this observation can be detailed out by plotting the regression and 

calculating the error for both MLP and RBF which are R= 0.993; RMSE= 2.0742 and 

R=0.98795; RMSE= 3.1747 respectively. Graphically, it is showed that RBF data of 

estimation a bit scatters away from the target line as shown in Fig. 13 (a) and (b). It has been 

tested that with quite a such number of errors in RBF training makes the estimation variables 

diverting away from the actual output been expected. Consequently, it can be said that the 

error should play a big role to get a substantial solution and this can be seen from Figure 14 

(a) and (b) show by the blue line which is training MSE. Likely for RBF although iterations 
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number is shorter but the elements slightly jumping around while for MLP the error 

convergence looks well trained and drop to small and stable value. 

 

 
(a) 
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(b) 

Fig. 3.6.  (a) MLP (b) RBF Regression Plot 

 
(a) 
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(b) 

 
Fig. 3.7.  (a) MLP (b) RBF Performance Plot of Error Convergence 

 
(b) 

Fig. 3.8.  Voltage Profile at Weakest Bus 
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To verify the proposed method, it has been tested daily operation for real network 

demand parameters. Basically, solar power variation is incorporated at several determined 

locations namely north, central and south area respectively. It must be acknowledged that 

solar power uncertainties are not treated deeply by any means using any kind of stochastic or 

probabilistic analysis but satisfactory with a variation of insolation for daily basis operation, 

thus presumably further delineation for substantial investigation could be content as well. In 

that meaning, ANN has been trained with an equivalently real collective set of variation data 

in advanced and hence successfully accommodated online operation employment with prior 

information indeed. Reliance on predictions of future solar energy input widely adopted by 

most energy sectors and power plant scheduling, power trading and grid operation are some 

examples by which can only be carried out optimally when reliable prediction are formed 

and available for the following hours and days, undoubtedly, with ANN alternatives.  

 
 
Eventually, in the previous study had shown that central area was the strategic site 

for having more penetration of solar power thus for this investigation same approach is 

adopted. From Table 4, a decent and deterministic approach of loading margin estimation via 

MLP network is employed whilst decently compared with conventional CPF method for 

daily basis operation. Explicitly both methods show significant similarity which undisputedly 

denotes MLP method immensely embrace for loading margin verification. 
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Table 3.3: Comparison between CPF and MLP Performances 

Time  
(hour) 

CPF MLP 
Deviation 

(%) LM (MW) LM (MW) 

1 14.4609 14.46 0.001 
2 13.5983 13.73 0.132 
3 13.1411 13.14 0.001 
4 12.8793 12.88 0.001 
5 12.6282 12.69 0.062 
6 13.0726 13.03 0.043 
7 13.6964 13.82 0.124 
8 15.5601 15.44 0.120 
9 22.8378 22.86 0.022 
10 27.1242 27.1 0.024 
11 30.3352 30.47 0.135 
12 29.8378 29.95 0.112 
13 28.664 28.68 0.016 
14 31.1211 31.34 0.219 
15 31.6927 31.98 0.287 
16 31.9406 32.27 0.329 
17 30.5315 30.7 0.168 
18 24.3572 24.37 0.013 
19 21.9346 21.92 0.015 
20 27.2412 27.22 0.021 
21 26.8456 26.85 0.004 
22 25.1857 25.19 0.004 
23 22.7187 22.72 0.001 
24 20.5741 20.57 0.004 
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3.4       Focused Time Delay Network 

 

The neural network itself is a static (linear or nonlinear) system, so it is only the input 

characteristic can be introduced the dynamics into any specific system. There is two kinds of 

the network in Artificial Neural Network (ANN) vicinity namely static and dynamic network. 

An ability to learn from previous data presented so called properties is a crux that draws a 

line between both networks. In a static network, the properties of a built model remain 

unchanged once been training but as for dynamic network it will try to adapt and keep 

learning during operation thus with this regard, it distinguished both performances 

indisputably. 

 

To deal with the nonlinear multivariable pattern of time-dependent, a dynamic neural 

network is the best option, though. Comparatively, it differs from Multilayer Linear Neural 

Network (MLNN) which is a static model whereby Focused Time Delay Network (FTDN) 

has the ability to adopt a dynamic approach in its task. Time-delays in the dynamic neural 

network can either be distributed (DTDN) or focused (FTDN). The only different here is that 

in Distributed Time Delay Network (DTDN) the tapped delays lines are distributed 

throughout the network while in FTDN tapped delay line memory exist at inputs layer only 

as depicted in Fig. 16 (a) and (b). In addition, the weights of this kind of model are being 

shared among the neurons oppose as in the static model. It is presumed that the network 

currently operated one step ahead which considerably propounds a dynamic behaviour of 

time variant oriented. Moreover, the magnitude of the adaptation is controlled via learning 

parameter which decays over time hence execute faster than fully connected multilayer 

perceptron (MLP). To delineate dynamic model precisely, it consists two types which are 

those that have an only feed-forward connection and that have feedback connection. In this 

study, FTDN is considered because somewhat it does not need dynamic backpropagation for 

training purposes as in DTDN which consequently slowed down the iteration process. 
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(a) 

 
(b) 

Fig. 3.9.  (a) FTDN (b) DTN Layout 
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3.4.1   Tapped Delay Line (TDL) 

 

The tapped delay line represents the focused of input that stores the past samples of 

inputs. This process only occurs at the input layers, not throughout all hidden layers and 

output layers. That is why it is named after Focused Time Delay Network (FTDN) as the 

memories existence is only at input layers. Next, after updated iteration of the input is reached 

then the outputs from input layer are passed through the hidden layer and finally processed 

to approximate next expected a sample of output data. In this procedure, a number of neurons 

are set between n=5 and n=20. For normal case means excluding contingency only 5 neurons 

are utilized however as for line outage cases the neurons need to be increased to avoid 

divergence of data when training. More neurons mean more data been trained and eventually 

it will increase the time of iteration in fact sometimes the output yielded unnecessarily or 

indecently from the target. 

 

 
Fig. 3.10.  Delay Line at Input Layer 

 

The delay line is a kind of memory structure located only at input layers in FTDN 

which used along with static multilayer neural network. As shown in Fig. 17, the input signal 

enters from the left into the summing junction and passes through N-1 delays. Here, the 

tapped delay line sends to the weight matrix a current signal, previous signal and delayed 

signal. On top of that, the delays must appear in incremental order as well. The final output 
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is an N-dimensional vector based on the number of delays applied during training 

methodology for any network application. As such, to achieve a suitable dynamic 

approximation an appreciable number of delayed inputs may be enforced or prescribed, with 

an analogous significant in the number of network weights. 

 

3.4.2    Inter-Regional Power Transfer in Malaysia Topology 

 

The dynamic behaviour of demand power is treated using FTDN components to 

endeavour realistic output for permissible operation in MEPS network. Figure 4 represents 

the reflecting layout as shown previously in Fig. 18 for the interface flow between the regions 

in MEPS, which are simply divided into five regions. There are purposely divided into five 

regions due to geographic location, the density of population and distance. For example, 

Eastern region is situated far away from the Central region, experience uncertain weather and 

less demand capacity. 

 

 
 

Fig. 3.11.  Inter-Regional Route Linkage in Malaysia Power System 
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The Central and South-Central in this investigation are combined become a single 

region under a name of Central representing as a big metropolitan city. Furthermore, routes 

that connected among them are determined as depicted in Table 5 and the aim is to investigate 

a tie line flow between the Central region and the neighbouring regions denotes as route 

Number 2, Number 3 and Number 6 respectively. Central region undoubtedly compact not 

only with citizens but also commercial and office operations ongoing. These two industries 

concurrently attained higher demand at peak hours compared to residential per load curve 

observation. Contingency evaluation is the heart of system security assessment at all levels 

of the decision as if by neglecting it power system would run stochastically without proper 

protection planning and management provision. About this, a list of simulated contingency 

cases in MEPS network is simulated and presented with line outage for line Number 2, 3 and 

6 correspondingly. 

 

Table 3.4: Selected Line Outages 

Line Interfacing Line 

Number #2 BGJH – BTRK 
ATWR - BTRK 

Number #3 KAWA - KULE 

Number #6 MCCA - SMTI 
MCCA - YGPN 

 

It is presumed to get less than 10% deviation between training and testing readings 

and it yielded around 2% hereby conclude this model could satisfy for upcoming real-time 

operation not only for normal condition but also for contingencies events. The network might 

gain some insight in getting a kind of brisk information which utmost required for online 

operation and can encounter whatever and whenever uncommon things come into action. 
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Fig. 3.12.  Comparison on Interface Flow Margin for Daily Basis via Neural Network 

Training and Testing 

 

3.5        Summary 

 

The challenges brought by integrating ever more solar energy either at low or high-

level voltages to achieve necessity target of national grid power system require transmission 

system operator devoted innovative mechanism across the power system security for voltage 

stability margin analysis. In this chapter, an ANN strategy has been employed as the machine 

learning approaches that capable of enumerating deliberately many input data in learning a 

nonlinear relationship between the operating states of the power system. This method has 

been successfully used to estimate the load margin quickly under normal and contingencies 

conditions by applying it to 275 kV Malaysia Power System model. It is the timely 

implementation of brisk online screening and accessible corrective offset concurrently that 

will let Malaysia Power System network continuously deliver effective and flexible 
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capacities in supply and demand balance scenario with the advent of solar provision for grid 

consumer’s acceptability and resiliency aspects. The requirement of strenuous effort from 

operators will be ease in deciding and judging instant online action deterministically. Finally, 

this useful ANN concept utterly should not be limited for this purpose but could be extent 

for other implementations such as interface power flow and fault screening solutions 

profoundly with heuristic-based optimization mechanisms for instances. 
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CHAPTER 4 

 

 

OPTIMIZATION FOR VOLTAGE STABILITY ENHANCEMENT 

 

4.1      Introduction 

 

Usually, network reinforcement is required when connecting PV plants with the 

network. However, it is possible to reduce the capital investment cost by the contribution of 

PV plants such as active power curtailment or reactive power support in order to mitigate the 

impact of their output. Hence, in this paper, the following scenario is considered. 

  

i. The optimal control method of PV plants under normal condition is proposed to 

improve the efficiency of power system operation. 

ii. Based on the above-proposed method, the optimal placement of PVs is 

determined from a viewpoint of the maximization of their contributions under 

normal condition. 

iii. With the given placement of PVs, another optimization method which maximizes 

LM under contingency condition is proposed to improve the voltage stability. 

 

This section discusses the envisioned formulation of the above two optimizations. 

The first one is formulated as a constrained non-linear optimization problem to maximize 

operation efficiency considering voltage maintenance by using the active and reactive power 

of inverter-based DGs. In this formulation, the objective function consists of the following 

three terms: (i) minimize the transmission power losses in the entire network, (ii) minimize 

the voltage deviations at all the busses in the system, and (iii) minimize the total amount of 
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active power curtailment of all the inverter-based DGs.  

 

Next, the second one is formulated as a maximization problem of LM in an 

emergency with fault occurrence under N-1 criterion. Generally, it is well known that the 

reactive power injection in demand side is effective to improve voltage stability by increasing 

system voltage. Here, it should be noted that active and reactive power outputs from DGs 

have a trade-off relationship under the current constraint of PCS. Namely, the active power 

curtailment is needed to increase reactive power if PCS capacity is not enough, in particular 

around peak time of active power output. Supposing reactive power of DG increases with 

active power curtailment, active power flow on transmission line has to be additionally 

increased by the amount of the active power curtailment in demand area although P-V curve 

can be enlarged by the reactive power support by DGs. This idea can graphically be illustrated 

in Fig.20 which indicates active power output from DG is now being curtailed whereas 

reactive power output is being increased so as to enhance LM. Moreover, it is supposed that 

the initial operating point (A) is now being shifted from its original position to the new one, 

(B), mainly due to the reactive power support from DGs. Now, original LM is given as PC,A 

- PA meanwhile LM with DG control is given as PC,B - PB. Here, while the difference between 

PC,B and PC,A is regarded as the improvement of stability limit by reactive power support, the 

increased sending power, PB – PA, represents the decrease of LM inversely caused by this 

control.  

 

Therefore, it is needed to determine the optimal balance of active and reactive power 

output which maximizes the LM by using optimization technique. 
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Fig. 4.1.  Impact by PV Control on P-V Curve 

 
4.2      Particle Swarm Optimization 

 

Inspired by a social behaviour of fish schooling or bird flocking, thus a population-

based stochastic and heuristic optimization technique of PSO as developed (56). PSO is 

employed by initializing a random solution of populations and searches for optima by 

updating generations. The main idea for this algorithm is a population called a swarm which 

generated randomly with the candidate solutions are known as particles by then moved 

around in the search space. The movements are at their random velocity guided with by their 

own best-known position and as they discovered new best position the process will be 

repeated until satisfactory solutions are obtained in finding values of the variables that 

minimize or maximize the objective function whilst obeying the constraints.  

 
          With an arbitrarily weighted acceleration at every time step, PSO will try to accelerate 

each particle towards its Pbest and Gbest locations as shown in Fig.21. In addition, the generic 

formulas for PSO algorithms are listed in Eq. (3), Eq. (4) and Eq. (5) respectively. 
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where,  

 w: the inertia weight 

 c1, c2: acceleration constants 

 Si
k : current position of agent i at iteration k 

r1, r2: two random numbers in the range of 0 and 1 

Pbesti
k: best position by a particle i at kth iteration 

Gbestk: global best position in the entire swarm 

 

The basic concept of PSO lies in accelerating each particle toward tentative best direction 

given by Pbest and Gbest with a random weighted acceleration at each time step. 
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Fig. 4.2.  Graphical Illustration of PSO Velocity Components 

 

Sk      : Current searching point 

Sk+1   : Modified searching point 

Vk      : Current velocity 

Vk+1  : Modified velocity 

Vpbest : Velocity based on Pbest 

Vgbest : Velocity based on Gbest 

 

Understandably the implementation of PSO algorithm can be illustrated as a flowchart in 

Fig. 22. 
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Fig. 4.3.  Flowchart of the PSO 

 

 

Start 

Specify PSO 
Parameters 

Generate Initial 
Population 

Evaluate fitness for each 
particle’s position (p) 

Record Pbest as  Gbest 

Gen > Max. 
Generation? 

Stop 

If fitness (p) better than fitness 
(Pbest) then Pbest= p 

Update particle’s velocity 
 (Eq. A1) and position (Eq. A3)  
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4.3 Continuous Power Flow (CPF)   

 

CPF is used to trace the P-V curve given an initial point on the curve. By adding a 

continuation parameter or loading scalar, λ, the concept of predictor and corrector will be 

applied for the continuation process. By employing this CPF method, the steady state stability 

limit is determined to start from a known solution and estimated for subsequent solution 

correspondingly to a different value of load parameter. As for steady state loading limit, the 

basic power flow equations can be represented as: 

0
)(
)(

)( 

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 inj

inj
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xg                                                      (6) 
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Where b is a vector of power transfer given by, 
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Hence by composing b it delineates the effect of variation of loading or generation 

typically. In this investigation, a predictor and corrector method is implemented throughout 

the entire simulation. By having a better prediction, convergence process will be speeded up 

and tangent predictor estimation for the next solution is adopted as Eq.(B4). 

 

 Tjj ddxz                                                                         (9) 

  The tangent vector can be normalized and used to compute predicted approximation 

)ˆ,ˆ( 11  jjx   to the next solution. 
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Where σ is continuation step size parameter which affects the computational efficiency of the 

continuation method. Next, for corrector steps, the next solution (xj+1, j+1) is determined by 

correcting the previous predictor estimation and solve using Newton’s method. 
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The value of continuation parameter is parameterized to identify each solution so that 

upcoming solution or beforehand solution can be quantified as follow: 

 

0),(   jj xp                                                           (13) 

 

4.4       Formulation for Normal Condition 

 

The capability for reactive power support by DG basically depends on PCS capacity. 

The operating point in terms of active and reactive power has to be within the feasible region 

expressed as the inside of the circle as shown in Fig.23. Here, the circle, the boundary of the 

feasible region, represents the current limit of PCS. The maximum reactive power output 

depends on not only PCS capacity but also initial active power output (A). For example, 

reactive power control is available on the straight line between (B) and (C) without active 

power curtailment. The maximum reactive power output becomes larger as the original active 

power output decreases. If active power curtailment is allowed, it is possible to increase 



55 
 

reactive power output with reducing active power output from the original value. Namely, 

when reactive power injection is needed, the operating point can be moved from (A) to (D) 

at maximum through (C) with active power curtailment. In order to realize the contribution 

by DGs with reducing their active power output, the proper incentive should be given to the 

DG owners to compensate the loss opportunity cost caused by the curtailment. In this paper, 

it is assumed that the proper economic system was set out and active power curtailment with 

increasing reactive power output is available for the optimization. 

 

 

Fig. 4.4.  Feasible Region of DG Control under Apparent Power Limit 

 

Under the above assumption about the controllability of PCS, the optimization 

formulation for the normal condition is described as follows. First, based on the concept of 

multi-objective optimization, the objective function is given by f1 as the following equation: 
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where, 

 α, β, γ : weight coefficients of three objectives 

NB, N, NDG: number of branches, buses, and DGs 

Ploss,i: transmission power loss on branch i 

Vi, Vi,ref: voltage and its reference value on bus i 

VDBu,i, VDBl,i: upper and lower voltage of dead band on bus i 

PDGi: active power of DG i 

DGiP̂ : original active power of DG i without curtailment 

 

Ploss, Vdev, and Pcurtail represent transmission power loss, the total amount of voltage deviation, 

and the amount of active power curtailment, respectively. It should be noted that dead band 

is set to the reference value regarding voltage deviation. Second, equality and inequality 

constraints are as follows:  
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where, 

  NG, NL: number of conventional generators and loads 

PGi, QGi: active and reactive power of conventional generator i 

QDGi: reactive power of DG i 

 Gij, Bij: conductance and susceptance of branch between bus i-j 

ij: displacement phase angle between bus i and j 

PLi, QLi: active and reactive power of load i 

SGi: rated capacity of conventional generator i 

SDGi: apparent power limit of PCS i 

QDGi,min, QDGi,max: minimum and maximum reactive power output of DG i which are set as 

SDGi and –SDGi in this paper 

Vi,min, Vi,max: lower and upper limits of voltage on bus i 

 

From above of Eq. (20) we would like to describe that it was supposed that generation 

dispatch is proportional to the generation capacity. Weight coefficients in the objective 

function reflect the relative importance of each single objective with respect to another. 

Although they should satisfy and follow transmission operator’s planning and guideline 

accordingly, it is not so easy to determine them adequately from an academic point of view 
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but here, presumably 𝛼 + 𝛽 + 𝛾 = 1.0 . Therefore, in this paper, they are adjusted and 

normalized arbitrarily as α=0.2, β =0.3 and γ=0.5, respectively. 

 

4.5       Formulation for Contingency Condition 

 

Generally speaking, when any contingency such as short circuit fault occurs, LM is 

largely decreased, in particular, as for loads which are close to the fault location. To avoid 

voltage instability phenomenon, the optimal active and reactive power output from DGs can 

be obtained by the following optimization formulation. The objective function is represented 

as Eq. (25) to maximize LM which can be calculated by Continuous Power Flow (CPF).  

 

LMxf max)(2                                                    (25) 

 

where, 

 LM: LM under uniform or single load increase 

 

In solving CPF, there are two ways of increasing loads. One is to increase all the loads 

uniformly, and the other is to increase the only single load. In this paper, both of these two 

approaches will be used in the simulation as described in section 4. It is supposed that active 

power outputs of conventional generators are uniformly increased in proportional to their 

capacity to satisfy supply and demand balance. Here, all the terminal buses of conventional 

generators are firstly set to P-V specified buses. However, it should be carefully considered 

that reactive power output from conventional generators is available under various 

limitations such as armature current limit, field current limit, and end region heating limit 

(57). In this study, the feasible region of the conventional generator is modeled as a circle 

whose radius is its rated capacity for simplicity. When reactive power output reaches the 

maximum value to keep terminal voltage, the bus is changed to P-Q specified bus. 
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This paper deals with a rated capacity of DG’s inverter regardless of other 

compensation devices such as load tap changer or switching capacitors because the main 

purpose now is to evaluate the contribution of DGs on voltage stability. As above, CPF can 

be solved under the same equality and inequality constraints as those for normal condition, 

from Eq. (18) to Eq. (24) with the following new one:  

 

2222
GiGiGiGiGi PSQPS                                        (26) 

 

This equation was not considered in the optimization for normal condition supposing 

it was possible to keep terminal voltage to specified value without violating this constraint. 

Mainly PSO optimization is utilized in this investigation due to its reputation towards global 

utilization over cross engineering fields, efficient computation and slightly superior in 

average as opposed to other methods. Furthermore, as compared to conventional gradient-

based optimization, we can deduce that PSO likely the best alternative to solve real and 

practical power system problems not only present but also in near future for congested power 

network typically. Previous authors (58) and (59) also had regarded the PSO as promising 

algorithm and outperformed others when applied to various problems for instances less 

susceptible to get trapped in local minima and more flexible as it used probabilistic transition 

rules. Moreover, from the beginning it is known that all the deterministic variables are 

continuous this time so, PSO is one of the best candidates for this study. Detailed descriptions 

CPF algorithms are presented as in Appendix A. 

 

4.6       Supervisory Control Management 

 

The desired active and reactive power from DGs can be determined through the 

optimization techniques for both normal and contingency conditions. However, in order to 

accurately obtain the optimized solution, full information of entire network has to be 

collected. As for the operation under normal condition, SCADA has been widely used for 
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monitoring the system state, and the obtained information here can be useful for the proposed 

method in this paper. However, regarding the contingency condition, it is strongly required 

that the optimal solution, which is in general different from that in normal condition, has to 

be determined in very short time after the fault occurrence in order to avoid the voltage 

collapse phenomenon. Since time cycle of data acquisition in SCADA is generally longer 

than this problem, it is impossible to obtain the optimal solution after the fault occurrence. 

Although applications of WAMS have been developed and actually used these days, the 

computation time should be another problem.  

 

Therefore, the practical way is to obtain the optimal solution in advance as off-line 

calculation supposing the most serious fault occurs with the concept of N-1 criterion. The 

obtained optimal solutions are sent to all the PV plants at regular intervals. Each PV plant 

can change its operating point from optimal one for the normal condition to predefined new 

one for contingency condition when detecting the fault occurrence by observing the serious 

voltage drop at the terminal bus at its point of common coupling. This idea enables each PV 

plant to start the emergency control earlier without receiving the control signal from TSO, 

which can be regarded as decentralized control. Of course, the direct control signal is also 

effective if high-speed communication is available. 

 

In the case of the above-decentralized control, it becomes another problem that 

accurate fault point is not known. When the actual fault point is different from that used in 

the optimization, the effectiveness of the predefined operating point is relatively lower. In 

particular, there is a possibility that LM is inversely reduced by the proposed method. 

However, by the proposed method, because the combination of reactive power injection and 

active power curtailment to some extent is usually obtained as an optimal solution, it is 

expected that the effectiveness of the proposed method is not largely decreased due to the 

assumption error. Therefore, in this paper, optimization for contingency condition is 

calculated only with the most critical fault case and obtained an optimal solution is used for 

all the fault cases. 
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Another issue is a possibility of over voltage caused by too much reactive power 

injection from PV plants. The optimal solution represents the best combination of active and 

reactive power from PV plants in order to maximize LM, namely, only very heavy power 

flow condition is considered. However, in the actual power system operation after the 

disturbance, over voltage problem can be caused by the same optimal output if load level 

does not change as shown in Fig.24 (operating point (B)). To cope with this problem, PV 

output can be adjusted not to cause the over voltage in a decentralized manner. Specifically, 

the reactive power output should be controlled by PI logic and its reference value can be 

given as optimal reactive power. Here, the control is deactivated when the terminal voltage 

of PV plant reaches the upper limit. As a result, the terminal voltage of PV plant should be 

firstly increased from operating point (A) to (C) in Fig.24, and then, it moves rightward as 

load increases. The operating point reaches the optimal solution at operating point (D), and 

the same optimal solution is kept even with a further increase of load in this figure. 

 

 
 

Fig. 4.5.  Diagram of TSO Control Scheme for Contingency 
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4.7      Summary 

 

This chapter presents the application of PSO and CPF for voltage stability study related to 

reactive power control with respect to load margin enhancement. It has covered the impact 

of solar PV participation with optimal operating points considering a number of constraints. 

Namely steady state and contingency scenarios are applied in this investigation and 

developed in the MATLAB environment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



63 
 

 

 

CHAPTER 5  

 

 

RESULTS AND DISCUSSION 

 

5.1      Test System 

  

Simulations were carried out by using Malaysian Electric Power System (MEPS) 

model with 7 generators and 9 uniform constant power loads as shown in Fig. 25. The 

impedance of transmission lines are shown in Appendix C. The minimum and maximum 

voltage limits are set to 0.9p.u and 1.05p.u, respectively. It is planned that solar power 

integration is highly progressed in the near future(60) in MEPS. Then, the PV is modeled based 

on the following assumptions: 

 

 The total amount of PVs was set to 40% of the peak demand, namely, 6.6GW in the 

MEPS model. 

 Insolation conditions are entirely the same within the MEPS, and locations of PVs can be 

arbitrarily planned. 

 6.6GW of PVs can be divided into three plants with the capacity of 2.2GW. Their optimal 

locations can be determined considering the impact on the network management as 

described in section 2. 

 
Two optimization problems corresponding to normal and contingency conditions 

described in section 2 are tested in this section. In Table 6, the parameter setting for PSO 

algorithm used in this section is presented.  
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Table 5.1:  PSO Parameters 

Population 50 
Maximum Iteration 300 

c1 and c2 2 
wmax 0.9 
wmin 0.4 

 

 

Fig. 5.1.  MEPS Network Model 

 

5.2      Normal Condition 

  

In order to evaluate the PV’s contribution to daily operation, the typical daily load 

curve, and insolation change are given as shown in Fig. 26 and 27. The overall PV generation 
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power is represented as GW, and the peak value of the generation output is corresponding to 

the rated PV output, 2.2GW at 12:30. The proposed method for the normal condition was 

repeatedly applied for all the installation patterns of three PV plants. As a result, bus 8, 10 

and 12 were chosen as the optimal placement. This placement was also shown in the previous 

Fig.25. The optimized PV control in terms of active and reactive power output throughout a 

day is shown in Fig.28 and 29. In the morning and evening when the active power output of 

PV is small, reactive power output is used to reduce transmission power loss by improving 

the apparent power factor of loads.  

 

However, as PV output increases, this reactive power output for power factor 

improvement decreases inversely because of the decrease of the free capacity for reactive 

power. However, the transmission power loss is still reduced also during the daytime because 

of the reduction of active power flow sent from conventional generators to loads. As a result, 

the transmission power loss minimization is achieved throughout the day as shown in Fig.30. 

In addition, by taking one time zone as an example, 12:30, it is shown in Table 7 that trade-

off relationship between active and reactive power output under the constraint of PCS 

capacity was properly maintained because PPV and QPV satisfy Eq. (9). Here, voltage profile 

is also controlled within the allowable range as shown in Fig.31. In this figure, the voltage 

profile without the proposed method is also shown at unity power factor. As shown in these 

results, the voltage deviation from the reference value (1.0p.u) was slightly increased to 

reduce transmission power loss although the voltage profile was originally within the 

allowable range. 

 

Finally, it should be noted that various load curves and insolation patterns have to be 

considered stochastically based on the extraordinarily large amount of past data to achieve 

the practical optimization. However, in this paper, this issue is simply modeled because the 

most important aim of this paper is the contribution to voltage stability improvement to be 

described in the following section. 
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Fig. 5.2.  MEPS Load Curve (61) 
 

 
 

Fig. 5.3.  MEPS Overall PV Generation Pattern 
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Fig. 5.4.  Active Power Output of PVs via Proposed Method 

 

Fig. 5.5.  Reactive Power Output of PVs via Proposed Method 
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Fig. 5.6.  Transmission Power Loss 

 

Table 5.2:  Optimal Solution for Normal Condition at 12:30 

 PV 1 PV 2 PV 3 

Bus Location 8 10 12 

Active 
Power, PPV 

[GW] 
1.931 2.017 1.920 

Reactive 
Power, QPV 

[GVar] 
1.055 0.880 1.074 
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Fig. 5.7.  Voltage Profile in Normal Condition at 12:30 

 

5.3       Contingency Condition  

 

In this section, the proposed method for LM maximization is tested based on 

maximum PV output and different two load levels, at 10:00 and 12:30, in order to show the 

proposed method works well under the load fluctuation. The locations of PVs are set to bus 

8, 10, and 12 which are treated as the optimal positions in terms of operation under normal 

condition as described in the previous subsection. The proposed method was applied 

supposing transmission route 14-16 tripped due to the three-phase to ground fault as the worst 

case. Table 8 and Fig. 32 show the generation dispatch, loads, and power flow on 

transmission lines, at the both two cases. Here, bus 1 was treated as swing bus whose capacity 

is relatively larger than others, namely, the reactive power limit of this generator was not 

considered. Moreover, all the loads are uniformly 1181 [MW], 886 [MVar] at 10:00, and 

1400 [MW], 1050 [MVar] at 12:30, respectively. Due to this fault, the power flow on “16-

17” and “15-16” are largely increased. As a result, this fault gives a big impact on voltage 

stability, and this was the reason why this fault point was chosen as the critical fault point. 

 

As described previously, there are two approaches to evaluate LM, which are defined 

as case 1 and 2, as follows: 
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Case 1: LM was evaluated with increasing all loads uniformly. 

 
 Case 2: LM was evaluated with increasing focused single load without increasing 
the other loads. 

 

In plotting the P-V curve in next subsection, loading parameter, defined as the 

percentage of additionally increased load over the original load, is used in above each case. 

 

Table 5.3:  Generation Capacity and Dispatch 
 

Gen. 
 

Capacity [MW] 
 

Generation Output [MW] 

10:00 12:30 
2 400 110.8 146.8 
3 600 166.2 220.2 
4 5373 1489 1971 
5 911.1 252.5 334.4 
6 9096 2616 3465 
7 3200 1052 1173 

 

 
Fig. 5.8.  Power Flow on Transmission Lines 
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5.3.1   Case 1 – Uniform Load Increase 

A) Case 1 with light load 

The proposed method was applied based on the Case 1 with a light load at 

10:00. Fig.33 and 34 show P-V curves with and without the participation of PVs 

on bus 15 and 16 which are critical bus and its adjacent bus, respectively. It has 

been pre-determined for any bus that shows the smallest LM after contingency 

event will be chosen as a weakest bus which delineate for further support 

eventually. It is shown that P-V curves are enlarged by the proposed method 

effectively and loading parameter was increased by approximately 41.42%. Here, 

the trade-off relationship between active power curtailment and the reactive 

power increase is also considered. In addition, Fig.35 shows the voltage profile 

with the maximum loading at the stability limit. The voltage profile is almost the 

same with and without the proposed method. Although the voltage on top of the 

P-V curve is often increased by reactive power support at load side, this effect 

should be cancelled because of the voltage drop caused by the active power 

curtailment of PVs. 

 
  An optimized solution of the active and reactive power of PVs, in this case, 

is shown in Table 9. All the operating points are on the edge of the feasible region 

because the increases of both active and reactive power contribute to the LM 

maximization. 
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Fig. 5.9.  P-V Curve at Bus 15 (Case1 with Light Load) 

 

 
Fig. 5.10.  P-V Curve at Bus 16 (Case1 with Light Load) 
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Fig. 5.11.  Voltage Profile at Stability Limit (Case1 with Light Load) 

 

Table 5.4:  Optimal Solution in Case1 with Light Load 
 

 PV 1 PV 2 PV 3 

Bus Location 8 10 12 

Active Power, PPV 
[GW] 2.023 1.878 2.004 

Reactive Power, QPV 
[GVar] 0.865 1.146 0.907 

 

B) Case 1 with heavy load 

The simulation results in Case1 with heavy load are shown from Fig.36 to 38, 

and Table 10. Compared to the light load case, the effect in LM maximization 

was slightly larger while the optimal reactive power of PVs was larger, in 

particular, at bus 8. Which means the voltage drop was larger with a heavy load 

and reactive power support should be essential to keep the system stability. 
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Fig. 5.12.  P-V Curve at Bus 15 (Case1 with Heavy Load) 

 

 
Fig. 5.13.  P-V Curve at Bus 16 (Case1 with Heavy Load) 
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Fig. 5.14.  Voltage Profile at Stability Limit (Case1 with Heavy Load) 

 

Table 5.5:  Optimal Solution in Case 1 with Heavy Load 
 

 PV 1 PV 2 PV 3 

Bus Location 8 10 12 

Active Power, PPV 
[GW] 1.579 1.834 1.952 

Reactive Power, QPV 
[GVar] 1.532 1.215 1.015 

 

By looking at Table 8, it can be apprehended that the solution for optimal operating 

points has been changed in contingency condition compared to the previous normal condition 

which gives big impact to power system operation. 
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5.3.2 Case 2 – Single Load Increase with Heavy Load 

 

Next, the proposed method was tested in Case2 with heavy load supposing load 

increases only at bus 15 and 16, respectively. It is shown in Fig.39 and 40 that the similar 

effect with Case1 was obtained for each bus. Fig. 41 shows the voltage profile at stability 

limit with single load increase at bus 15.  

 

The optimal solution in this case with single load increase at bus 15 is shown in Table 

11. Reactive power output at bus 10 and 12 are the largest in this case because the voltage at 

the stability limit is the lowest due to the heavy power flow from generating plants to bus 15 

if the DG control was not applied. 

 

 
Fig. 5.15.  P-V Curve at Bus 15 (Case2 with Heavy Load) 
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Fig. 5.16.  P-V Curve at Bus 16 (Case2 with Heavy Load) 

 

 
Fig. 5.17.  Voltage Profile at Stability Limit with Single Load Increase at Bus 15 (Case2 

with Heavy Load) 
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Table 5.6:  Optimal Solution in Case2 with Heavy Load 
 

 PV 1 PV 2 PV 3 

Bus Location 8 10 12 

Active Power, PPV 
[GW] 1.911 1.392 1.359 

Reactive Power, QPV 
[GVar] 1.090 1.703 1.730 

 

Finally, the optimality of the solution was confirmed as shown in Table 12. Here, LM 

was recalculated with increasing or decreasing reactive power by 10 percent from the initial 

optimal solution. Active power is accordingly adjusted in order that the operating point 

moves along the circle. It is shown in this table that the proposed method properly maximizes 

LM.  

 

Table 5.7:  Loading Parameter Around Optimal Solution 

 
 10%  

decrement 
Optimal 
Solution 

10% 
increment 

QPV1 
[GVar] 0.981 1.090 1.199 

QPV2 
[GVar] 1.532 1.703 1.873 

QPV3 
[GVar] 1.557 1.730 1.903 

Loading 
parameter 

[%] 
77.72 79.27 71.28 
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5.3.3 Robustness of Proposed Method  

A) Comparison of Proposed Method 

It is more desirable that the effectiveness of the proposed method does not 

largely change depending on the evaluation methods. Thus, LM in Case 1 and 

Case 2 are compared in Fig.42. Here, bus 11, 13, 14, 15, 16 and 17 are chosen as 

load increase bus in Case 2. For all events, explicitly DGs incorporation establish 

LM at all the buses with proposed method. Here, it should be noted that the 

effectiveness of the proposed method can be evaluated based on the comparison 

between fixed and optimized approaches. Under uniform load scenario, the 

proposed optimized control has achieved better results than fixed control at all 

buses with 37.51 % of improvement. 

   

Amongst the entire increment events in Case 2, the highest and lowest 

enhancements are 36.2% and 28.74% at bus 15 and bus 13, respectively. 

However, on average, all buses experienced improvement with applying the 

proposed method and its effectiveness is not largely different each other. 

 

 
Fig. 5.18.  Loading Margin in Load Buses in Case 1 and 2 
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Fig. 5.19.  Robustness Analysis of Fault Point 

 

B) Robustness of Fault Conditions 

In actual power system operation, the control for LM maximization should be 

started immediately after the fault occurrence. Therefore, the optimal control 

based on the assumption that fault occurs at critical branch should be used firstly 

because it is difficult to recalculate the optimization in short time after detecting 

the fault point. Thus, in this section, the robustness of the proposed method 

against the difference in fault point is verified. 

   

Fig.43 shows that the LM improvement with various fault points. Here, the 

same optimal active and reactive power output were used in all the fault points, 

and the optimization was applied supposing fault occurred at transmission line 

14-16. The difference between “optimized” and “fix” represents the effectiveness 

of the proposed method and it is expressed in percent of “fix” in this figure. The 

evaluation was naturally the best, 35.26%, in the case of “14-16” because the 

optimization technique properly works with the accurate supposition of the fault 
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point. Also, as for the other cases, the effectiveness was not so largely decreased. 

For example, in the case of “10-14”, the evaluation is 25.02% although it is the 

lowest enhancement. As a result, it is shown that the proposed method has 

robustness against fault point although it is desirable to recalculate the optimized 

solution after the fault point is properly detected. 

 

Finally, in order to evaluate the computation burden of the proposed method, 

the convergence characteristic of PSO with single load increase at bus 15 is 

shown in Fig. 44. Firstly, to emphasize on reactive power drawn from PVs, we 

employed the number of PV one at a time until we decided to use maximum 3 

number of PVs. Secondly, we reduce the presumable percentage number of total 

amount of PV from 60% and set to 40% of the peak demand in the MEPS model. 

Then, the best solutions are identified in terms of lowest fitness values and lowest 

average elapsed time for minimizing the power loss, voltage deviation, and 

curtailment. The stopping criterion is set at a maximum iteration of 300 for 

independent of 100 runs. We had investigated and specifically picked the values 

of three weight factors w, c1 and c2 respectively (referring to Table 1) which 

would have contributed to velocity and position updated in a repetitive manner 

until desired convergence is achieved. It is true that global optimization is not 

guaranteed but we tried to satisfy and neutralize it by adjusting the inertia weight, 

w which can be adjusted for being large, resulted in global searching and for 

being small resulted in the searching process becoming more local. In addition, 

the sum of the coefficient factor is also carefully utilized to decide the relative 

importance of the objectives to delineate the best optimality (i.e. α=0.2, β=0.3 

and γ=0.5). Hence, we assume from the entire adopted efforts would be sufficient 

and confirming the approach met its optimality with having such robustness to 

avoid convergence problematic as well.    
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In this case, the convergence has been achieved with less than 150 iterations. 

It is not so easy to clarify the availability of on-line operation from this result 

because calculation time strongly depends on the performance of CPU. In 

addition, the computation burden is much heavier in the actual power system 

operation because the scale of the network model is much larger and complicated. 

However, from the simulation results, we obtained here, there is a possibility that 

the proposed method is applicable by combining the optimization technique and 

control scheme as described in section 3 because the optimized solution has good 

robustness against the fault condition. 

 

 
Fig. 5.20.  Convergence Characteristic of PSO 

 

It is confirmed that all the initial parameters shown in Table 3 are robust to deal under 

normal and contingency conditions. In fact, throughout the simulation process, MEPS model 

is used and successfully showed the effectiveness of the proposed method. The selections are 

mainly made with respect to its contributions from previous researchers (62)(63) in different 

kind of applications and problems. For further examination, a performance test on few 

different sample of problems on these parameters is conducted. It is presumed here only the 

number of iteration and acceleration constants (c1, c2) are fixed with 300 and 2 respectively. 



83 
 

From Table 13, it appears that the initially selected parameters with (Population=50, wmax 

=0.9, and wmin =0.4) which were the same utilized previously in Table 6, undoubtedly 

outperform the others hence prominently validate the selected parameters for entire 

simulations conditions.   

 

Table 5.8:  Validation of PSO Parameters 
 

 
Parameter 

 
Average Fitness 

 

 
Optimum Fitness 

Population = 50 
wmax =0.9 
wmin =0.4 

 
 

4.595 

 
 

4.568 

Population = 50 
wmax =1.4 
wmin =0.8 

 
 

4.623 

 
 

4.608 

Population = 20 
wmax =0.9 
wmin =0.4 

 
 

4.623 

 
 

4.595 

Population = 20 
wmax =1.4 
wmin =0.8 

 
 

4.639 

 
 

4.609 

 

5.4 Comparison of Single and Multi-Objectives Function  

 

It is necessary to meet both efficiency and reliability of power systems operations 

with regard to electricity demand whilst considering voltage stability concerns. The reactive 

power dispatch problem has been defined and applied to the optimization of these three 

objectives earlier, which are the minimization of power loss, voltage deviation, and power 

curtailment respectively. However, many optimization problems often confront with the 
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multi-objectives decision and must choose the best trade-offs for all the specified and 

conflicting objectives since they are lump into one. Reactive power distribution system 

design with Distributed Generators (DG) presence is a multi-objective problem for which it 

is uneasy to specify perhaps primarily due to faults and uncertainties of future demand. In 

this section, a comparable analysis using a single and multiple objective functions is 

investigated.  

 

To be specific, here another different set of simulation environment is set up 

regardless pertaining directly to the previous discussion topic and the results are 

demonstrated well in seeking for an optimal solution. Previously from Eq. (3) the fitness 

function consists of three elements stated with total power loss (α) voltage deviation (β) and 

active power curtailment (γ). Now with rearrangement of the Eq. (3), separation of each 

element is normalized as in Eq. (16). 

 
𝑓(𝑥) = 𝐹1 + 𝐹2 + 𝐹3                                                        (16) 

 

To emphasize more on their contribution four cases has been simulated concurrently with the 

deployment of a different number of PVs installation. As opposed to previous approach the 

determinations of those coefficients factors is not easy so here the importance of each 

coefficient has been in equal from Case 1 until Case 3 except in Case 4 which arbitrarily 

normalized as a total summation of 1. 

 

5.4.1 Comparison Analysis  
 

It is shown in Table 9; a multi-objectives optimization is implemented with a different 

number of PVs installed. Unprecedentedly as in Table 10, a single objective function is 

attained consecutively associated with a subsequent number of PVs to perceived a further 

sense of the pragmatic. Explicitly in both tables, active power distribution is devoted 

thoroughly in each predetermined scenario e.g. cases and function (F). 
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It can be seen from Table 14 and 15 that appropriate selection of fitness or objective 

function must be prominent such a way to delineate decent voltage and loading margin 

improvement meticulously. Apart from that, optimal reactive power distributions from PV 

association are accommodated to uphold voltage diversification eventually. If the PV output 

seems larger than the PV’s inverter nominal or rated capacity, then the inverter will suppress 

the output power from PV generators i.e. power curtailment. 

 

Table 5.9:  Multi-Objectives Optimization 

Case 
 

Parameter 
 

 
1 PV 

 

 
2 PV 

 

 
3 PV 

 

Case 1 
(F1 & F2) 

QPV , p.u 36.7172 24.9403, 
27.4222 

13.0583, 
19.4923, 
30.9828 

PV Optimal 
Location 7 6, 9 8, 6, 9 

∑ P loss, p.u 12.2889 31.2568 51.6993 

V node, p.u 0.9910 0.9991, 1.0075 1.0094, 0.9985, 
1.0053 

V dev, p.u 0.0022 0.0015 0.0031 

V critical, p.u 0.5870 at Bus 8 0.8771 at Bus 4 0.8703 at Bus 1 

Load Margin, 
MW 31.9488 58.3716 60.6304 

Case 2 
(F1 & F3) 

QPV , p.u 13.5237 20.8757, 
33.8762 

21.7763, 
18.0838, 
38.2184 

PV Optimal 
Location 3 9, 8 5, 12, 3 
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∑ P loss, p.u 12.0192 31.2412 52.5870 

V node, p.u 0.9936 0.9929, 1.0091 1.0020, 0.9936, 
1.0023 

V critical, p.u 0.5771 at Bus 6 0.5952 at Bus 4 0.8580 at Bus 7 

Load Margin, 
MW 34.211 53.8935 50.6862 

Case 3 
(F2 & F3) 

QPV , p.u 19.9542 13.4549, 
15.1031 

12.7519, 
14.5277, 
12.5259 

PV Optimal 
Location 1 9, 6 12, 7. 9 

V node, p.u 0.9967 1.0091, 0.9914 0.9915, 1.0038, 
0.9961 

V dev, p.u 0.0055 0.0082 0.0159 

V critical, p.u 0.6133 at Bus 4 0.5567 at Bus 4 0.9917 at Bus 8 

Load Margin, 
MW 33.904 51.2426 63.7743 

Case 4 
(F1, F2 & F3) 

QPV , p.u 39.3509 19.3296, 
17.7381 

15.5908, 
13.3942, 
18.4839 

PV Optimal 
Location 10 7, 9 1, 2, 10 

∑ P loss, p.u 12.0768 31.2500 51.7195 

V node, p.u 1.0022 0.9945, 1.0085 1.0038, 1.0040, 
1.0089 
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V dev, p.u 0.0005 0.0015 0.0032 

V critical, p.u 0.7953 at Bus 6 0.8651 at Bus 1 0.8217 at Bus 6 

Load Margin, 
MW 31.521 48.8602 51.2795 

 

 

Table 5.10:  Single Objective Optimization 

 
Case 

 
Parameter 1 PV 2 PV 3 PV 

F1 

QPV , p.u 35.7129 29.7441, 
15.8088 

14.8189, 
38.5469, 
31.8629 

PV Optimal 
Location 6 5, 8 9, 2, 7 

V node, p.u 1.0080 1.0019, 0.9903 0.9983, 1.0036, 
1.0016 

Load Margin, 
MW 39.20 48.483 49.931 

F2 

QPV , p.u 18.7775 33.3922, 
40.7302 

15.8343, 
36.7897, 
29.7638 

PV Optimal 
Location 5 9, 6 5, 7, 3 

V node, p.u 0.9911 1.0093, 0.9943 1.0064, 0.9944, 
1.0067 

Load Margin, 
MW 35.118 49.02 50.337 

F3 

QPV , p.u 12.5089 12.4592, 
13.1395 

12.6657, 
15.2359, 
14.2309 

PV Optimal 
Location 6 6, 8 5, 6, 10 

V node, p.u 0.9936 0.9997, 0.9917 0.9932, 0.9952, 
0.9935 

Load Margin, 
MW 34.402 51.905 54.047 
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5.5 Summary  
 

In this section, a decent study related to reactive power control contribution for load margin 

enhancement was verified. Three main topics were covered as for no DG participation and 

with DG participation: i-without active power curtailment and ii-with proposed method 

(curtailment occurs). From the simulation results, it can be deduced either for normal or 

contingency conditions the performances were remarkable and robust enough to be 

implemented in real operation but nevertheless, there was uncertain in global optimization. 

Therefore, sufficient effort in normalizing and confirming the proposed approach to meet 

ambiguous problematic was performed thoroughly. It can be concluded here load margins 

are improved when PVs are optimally controlled and associated with detail characteristics of 

the composition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



89 
 

 

 

CHAPTER 6 

 

 

CONCLUSION AND FUTURE WORK 

 

6.1      Conclusion 

 

In this thesis, the utmost aim is to investigate the potentiality of solar PV plants and 

its impact towards voltage stability in Malaysia power system. Knowingly, PV market in 

Malaysia has started in the early 1980s and it was focused on rural electrification projects. In 

fact, the statutory body called SEDA successfully launched and applied the implementation 

of Feed-in Tariff program in December 2011. Precisely the potential of this DG approach in 

stabilizing the operating system has urged for the country to establish the larger scale of solar 

power installation due to its promising potential in harvesting the resources across the nation. 

Furthermore, in 2015 it has been reported around 2, 845 Feed-in Approval (FiA) been 

approved by the authority and the largest contributor of this figures coming from solar PV. 

It was also claimed that RE capacity has increased by 83 % or 152 MW for annual growth 

hence indicates the strong determination of the key players towards achieving targeted of 

2050 with RE provision in the existing power network. Admittedly three EU countries have 

already achieved their 2020 National Renewable Energy Action Plan (NREAP) targets 

namely Bulgaria, Estonia and Sweden. So, here it is determined that incorporation of solar 

energy will increase in time and could bring a good impact not only in supporting the 

country’s grid voltage but also its controllability towards stabilizing the Malaysia entire 

power system transfer regionally. 
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Undoubtedly, it is of prime importance to keep voltage stability to avoid large-scale 

blackout caused by voltage collapse. To this end, the effectiveness of reactive power support 

by DG was studied with developing a maximization method of LM based on optimization 

technique. Both normal and contingency conditions were treated in the proposed method 

considering the trade-off relationship between reactive power control and active power 

curtailment. Through numerical simulations by using MEPS model, it was shown that the 

proposed method could maximize LM with good robustness against the uncertainty of the 

fault cases. It is expected that the voltage profile of the network can be well-maintained with 

maximizing LM by giving the optimal reference value with decentralized control considering 

voltage constraint as described in section 3. 

 

6.2 Future Work 

 

Although the proposed method has achieved the desired research objectives, yet the 

areas of the future works can be carried out to urge more significant enhancement as follows: 

 
i. The maximum reactive power output from DG also depends on the terminal voltage 

of the DG because of the current limit of PCS. In particular, this effect should be 

taken into account when DGs are located at the critical bus whose voltage becomes 

very low under contingency condition. 

 
ii. The effectiveness of the proposed method will be verified by using other network 

models with a different impedance ratio of transmission lines. 

 
iii. Only constant power loads are used in this paper. The load model should be 

improved with considering induction motors. 
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APPENDIX A 

 

Line impedance of transmission lines in the MEPS model is shown in Table A with the base 

capacity of 100MVA. 

 

Bus number Line Impedance [p.u] 
From  To  R X B/2 

12 4 0 0.010212 0 

10 5 0 0.010212 0 

9 6 0 0.010212 0 

17 2 0 0.010212 0 

15 8 0.004201 0.032541 0.0312 

9 10 0.003144 0.026513 0.0192 

11 10 0.005144 0.036513 0.0192 

14 9 0.005144 0.036513 0.0312 

12 11 0.004201 0.03254 0.0192 

7 8 0 0.010212 0 

16 17 0.004201 0.032541 0.0192 

12 13 0.003144 0.026513 0.0312 

14 16 0.004201 0.03254 0.0118 

15 16 0.003144 0.026513 0.0118 

1 16 0 0.010212 0 

13 17 0.003144 0.026513 0.0018 

9 8 0.004201 0.032541 0.0192 

13 3 0 0.010212 0 
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APPENDIX B 

 

 
Fig. C1.  Peninsular Malaysia Grid System 

 
Source: 
http://www.geni.org/globalenergy/library/national_energy_grid/malaysia/malaysiannation
alelectricitygrid.shtml55 

 


