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#### Abstract

Let $M_{\infty}$ be the supremum of a random walk $\left\{S_{n}\right\}$ defined on a finite Markov chain $\left\{\kappa_{n}\right\}$ and let $\varphi(x), x \geq 0$, be a submultiplicative function: $\varphi(x+y) \leq \varphi(x) \varphi(y)$. Conditions are given for $\mathrm{E} \varphi\left(M_{\infty} \mid \kappa_{0}=i\right)<\infty$.


## Introduction

Let $\left\{\kappa_{n}\right\}$ be a finite Markov chain with state space $\{1, \ldots, N\}$ and transition matrix $\mathbf{P}=\left(p_{i j}\right)$, where $p_{i j}=\mathrm{P}\left(\kappa_{n}=j \mid \kappa_{n-1}=i\right), n=1,2, \ldots$. It will be assumed throughout that $\left\{\kappa_{n}\right\}$ is an ergodic (irreducible, aperiodic and positive recurrent) Markov chain with stationary distribution $\left\{\pi_{1}, \ldots, \pi_{N}\right\}$, where $\pi_{i}>$ $0, i=1, \ldots, N$.

A random walk $\left\{S_{n}\right\}$ governed by the Markov chain $\left\{\kappa_{n}\right\}$ is defined as follows. Let probability distributions $F_{i j}, i, j=1, \ldots, N$, be given. For each pair $(i, j)$, let $\left\{X_{m}(i, j)\right\}_{m=1}^{\infty}$ be a sequence of independent identically distributed random variables with common distribution $F_{i j}$. Suppose the sequences $\left\{X_{m}(i, j)\right\}_{m=1}^{\infty}$, $i, j=1, \ldots, N$, and $\left\{\kappa_{n}\right\}$ are mutually independent. We set $S_{0}=0, S_{n}=$ $S_{n-1}+X_{n}\left(\kappa_{n-1}, \kappa_{n}\right)$ for $n \geq 1$, and $M_{\infty}=\sup _{n \geq 0} S_{n}$.

Let $\varphi(x), x \in \mathbb{R}$, be a submultiplicative function, i.e. $\varphi(x)$ is a finite, positive, Borel measurable function such that

$$
\begin{equation*}
\varphi(0)=1, \quad \varphi(x+y) \leq \varphi(x) \varphi(y), \quad x, y \in \mathbb{R} \tag{1}
\end{equation*}
$$

It is well known [5, Section 7.6] that

$$
\begin{align*}
-\infty<r_{-}(\varphi):=\lim _{x \rightarrow-\infty} & \frac{\log \varphi(x)}{x}=\sup _{x<0} \frac{\log \varphi(x)}{x} \\
& \leq \inf _{x>0} \frac{\log \varphi(x)}{x}=\lim _{x \rightarrow \infty} \frac{\log \varphi(x)}{x}:=r_{+}(\varphi)<\infty . \tag{2}
\end{align*}
$$
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Here are some examples of such functions on $[0, \infty): \varphi(x)=(1+x)^{r}, r>0$; $\varphi(x)=\exp \left(c x^{\beta}\right)$ with $c>0$ and $\beta \in(0,1) ; \varphi(x)=\exp (r x), r \in \mathbb{R}$. Moreover, if $R(x), x \in \mathbb{R}_{+}$, is a positive, ultimately nondecreasing regularly varying function at infinity with a nonnegative exponent $\beta$ (i.e. $R(t x) / R(x) \rightarrow t^{\beta}$ for $t>0$ as $x \rightarrow \infty$ [4, Section VIII.8]), then there exist a nondecreasing submultiplicative function $\varphi(x)$ and a point $x_{0} \in(0, \infty)$ such that $c_{1} R(x) \leq \varphi(x) \leq c_{2} R(x)$ for all $x \geq x_{0}$, where $c_{1}$ and $c_{2}$ are some positive constants [12, Proposition]. The product of a finite number of submultiplicative functions is again a submultiplicative function.

Consider the collection $S(\varphi)$ of all complex-valued measures $\theta$ defined on the $\sigma$-algebra $\mathcal{B}$ of Borel subsets of $\mathbb{R}$ and such that

$$
\|\theta\|_{\varphi}:=\int_{\mathbb{R}} \varphi(x)|\theta|(\mathrm{d} x)<\infty ;
$$

here $|\theta|$ stands for the total variation of $\theta$. The collection $S(\varphi)$ is a Banach algebra with norm $\|\cdot\|_{\varphi}$ by the usual operations of addition and scalar multiplication of measures, the product of two elements $\nu$ and $\theta$ of $S(\varphi)$ is defined as their convolution $\nu * \theta$ [5, Section 4.16]. The unit element of $S(\varphi)$ is the Dirac measure $\delta_{0}$, i.e. the atomic measure of unit mass at the origin. The Laplace transform of an element $\theta \in S(\varphi)$ is defined by $\hat{\theta}(s):=\int_{\mathbb{R}} \exp (s x) \theta(\mathrm{d} x)$. By (2), this integral converges absolutely with respect to $|\theta|$ for all $s$ in the strip $\left\{s \in \mathbb{C}: r_{-}(\varphi) \leq\right.$ $\left.\Re s \leq r_{+}(\varphi)\right\}$. Obviously, $\hat{\delta}_{0}(s) \equiv 1$.

In what follows, we shall assume that $\varphi(x) \equiv 1$ on $(-\infty, 0)$. Then, by (1), $\varphi(x)$ is nondecreasing and, by (2), $r_{+}(\varphi) \geq 0$. Conversely, if a nondecreasing function $\varphi(x), x \geq 0$, satisfies (1) for all $x, y \geq 0$ and $r_{+}(\varphi) \geq 0$, then putting $\varphi(x) \equiv 1$ on $(-\infty, 0)$ we obtain a submultiplicative function on the whole real line $\mathbb{R}$.

We shall assume throughout that $M_{\infty}<\infty$ almost surely. In particular, this is the case if the "stationary" expectation of $S_{1}$ is negative, i.e. $\mathrm{E}_{\pi} S_{1}:=$ $\sum_{i, j=1}^{N} \pi_{i} p_{i j} E X_{1}(i, j)<0$. Denote $\mathrm{P}_{i}(\cdot)=\mathrm{P}\left(\cdot \mid \kappa_{0}=i\right)$ and let $\mathrm{E}_{i}, i=1, \ldots$, $N$, stand for the corresponding expectations.

The aim of the present note is to derive conditions for $\mathrm{E}_{i} \varphi\left(M_{\infty}\right)<\infty$ and related results, where $\varphi(x), x \geq 0$, is a nondecreasing submultiplicative function. In the case of usual random walks, ordinary moments of the supremum, i.e. $E M_{\infty}^{k}$, were studied in [8] and the submultiplicative moments $\mathrm{E} \varphi\left(M_{\infty}\right)$ in [12] (see also the references therein).

## 1. Preliminaries

Denote by $S\left(\gamma^{\prime}, \gamma\right)$ the Banach algebra $S(\varphi)$ for the following choice of the submultiplicative function $\varphi(x): \varphi(x):=\exp \left(\gamma^{\prime} x\right)$ for $x<0$ and $\varphi(x):=\exp (\gamma x)$
for $x \geq 0$; here $0 \leq \gamma^{\prime} \leq \gamma$.
Suppose a matrix $\mathbf{B}=\left(B_{i j}\right)$ is made up of elements of $S(\varphi)$. Then $\hat{\mathbf{B}}(s)$ will denote the matrix ( $\left.\hat{B}_{i j}(s)\right)$ of the corresponding Laplace transforms, and we shall write $\hat{\mathbf{B}}(s) \in \hat{S}(\varphi)$.

Let $\psi(x), x \in \mathbb{R}$, be a submultiplicative function such that $r_{-}(\psi)=\gamma^{\prime}$ and $r_{+}(\psi)=\gamma$. In view of (2), it is clear that $S(\psi) \subset S\left(\gamma^{\prime}, \gamma\right)$. Denote by $\mathcal{H}_{1}$ and $\mathcal{H}$ the collections of all homomorphisms of $S(\psi)$ and $S\left(\gamma^{\prime}, \gamma\right)$ into $\mathbb{C}$ respectively. Looking at the structure of an arbitrary $h_{1} \in \mathcal{H}_{1}$ [11, Theorem 2], we see that $h_{1}=\left.h\right|_{S(\psi)}$ for a uniquely determined $h \in \mathcal{H}$. Conversely, for each $h \in \mathcal{H}$, $\left.h\right|_{S(\psi)} \in \mathcal{H}_{1}$. It follows from the general theory of Banach algebras that an element $\nu \in S(\psi)$ is invertible in $S(\psi)$ if and only if $h_{1}(\nu) \neq 0$ for all $h_{1} \in \mathcal{H}_{1}$. Also, for $\nu \in S\left(\gamma^{\prime}, \gamma\right)$, there exists an inverse $\nu^{-1} \in S\left(\gamma^{\prime}, \gamma\right)$ if and only if $h(\nu) \neq 0$ for all $h \in \mathcal{H}$. Suppose now that $\nu \in S(\psi)$ is invertible in $S\left(\gamma^{\prime}, \gamma\right)$. Then, in view of the above, $\nu^{-1} \in S(\psi)$. The following lemma says that this property remains valid in the matrix case.

Lemma 1. Let $\mathbf{U}$ be an $N \times N$ matrix whose entries are elements of $S(\psi)$. Suppose that $\hat{\mathbf{U}}(s)$ is invertible in $\hat{S}\left(\gamma^{\prime}, \gamma\right)$, i.e. the entries of $[\hat{\mathbf{U}}(s)]^{-1}$ are elements of $\hat{S}\left(\gamma^{\prime}, \gamma\right)$. Then $[\hat{\mathbf{U}}(s)]^{-1} \in \hat{S}(\psi)$.

Proof. The function $\operatorname{det} \hat{\mathbf{U}}(s)$ is a linear combination of products of $N$ factors. These factors are the Laplace transforms of elements of the matrix $\mathbf{U} \in S(\psi)$. Hence $\operatorname{det} \hat{\mathbf{U}}(s)$ is the Laplace transform $\hat{\alpha}(s)$ of some measure $\alpha \in S(\psi)$. Denote by $\hat{\mathbf{M}}(s)$ the adjugate matrix of $\hat{\mathbf{U}}(s)$. By the same reason, $\hat{\mathbf{M}}(s) \in \hat{S}(\psi)$. Since $[\hat{\mathbf{U}}(s)]^{-1} \in \hat{S}\left(\gamma^{\prime}, \gamma\right), \operatorname{det}\left\{[\hat{\mathbf{U}}(s)]^{-1}\right\}$ is the Laplace transform of some $\beta \in S\left(\gamma^{\prime}, \gamma\right)$. We have $\alpha * \beta=\delta_{0}$, i.e. $\alpha$ is invertible in $S\left(\gamma^{\prime}, \gamma\right)$. By the discussion preceding the lemma, $\alpha$ is invertible in $S(\psi): \beta=\alpha^{-1} \in S(\psi)$. We have $[\hat{U}(s)]^{-1}=$ $\hat{\mathbf{M}}(s) \hat{\beta}(s) \in \hat{S}(\psi)$.

Let $\mathbf{A}$ denote the $N \times N$ matrix $\left(p_{i j} F_{i j}\right)$ and $\delta_{i j}$ the Kronecker delta. Put

$$
\mathbf{U}(s):=\left(\frac{s+1}{s} \delta_{1 i}+\delta_{i j}\left(1-\delta_{1 j}\right)\right)
$$

$\mathbf{J}:=\operatorname{diag}\left(\pi_{1}, \ldots, \pi_{N}\right)$ and $\mathbf{B}(s):=\mathbf{U}(s) \mathbf{J}$. Then

$$
\mathbf{B}(s)=\left(\begin{array}{cccc}
\frac{s+1}{s} \pi_{1} & \frac{s+1}{s} \pi_{2} & \ldots & \frac{s+1}{s} \pi_{N} \\
0 & \pi_{2} & \ldots & 0 \\
\cdots \ldots & \ldots & \ldots & \ldots
\end{array}\right)
$$

Let I be the $N \times N$ identity matrix. Set $\eta(x):=\inf \left\{n \geq 1: S_{n}>x\right\}$. Define $\chi(x):=S_{\eta(x)}-x$ and $\bar{s}_{n}:=\max _{1 \leq m \leq n} S_{m}$.

Denote by $\lambda(\gamma)$ the maximal positive eigenvalue of the matrix $\hat{\mathbf{A}}(\gamma)$.
We shall need the following result [ 1 , Theorem 2].
Theorem 2. Let $\mathbf{A} \in S(0, \gamma)$ for some $\gamma \geq 0$ and let $\lambda(\gamma)<1$ in case of $\gamma>0$. Suppose the expectations $\mathrm{E} X_{1}(i, j), i, j=1, \ldots, N$, are finite and $\mathrm{E}_{\pi} S_{1} \in(-\infty, 0)$. Assume the $F_{i j}$ are absolutely continuous for all $i, j=1, \ldots$, $N$. Then

$$
\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)]=\left[\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)\right] \hat{\mathbf{A}}_{+}(s), \quad 0 \leq \Re s \leq \gamma
$$

where

$$
\begin{gather*}
\hat{\mathbf{A}}_{-}(s)=\mathbf{I}-\left(\sum_{n=1}^{\infty} \int_{-\infty}^{0} \mathrm{e}^{s x} \mathrm{P}_{i}\left(\bar{s}_{n-1}<S_{n} \in \mathrm{~d} x, \kappa_{n}=j\right)\right) \\
\hat{\mathbf{A}}_{+}(s)=\mathbf{I}-\left(\int_{0}^{\infty} \mathrm{e}^{s x} \mathrm{P}_{i}\left(\chi(0) \in \mathrm{d} x, \kappa_{\eta(0)}=j\right)\right) \tag{3}
\end{gather*}
$$

moreover, the matrices $\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)$ and $\hat{\mathbf{A}}_{+}(s)$ have inverses in $\hat{S}(0, \gamma)$.
In general, the factorization $\mathbf{I}-\hat{\mathbf{A}}(s)=\hat{\mathbf{A}}_{-}(s) \hat{\mathbf{A}}_{+}(s)$ holds regardless of whether the $F_{i j}$ are absolutely continuous or not [3, Theorem 4.1] (in the latter case, the matrix $\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)$ may not have an inverse in $\left.\hat{S}(0, \gamma)\right)$. Notice also that the invertibility of $\mathbf{A}_{+}$in $S(0,0)$ is valid without the requirement that the $F_{i j}$ be absolutely continuous. Actually, $\mathbf{G}_{+}:=\delta_{0} \mathbf{I}-\mathbf{A}_{+}$is a matrix of nonnegative measures such that the spectral radius of $\mathbf{G}_{+}(\mathbb{R})$ is less than 1 , due to the fact that $\mathrm{E}_{\pi} S_{1}<0[3$, Proposition 4.2$]$. So we have $\sum_{m=0}^{\infty}\left[\mathbf{G}_{+}(\mathbb{R})\right]^{m}<\infty$ [6, Corollary 5.6.13], i.e. $\sum_{m=0}^{\infty} \mathbf{G}_{+}^{m *}$ is a finite matrix measure; here $\mathbf{G}_{+}^{m *}$ is the $m$-fold convolution of the matrix measure $\mathbf{G}_{+}$. It is easily checked that $\mathbf{A}_{+}^{-1}=\sum_{m=0}^{\infty} \mathbf{G}_{+}^{m *}$.

Further, suppose $\hat{\mathbf{A}}(\gamma)<\infty, \gamma>0$. Choose $\gamma^{\prime} \in(0, \gamma)$. The matrix I- $\hat{\mathbf{A}}(s)$ admits the right canonical factorization $\mathbf{I}-\hat{\mathbf{A}}(s)=\hat{\mathbf{A}}_{-}(s) \hat{\mathbf{A}}_{+}(s)$ for all $\gamma^{\prime} \leq$ $\Re s \leq \gamma$, where the matrices $\hat{\mathbf{A}}_{-}(s)$ and $\hat{\mathbf{A}}_{+}(s)$ have the same meaning as before and possess inverses in $\hat{S}\left(\gamma^{\prime}, \gamma\right)$ [2, Proposition 1] (see also [9]).

The following relation is a consequence of [10, Theorem 2.2] (see [2]):

$$
\begin{align*}
& \mathbf{I}-\left(\mathrm{P}_{i}\left(M_{\infty}>0, \kappa_{\eta(0)}=j\right)\right)-\left(\int_{0+}^{\infty} \mathrm{e}^{s x} \mathrm{dP}_{i}\left(M_{\infty}>x, \kappa_{\eta(x)}=j\right)\right) \\
&=\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1} \hat{\mathbf{A}}_{+}(0), \quad \Re s=0 . \tag{4}
\end{align*}
$$

Let $\mathbf{W}$ denote the $N \times N$ matrix ( $W_{i j}$ ), where the measures $W_{i j}$ are defined by the relations $W_{i j}((-\infty, 0)):=0$,

$$
W_{i j}((x, \infty)):=\mathrm{P}_{i}\left(M_{\infty}>x, \kappa_{\eta(x)}=j\right), \quad x>0
$$

and $W_{i j}(\{0\}):=\delta_{i j}-\mathrm{P}_{i}\left(M_{\infty}>0, \kappa_{\eta(0)}=j\right), i, j=1, \ldots, N$. It follows that (4) may be rewritten as

$$
\begin{equation*}
\hat{\mathbf{W}}(s)=\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1} \hat{\mathbf{A}}_{+}(0), \quad \Re s=0 \tag{5}
\end{equation*}
$$

## 2. Main results

Let $\nu$ be a finite complex-valued measure. Define

$$
T \nu(A):=\int_{A} n_{1}(x) \mathrm{d} x, \quad A \in \mathcal{B}
$$

where $n_{1}(x):=-\nu((-\infty, x])$ for $x<0$ and $n_{1}(x):=\nu((x, \infty))$ for $x \geq 0$. If $\int_{\mathbb{R}}|x||\nu|(\mathrm{d} x)<\infty$, then $T \nu$ is a finite complex-valued measure and its Laplace transform $(T \nu)^{\wedge}(s)$ is equal to $[\hat{\nu}(s)-\hat{\nu}(0)] / s, \Re s=0$. If $\mathbf{B}=\left(B_{i j}\right)$ is a matrix whose entries are finite complex-valued measures, then $T B$ will denote the matrix ( $T B_{i j}$ ).

Theorem 3. Let $\varphi(x), x \geq 0$, be a nondecreasing submultiplicative function. Suppose $\mathrm{E}_{\pi} S_{1} \in(-\infty, 0)$ and $W_{i j} \in S(\varphi)$ for all $i, j$. If $\gamma:=r_{+}(\varphi)>0$, assume additionally that $\lambda(\gamma)<1$. Then $p_{i j} \int_{0}^{\infty} \varphi(x) T F_{i j}(\mathrm{~d} x)<\infty$ for all $i, j$.

ThEOREM 4. Let $\varphi(x), x \geq 0$, be a nondecreasing submultiplicative function. If $\gamma=r_{+}(\varphi)>0$, assume that $\lambda(\gamma)<1$. Suppose $p_{i j} \int_{0}^{\infty} \varphi(x) T F_{i j}(\mathrm{~d} x)<\infty$ for all $i, j$ and $\mathrm{E}_{\pi} S_{1} \in[-\infty, 0)$. Then $\mathrm{E}_{i} \varphi\left(M_{\infty}\right)<\infty$ for all $i$. Suppose that all the $F_{i j}$ are absolutely continuous, $p_{i j} \int_{0}^{\infty} \varphi(x) T F_{i j}(\mathrm{~d} x)<\infty$ for all $i, j$, and $\mathrm{E}_{\pi} S_{1} \in(-\infty, 0)$. Then $W_{i j} \in S(\varphi)$ for all $i, j$.

Proof of Theorem 3. By (5), $\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1} \in \hat{S}(\varphi) \subset \hat{S}(0, \gamma) \subset \hat{S}(0,0)$. If $\gamma>0$, then, by the discussion after Theorem 2, $\mathbf{A}_{+} \in S\left(\gamma^{\prime}, \gamma\right)$ for every $\gamma^{\prime} \in(0, \gamma)$. Since $\mathbf{A}_{+}$is a finite matrix measure concentrated on $[0, \infty)$, we have $\mathbf{A}_{+} \in$ $S(0, \gamma)$. Applying Lemma 1, we obtain $\mathbf{A}_{+} \in S(\varphi)$. It follows from $\mathrm{E}_{\pi} S_{1} \in$ $(-\infty, 0)$ that $\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)] \in \hat{S}(0,0)$, since the $(1, j)$-entry of $\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)]$ is equal to

$$
\begin{align*}
\frac{s+1}{s}\left[\pi_{j}-\sum_{i=1}^{N} \pi_{i} p_{i j} \hat{F}_{i j}(s)\right] & =\frac{s+1}{s} \sum_{i=1}^{N} \pi_{i} p_{i j}\left[1-\hat{F}_{i j}(s)\right] \\
& =\sum_{i=1}^{N} \pi_{i} p_{i j}\left[1-\hat{F}_{i j}(s)-\left(T F_{i j}\right)^{\wedge}(s)\right] \tag{6}
\end{align*}
$$

We have

$$
\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)=\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)]\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1} \in \hat{S}(0,0)
$$

Since the entries of $\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)$ are the Laplace transforms of finite measures concentrated on $(-\infty, 0]$, it is clear that $\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s) \in \hat{S}(\varphi)$. Therefore,

$$
\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)]=\left[\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)\right] \hat{\mathbf{A}}_{+}(s) \in \hat{S}(\varphi)
$$

Since all the $\pi_{i}$ are positive, relation (6) implies $p_{i j} T F_{i j} \in S(\varphi)$.
Q.E.D.

Proof of Theorem 4. Let $F$ be an arbitrary distribution. Then $T F \in S(\varphi)$ implies $F \in S(\varphi)$ [12, proof of Theorem 2]. Hence $\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)] \in \hat{S}(\varphi)$. Now suppose that all the $F_{i j}$ are absolutely continuous and $\mathrm{E}_{\pi} S_{1} \in(-\infty, 0)$. Applying Theorem 2, we have $\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1}=\{\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)]\}^{-1}\left[\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)\right]$. By Lemma 1, $\{\mathbf{B}(s)[\mathbf{I}-\hat{\mathbf{A}}(s)]\}^{-1} \in \hat{S}(\varphi)$. Further, $\mathbf{B}(s) \hat{\mathbf{A}}_{-}(s)$, being a matrix of Laplace transforms of measures on $(-\infty, 0]$, is an element of $\hat{S}(\varphi)$. Hence $\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1} \in \hat{S}(\varphi)$, which implies $\mathbf{W} \in S(\varphi)$.

The general case is considered as follows. Let $\left\{Y_{m}(i, j)\right\}_{m=1}^{\infty}, i, j=1, \ldots, N$, be sequences of independent identically distributed random variables with uniform distribution on $[0, h]$, which are independent of all $\left\{X_{m}(i, j)\right\}_{m=1}^{\infty}$ and $\left\{\kappa_{n}\right\}_{n=0}^{\infty}$. Consider the random variables $X_{m}^{\prime}(i, j):=X_{m}(i, j)$ if $X_{m}(i, j) \geq b$ and $X_{m}^{\prime}(i, j):=b$ if $X_{m}(i, j)<b$ for a sufficiently remote negative level $b$. We now form a new random walk $\left\{S_{n}^{*}\right\}$ just in the same way as $\left\{S_{n}\right\}$ upon replacing the $X_{m}(i, j)$ by $X_{m}^{*}(i, j):=X_{m}^{\prime}(i, j)+Y_{m}(i, j)$. Clearly, $M_{\infty}^{*}:=\sup _{n \geq 0} S_{n}^{*} \geq M_{\infty}$. By choosing $|b|$ sufficiently large and $h$ sufficiently small, we can achieve that $\mathrm{E}_{\pi} S_{1}^{*} \in(-\infty, 0)$ and $\lambda^{*}(\gamma)<1$ (the latter follows from the fact that the maximal eigenvalue of a nonnegative matrix depends analytically on its entries; the superscript $*$ denotes the corresponding quantities for the new random walk $\left\{S_{n}^{*}\right\}$ ). Moreover, the underlying matrix $\mathbf{A}^{*}$ for $\left\{S_{n}^{*}\right\}$ possesses the following property: $T \mathbf{A}^{*} \in S(\varphi)$. In fact, choose an arbitrary element $G=p_{i j} F_{i j}^{*}$ with $p_{i j}>0$, where $F_{i j}^{*}$ stands for the common distribution of the random variables $X_{m}^{*}(i, j)$. Then

$$
\begin{aligned}
\frac{1}{p_{i j}} \int_{0}^{\infty} \varphi(x) G((x, \infty)) \mathrm{d} x \leq & \int_{0}^{\infty} \varphi(x) F_{i j}((x-h, \infty)) \mathrm{d} x \\
& \leq h \varphi(h)+\varphi(h) \int_{0}^{\infty} \varphi(x) F_{i j}((x, \infty)) \mathrm{d} x<\infty
\end{aligned}
$$

By the already proven, $\mathrm{E}_{i} \varphi\left(M_{\infty}^{*}\right)<\infty$, and hence $\mathrm{E}_{i} \varphi\left(M_{\infty}\right)<\infty$.
Q.E.D.

Suppose now that $\varphi(x) / \exp \left(\gamma^{\prime} x\right), x \geq 0$, is nondecreasing for some $\gamma^{\prime} \in$ $\left(0, r_{+}(\varphi)\right]$. This assumption is not a very restrictive one since, in view of (2),
$\varphi(x) / \exp \left[r_{+}(\varphi) x\right] \geq 1$ for all $x \geq 0$. In this case we can somewhat strengthen the assertions of Theorems 3 and 4, admitting the possibility $\mathrm{E}_{\pi} S_{1}=-\infty$ in both implications.

ThEOREM 5. Let $\varphi(x), x \geq 0$, be a submultiplicative function such that $\gamma=$ $r_{+}(\varphi)>0$ and $\varphi(x) / \exp \left(\gamma^{\prime} x\right)$ is nondecreasing for some $\gamma^{\prime} \in(0, \gamma]$. Suppose $\mathrm{E}_{\pi} S_{1} \in[-\infty, 0)$ and $\lambda(\gamma)<1$. Then $\mathbf{W} \in S(\varphi)$ if and only if $\mathbf{A} \in S(\varphi)$. The relation $\mathbf{W} \in S(\varphi)$ clearly implies $\mathrm{E}_{i} \varphi\left(M_{\infty}\right)<\infty$ for all $i$.

Proof. Put $\psi(x):=\exp \left(\gamma^{\prime} x\right)$ for $x<0$ and $\psi(x):=\varphi(x)$ for $x \geq 0$. Then $\psi(x)$, $x \in \mathbb{R}$, is obviously a submultiplicative function with $r_{-}(\psi)=\gamma^{\prime}$ and $r_{+}(\psi)=\gamma$. Suppose first $\mathbf{W} \in S(\varphi)$. For a finite measure $\nu$, we have $\nu \in S(\psi) \Leftrightarrow \nu \in S(\varphi)$. It follows that $\mathbf{W} \in S(\psi)$. By (5), $\left[\hat{\mathbf{A}}_{+}(s)\right]^{-1} \in \hat{S}(\psi)$. By Lemma $1, \hat{\mathbf{A}}_{+}(s) \in$ $\hat{S}\left(\gamma^{\prime}, \gamma\right) \Rightarrow \hat{\mathbf{A}}_{+}(s) \in \hat{S}(\psi)$. Since $\mathbf{A}_{-}$is concentrated on $(-\infty, 0], \mathbf{A}_{-} \in S(\psi)$. Hence $\mathbf{A}=\delta_{0} \mathbf{I}-\mathbf{A}_{-} * \mathbf{A}_{+} \in S(\psi)$, i.e. $\mathbf{A} \in S(\varphi)$.

We now prove the converse assertion. Suppose $\mathbf{A} \in S(\varphi)$. Since $\mathbf{A}_{-}$is concentrated on $(-\infty, 0], \mathbf{A}_{-} \in S(\psi)$. There exists $\mathbf{A}_{-}^{-1} \in S\left(\gamma^{\prime}, \gamma\right)$ (see the corresponding discussion after Theorem 2). By Lemma $1, \mathbf{A}_{-}^{-1} \in S(\psi)$. It follows that $\mathbf{A}_{+}=\mathbf{A}_{-}^{-1} *\left(\delta_{0} \mathbf{I}-\mathbf{A}\right) \in S(\psi)$. Again by Lemma 1, we have $\mathbf{A}_{+}^{-1} \in S(\psi)$. By (5), $\mathbf{W} \in S(\psi)$.

Remark 1. Examining the proofs above, we see that assertions similar to Theorems 3,4 and 5 are also valid for submultiplicative moments of the first positive $\operatorname{sum} \chi(0)$ (see (3)). We only need to replace $\mathrm{E}_{i} \varphi\left(M_{\infty}\right)$ by $\mathrm{E}_{i} \varphi(\chi(0))$ in their statements throughout.
Remark 2. The exact tail behaviour of $M_{\infty}$ and $\chi(0)$ for Markov-modulated random walks has been studied in [1] in the context of $\mathcal{S}(\gamma)$-distributions, $\gamma \geq 0$. The subexponential tail behaviour of $M_{\infty}$ in the case of Markov-modulation has been considered in [7].
Remark 3. If $\lambda(\gamma)=1$ or if $\lambda(\gamma)>1, \gamma>0$, then the distribution of $M_{\infty}$ is highly influenced by the roots of the characteristic equation $\operatorname{det}(\mathbf{I}-\hat{\mathbf{A}}(s))=0$, which lie in the strip $\{s \in \mathbb{C}: 0<\Re s \leq \gamma\}$, and Theorems 3-5 do not hold. The cases $\lambda(\gamma)=1$ and $\lambda(\gamma)>1$ for some $\gamma>0$ will be dealt with in another paper.
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