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I. Introduction.

Let {X;} be a sequence of random variables. For each positive integer n,
let f(x?:60) be the density, with respect to a o-finite measure v*, of X7=(X,,
-+, X,) at the point x? (of the appropriate space) when @ is the value of the
(unknown to the statistician) parameter. The latter is a point of the known open
set © which is a subset of the real line. An estimator (of #) is a Borel measura-
ble function of X7 with values in 6.

For each n let k(n) be a normalizing factor for the family f(x7::). Let R
be a bounded, Borel measurable subsets of the real line. A maximum probability
estimator (with respect to R) is one which maximizes, with respect to d,

Sf(x’f:ﬁ)dﬂ,

the integral being over the set {d—-—R—}. For simplicity we assume that there

k(n)

is a unique maximum.
Let >0 be any number. We shall say that a sequence {f,} is in H(h) (for
a special point which below will always be 84), if |2(n)(@,—0w)|=h for n=
1,2, ---. The symbols Py, and Ej, are to denote, respectively, the probability
(of an event) and expected value when 8’ is the “true” value of the parameter.
The following theorem was proved by Weiss and Wolfowitz (1967).

Theorem. Let M, be a maximum probability. estimator with respect to R such
that :
For any h>0 and any sequence {0,} in H(h) we have

(L.D) lim Py, (k(n)(Mn—01)E R)= p(000), say .

Let ¢ and 0 be arbitrary but positive. For h sufficiently large we have, for any
sequence {60,} in H(h)

(1.2) liT..Lnf Py (| k(n)(Mr—04,)| <0h)=1—¢
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Let T, be any (competing) estimators such that for any h>0 and any sequence
{60.} in H(h) we have

(1.3) lim IPon(k(n)(Tn—ﬁn)ER)~Po;0(k(n)(Tn?0oo)ER) | =0

Then
(1.4) lirﬁl*iup Po (R(n)(T7r—00)ER)= p(040) .

In a series of interesting papers of which is the first, Ibragimov and
Khas’'minskii have developed a new approach to the asymptotic distribution
theory of statistical estimators based on independent observations and in
Wolfowitz proved that if the conditions of Ibragimov and Khas’minskii with
two additional ones hold, then [1.1) and [1.2) are satisfied, and so the maxmum
probability estimator M, is asymptotically efficient in the sense of

In this paper, we prove that under the conditions of Yoshihara the
analogous result to Wolfowitz’s one in holds for the maximum probability
estimators constructed by a sequence {£,} of observations which satisfies some
absolute regularity condition.

2. Regularity conditions.

Let © be an open set in the real line. Suppose that a family of probability
spaces {(2, g, Py), 06} is given. Let {£,, —oo<n<oo} be a strictly stationary
sequence of random variables with values in the measurable space (X, A). Let

n
&n=(&m, -, &n) denote a random element in the direct product X*-™*'= X

1=m
X(X;=X, i=m, -+, n), let F% denote the smallest s-algebra generated by &2,
and let P} be the projection of the measure Py on F7%.

We assume that the sequence {£,} satisfies an absolute regularity (a.r.)
condition

2.1 Bn=p(n)=sup B(n, 6) 1 0

as n—oo where for each 06

(2.2) B(n, 0)=Ee(sup |Ps(a|F2x)—Pos(A)|)
A€

and E4(-) denotes the expectation with respect to Ps(-).
n
Let (X, 4, v) be a measurable space with o-finite measure v. Put Jl"=1><1

A A=A, i=1, ---, n)(n=1). For each 66 let Py and P}(n=1) be the pro-
bability measures defined respectively by

Pi(A)=P¢€1cA) (Aed™)
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and
Py(A)=Py(t>.cA) (AsA™).

We assume that the measure P} is absolutely continuous with respect to the
product measure y*=vX -« Xy and defines the probability density
dP;
dy®

which is A" X #-measurable. Here, x?=X?-9*! and @ is the smallest g-algebra
of all Borel subsets of the real line. For n=p=1 and 06 let f(x3|x?%, 0) be
the conditional probability density function or the probability density function, i.e.,

(2.4) Pyl 'eB, {3 A)

(2.3) f(x1, 0)= (x1).

={, rers ope-dxey | rapianm, owrorriday)
(Be AP~ and AsA"~?PH)

where f(x7?|x$, 8)=f(x%, 6) denotes the probability density function.
We postulate the following regularity conditions which are those of Yoshihara

(5]

Conditions of group. 1. 1,. The parameter set © is an open interval (bounded
or unbounded) of the real line.

I, For any n the functions f(x,|x?"!, ) are defined for all x7 X" and O
and are A"X @-measurable.

I,. If §+6’, then P4+Py.. More precisely, if +6’, then for all n and p(n=p)
and for v?-!-almost all x?%-!

@5 [ | FGRIRE, )= Fs} xR, 61577 Hdx)>0

Whenever the integrations with respect to x% are over all of X" ?*!' we shall
agree to omit the region of integration and to write v(d x}) instead of v™~?*(d x}3).

Conditions of group II. 1I,. For any n(n=1) and for any fixed x}, the func-
tion f(x.|x2"Y, 6) is defined and continuously twice differentiable in the closure

6° of 0.
We put
2.6) Fel xR, By=— fx31 27, 6).

Il,, For all n(=1) and for y*!-almost all x%-*

@7 [7rentzrs, omtdxn=—2{ roxal 21, O3 drn)=0
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For any n and &k(n=k), let

f,(EnlE _1 0) . s
(2.8) U, o(0)=1 TEa1E80) if  FEal€27 6)>0
0 s otherwise .

II,, There exists a number 6(>0) such that

(2.9) supsup Eg|Un,1(0)]**< o0
€6 nz1
and
(2.10) sup sup E, |- 2Yn.1(0) |2+
€O nz1 60

For each n(=1) and for each #<86, put

2.11) 16,1871, 0)=E|U, .(6)?

and for each =6

2.12) [(6)=lim —— ¥ 2.(6)
n-oo N i=1

where

(2.13) g«(0)=I(&:l1, 0)+2j§+1Eo{Ui,l(ﬁ)Uj,l(ﬁ)} (=1, 2, --)

(The existence of limits in the right-hand side of [2.12) and [2.13), respectively,
are verified in Propositions 3.2 and 3.3 (below)).

II,. I(0) is a positive and continuous function of 8=,
I, There exists a number d(=0) such that
(2.14) sup (I+168])%I(f)<co.
Conditions of group III. 1II,. The sequence {B(n)} defined by satisfy
the condition
(2.15) B(n)=0(e~*1") (n—oo0) for some 4,>0.
[II,. For any ¢>0 and %k(=1), let
(2.16) 7k, 0, c)= sup sup{Es|Uy 1(0")—Un, »-2(6")]*}"*

161 -8isc nzk
There exists a positiwe number ¢, such that
(2.17) Te=7(R)=supr(k, 6, c,)=0(e"*2") (n— o) for some 1,>0.
as k—oo,

Conditions of group IV. 1V,. There exists a positive number d, such that
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for all @ and ¢’ in @

(218)  sup ess-sup]0—0’|d15\/f(xn|x’1"1, BT a7, 0)w(dx )< o

n-1
Ty

IV,. Let {a,} be any sequence with limit @, say. For any A>0 and any
sequence {f.} in H(h). we have

(2.19) sup H\/f(xnlx'f‘l, ) xnx L Ot am)v(dxa)

— (VI B G T, oo @ u(dnn)| —> 0

Remark 2.1. If Conditions I-III are satisfied, then it is obvious that for any
fixed p, g and €6 {f'(E717167-q 0)/f(ERTTIER- O, n=0, £1, 2, -+ is a
strictly stationary sequence satisfying the a.r. condition with g*(n)=1if n=<p-+gq
and =B8(n—p—q) if n>p+q.

Remark 2.2, It is obvious that the condition 7(n)=O0(e-%*2") is satisfied if
{6} possesses the »-th order Markov property, where r=1, i.e., for any 06

P0(§n+16A|EO; M) En):P0(§n+1EAI§n—r+b Ty E‘n) (ngr—l) .

In what follows, K(with or without subscript) will stand for a quantity not
depending on the parameters occurring in the discussion and the same letter K
will be used to denote different constants even within the same formula.

3. Examination of the proofs of [5].

In this section, we always suppose that Conditions I-IV hold.
For any {6,} in H(h) we define

S, Ont-6n""")
f(€%, 04)

For any positive integer n, let p=p(n)=[n*] (a being a number such that 1/2<
a<l), g=q(n)=[n*], I=p+q and k=[n/l], where as usual [s] denotes the in-
teger part of s. Further, let e=¢,=bn"'/% for some b(>0). Let {#,+¢,} bein
H(h). For any >0, let

@.1) Y .(6)=log

f(le’x 0n+€n)

* .
3.2) A%, {x{’. log =20 >r}
(here we agree to set 0/0=1). Further, let
4 m
(3.3) am(s)————lM

Vf(xT, s) C

The following lemma corresponds Conditions II; in Ibragimov and Khas’'minskii
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or Lemma 4.2 in Yoshihara [5]

Lemma 3.1. For any >0
. 1 O pte
(3.4) aim— M asen(dxnds=0
Proof. By the proof of Proposition 3.3 in [5] - and IV,
10)=lim —E, L6 6)

fi—eo f(E 1,

holds uniformly in . So noting Condition IV, and applying the method of
Lemma 4.2 in we have [(3.4), which is desired.

Lemma 3.2. For any >0

(3.5) f(xl, Ov(dx?)=0(k™") (n—o0)"

su S
16- onP<en A

The proof is obtained by the same method as that of Lemma 4.3 in (cf.
the proof of Lemma 2.1 in [2]).

Lemma 3.3. Suppose Conditions 1-1V hold. Then, as n—oo

36 [VIGE Gare T, Tordat)=1— 5 Look-+o(k™)

and

3.7 S\/f(x”lx-q, Onten) f(x8]x2g, 02)f(x2, an)”(dxgq):1_';—Iook_1+0(k_1)

for any {6,} in H(h).

Lemma 3.4. For any positive T

f(le), 0nten) 1 -1 -1
(3.8 Jax 108 TZr gt f et Buwlded ==k Luoolh™)
and
3.9) [ togr LELLwER) £, 0, xty= Lo+l

as n—oo. Here B denotes the complementary set of B.

The proofs of Lemmas 3.3 and are the same as those of Lemmas 4.6 and
4.7 and so are omitted.

Now, by Lemmas 3.2 and the method used in the proof of Theorem 4.1
in [5], we have the following theorem.

Theorem 1. Suppose Conditions 1-1V hold. Then as n—oo the finite dimen-
sional distributions of the stochastic process Y ,(8) converge to the finite-dimensional
distributions of the process
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(3.10) Y():Y(0)=0 Lok~ L

where { is normally distributed with mean zero and variance one.
From Theorem 4.2 in the following theorem easily follows.

Theorem 2. If Conditions 1-IV hold, then there exist two positive numbers b,
and K, such that for any pair (6,1, ) (/71 |0:—80| Zbe, i=1, 2)

.11 E,|1Z3%0:)—Z3%60)| = Ko(0,—01)".

By and the same method as the proof of Lemma 4.9 in [5], we
have the following lemma.

Lemma 3.5. For any K, and N there is a positive cy such that in the region
|6 <K n''?

1
(3.12) Pgn(Zn(6)>W)§ I;IT”

holds for all n sufficiently large.

By IV, and the proof of Lemma 4.10 we have the following lemma (cf. the
proof of Lemma 2.7’ in [4]).

Lemma 3.6. For any positive N, there are numbers n, and K, such that

1 CN

for all n>n, and all |8|>K,n"2
From Lemma 3.5 and 3.6 we have the following theorem.

Theorem 3. Whatever be N>0, there exist an n, and a%constant cy depending
only on N such that for n>n,

1 CN
(3.14) Pooo(l%?&zn(o» 5 )g—AN
_ 1 CnN
(3.15) Po °°(rs 180?2-+1 Zn(0)= j)’s— = r=D).

Finally, let Co=C,(—o0, o) be the space of functions which are continuous
on (—oo, o0) and for which lim f(x)=0 endowed with the usual uniform metric,

& —00

if @=(—o0, c0), put Z,(6)=2Z,(0) and if O=(a, b)#(—oo, o), define a process
Z.(8) as follows:
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Z,,(ﬂ) lf '\/7(0—000)<0<n(b—000),
Z,(0)={0if g=+/n(a—04)—1 or 6=/ (b—8000)+1,

linear and continuous in all other intervals.

Then, by Theorems 1 and 2 we have the following theorem which corresponds
to Theorem 4.4 in [5] (cf. Theorem 2.5 in [17]).

Theorem 4. Suppose that Conditions 1-IVhold. Then the distributions in C,
generated by the process Z, converge as n—oo to the distribution generated by Z.
In particular, if h is a continuous functional on C,, thaen for all x

(3.16) lim Py n(h(Z 1)< x)=Pjg,(h(Z)< x) .

4. Efficiency of estimators.

Let R=(—r, r) and suppose Conditions I-IV hold. Exactly as in the argu-
ment of [4] we obtain from Theorem 3 that for any A>0 and any {6,} in H(h)

@n lim Po, (v 7 (Ma—02)<9)=r/ 22 (" exp(—3Lor*)dx

for every y. So, (1.1) and (1.2) are easily obtained from (4.1). Hence, the maxi-
mum probability estimator M, is asymptotically efficient in the sense of (1.4)
for R=(—r, 7).

Now, let 4, be the maximum likelihood estimator. Then, by the same argu-
ment as that in Section 4 in [4] we can show that 8, is asymptotically efficient
in the sense of (1.4) for R=(—r, r).
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