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1. Let Xi,X:,--- be a sequence of independent identically distributed real
random variables with the common distribution function F. Let So=0, S»=Xi
+--++Xa. Let F* and F~ denote the distribution function of Xi+ and Xi~ re

spectively, and let U*=§) (F-)=* where F"* is the n-fold convolution of a distri-
bution function F' with itself. The purpoze of this note is to prove the following
theorem.
Theorem. Assume that E|Xi|=co. Then
P{S+,>0 i.0.}=0 or 1,

according as

S+°°U—(x)dF+(x)<oo or =co.

-0
This theorem can be used to obtain the following result due to Williamson [5).

Corollary (Williamson). If 1—F-(x)=L(x)x~%, x>0, where 0<a<l and L
varies slowly at + oo, then

P{S.>0 i.0.}=0 or 1,
according as

S+°°[1—F-(x)]—!dF+(x)<oo or =oo.
-0

- We shall give an example which shows that the assumption on the variation
of F~ in the corollary can not be dispensed with.

2. We begin with the proof of the following lemma.

Lemma. Assume F(—0)=0. If f is a non-negative monotone decreasing func-
tion on [0, +o0), then

ﬁof(sn)=oo or <oo w.p.l,
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according as

S“ F®)dU(x)=0 or <oo |

where U= $ Fnk,

Proof. Let Vo= k"gof(sk). Then, since f(S)<f(Sk—S;) w.p.l if <k, we have

EYx= 5 EfS)fiS)= 3 EfS)*+23, EASIAS)
< 3 Ef(Si*+2 3, EAS)EfSi—S)<2] 3 EfS)P=2(EY.)t ,

By Kochen and Stone’s generalization of Borel-Cantelli lemma [4], we have

P{limsup Y./EY~>1}>0.

n—»00

It follows from the Hewitt-Savage zero-one law that if
o “+oo
lim EY»= ZoEf(Sn)=S f(®)dU(x)=co , then lim Ya=oco, w.p.l
”n n= -0 n

This proves the lemma.

The proof of our theorem is an application of a result due to Kesten [3].
The following statement is a slight modification of his theorem and easily derived
from Theorem 5 of [3].

Theorem (Kesten)5 If EXit=co, then

limsuan+/$1Xi‘=+oo w.p.l, or =0 w.pl,

N —+00

and
P{S»>0i.0.}=1 or 0,

according as

lim sup Xa*/ 33 Xi~=+c0 or 0 w.pl.

N -—+00

) -1
Proof of If EXi-<oo, then lim U‘(x)/x=(§+ xdF‘(x)) >0, and

T~ +00 -Q

+ o0
lm Sa/n=-+c0. If EXi*<co, EXi-=oco, then lim Su/n=—oo andS U~(x)dF+(%)
—0

n—+00 N—r00

400" .t """‘ . § ) N
=S [1—=F+*(x)]dU-(x)<oo. Hence if EXi*<oo or EXi~<oo, then the theorem
—0 ) -
is trivial, and therefore we may assume that EX1+;EX1“=+w. Let 1<m<
n:<--- be the successive indices # with X».>0. The random variables
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Vi=Sm-1cicmX; and Wi=X,

are all independent, all V: have the same distribution function G=p 20(1 —p)"(F-)m*,
and all W: have the same distribution function H=1—p(1—F*). It is obvious that

n ny n
lim sup X3/ %X.T=lirl§1 sup Xt/ § Xi=limsup Wa/ L—Z‘i Vi.

n—oo n—sco

1t follows from Kesten’'s theorem that

(1) P{S$.>0 i.0.}=1 or 0,

according as
P(W»> S Viio}=1 or 0.
It is obvious that this is equivalent to
P{Wa> 2 ViiolVi, Va,--}=1 or 0 wpl
Thus by Borel-Cantelli lemma, (1) holds according as
g:lP{Wn> éthVl,Vz,---}=°° or <o w.p.}.
It follows from the relation
P(W> 3 VilVi, Va, - }=1—H(Z V), w.pl,
and from Lemma that (1) holds according as
2| u-awuew =T n-HoE o= or <o,
or equivalently

S”’( 3 G (x)dH(x)=c0 or <oo.

Since dH(x)=pdF*(x), and 3 G"*(x)=1-p(1—p)-1U~(x) for x>0, this implies the
n=1
theorem.

Proof of Corollary. If 1—F-(x)=L(x)x~%, x>0, where 0<a<1 and L varies
slowly at +oo, then it is well-known ([2] p. 446) that

lim [1—F-(x)]JU-(x)=(sin na)/(7a) .

T—+ 400




54 TOSHIO MORI

Hence the corollary follows immediately from [Theoreml.

Example. Let the common distribution of random variables X , X2,°-- be
such that P{X.=kl}=c(k!)™* for k=1, and P{X.=—k!}=c((k—2)!)~* for k>3,
where ¢=(2¢—2)"1. It is easy to verify that

(2) r: [1—F-(t)]'dF+*(x)=c0 or <oo,

according as ¢>1 or 0<#<1. Let #>1, 0<#”<1, and let Xi=Xi—t) X,
Xd=X3—") "Xz, Si=S'=0, Si=X{+---+X,, S/=X/'"+---+X{. It follows
from Kesten’s theorem that P{S,>0i.0.}=P{S/>01.0.}=0 or 1. This fact together
with (2) shows that in Corollary we cannot remove the assumption on the varia-
tion of 1—F-.

Remark. Combined with Theorem 6 of [3] our theorem implies that

(3) lim#n1S,=—oc0 w.p.l,
if and only if E|Xi|=oc and

+ oo

S U-(x)dF+(x) <o .

—0

A sufficient condition for (3) is that there exist constants 0<a<1, C>0 and x>0

for which 1—F~(x)>Cx~* for x> xo and S x*dF*+(x)<oco. In fact 1—F—(x)>Cx—=
0

implies the existence of a distribution function G and a constant M >0 such

that G(—0)=0, 1—G(x)=Cx™ for x>M and F-<G. Since (F)"*<G"™, n>1,

we have U-< 3 G"*=0(x*) as x—oo, Thus g U-(x)dF*(x)<o follows. This
n 0

result includes that of Derman and Robbins [1], which states that (3) holds if
for some constants 0<a<f<1, C>0 and %<0, F(x)>C|x|~* for x<xs and
S XPdF(%)< oo, '

0
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