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§1. Here a queuing process is considered where each customer is served by servers
simultaneously, the service distributions not being independent. Earlier the same queuing
process is considered by Fujisawa [2] with ‘»’ independent phases. As dependent phases
seem to be more realistic the case of dependent phases is considered in this paper. Exact

results for two phases are given and for more phases the method is pointed out.

The queuing process considered here is as follows. There is only one counter;"
inter arrival times have the negative exponential distribution and independent of service
time. Only one customer is served at a time, queue discipline being first come first served
and a customer is served in dependent phases, the service time distribution in each phase
being negative exponential ; infinite queue is allowed outside the counter.

§2. Let g(x) be the p.d.f. of the service time distribution in each phase. Let
the random variables (%; -+~ %,) describing the service times in # phases have a constant

correlation p; p<l. Then the joint p.d.f.g(x; -+ %) takes a form whose characteristic

function [3].

1—zt10 R —itlﬂp ces Ztlﬁp
D (t, by - tn)= —itsfp  1—it,0 - itu0p

where 6 is the parameter of the service time distribution of a phase. Now (see appendix)
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Then the service time distribution for our queuing process F(x) (say) is the distribution

function of the maximum of (x;, x).
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3. F= " gx, x) dx, dx,
I
—(1— o2 g pzn
4. =6 2 ! * (nt 1 = p)‘)
where
5. r(n, 9= re-v Y=t dy

0
Thus F(x) can be expressed as a mixture where the mixing distribution is given
by the p.d.f.

6. pmy=p*" (1—p?) n=0,1, eenen

and the kernel is

7. G(x,n)=
Similarly it can be seen that

g(xb X2, x3)=0%b exp {—:T(x1+xg+x3)} X

55 ) i A w0 (45 )

5 a2 T

where a=1—p% and b=1—-3p%+2p3

and the distribution function of the maximum is given by

_ had 2n 1 2n , a2-—b r
F(x)— IE] 2'= ( (ib ) (n ') § ( 1) 27:.Cr(-~—4~a~. ) X
¥ (=1 (@2=b)* (§b\TH
£ b

7 [r+m+1,‘2x]< a(’ic )m{ '.12,1”2 r? (n+1,2x)}

where A=a/0b. Thus this can be extended to the case of 7 phases.

In particular when p=0 the service time distributions in these phases become
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independent.
§3. Let
8. F(s)= Jme"” dF (x); s=0
0

Then for two phases
(2n+ 1 / [2+30 _p2):l2n+2 X

F(s)=2(1— p)f(n') D)

9.
oF [1,2 (n+1), n+2,1/2+s0 (1— p%]
where [4]
ab ala+1)b(b+1) ., ...
10. 2F1 (a’ b, ¢ 2 ) 1+ 1-¢c z+ 1:2-ce (c+ 1) Z+

Now putting a=0 (1— p?) and rearranging we have

Jrkdg 1
”)7+f~|: 2n+lcn+1 _(Z_T_*a*s')?.q

Flsj=2(1—p%) 5 2

11.
1 ]

1
27L+2C’n+2 (2+ s)n+§' + +2n+rCn+r (2+a8)n+7

o 2n
=2(1=0" 2, gy a2, O pasp

Let 2 and a; be the means of the inter arrival time distribution and the service time
If W(s) is the Laplace transform of the waiting time

distribution. Let C=1—A4a;.

distribution W (x) then [5]
W(s)=C/{1-2[(1-F(s))/s]}

12.
and if B(s) is the Laplace transform of the distribution of the busy period B(x) then

13. B(s)=F [s+1—AiB(s)] for real s>0.

Equations (12) and (13) give unique solutions and W (x) and B(x) are proper
distribution functions if Aa;<1 and the solution for B(s) is given by

o n-1 n—1
14. Bls)= % fl, dd,,l {F(2+s)}":|

§4. As we are interested in the first two moments of each distribution considered

earlier, we shall find them in this section in terms of the moments of service time
distribution. Let a;, 8; and 7; be the b moments of the distributions of service time
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and busy period respectively. Then from (12)

a4
15. E(W)_ﬁl—'éc—az
A 2, , o
16. E(W2=§. = az+ o5 @ (using L’hospitals’ rule)
Hence
17 V(W):-‘Bg——‘@z:,jﬁa _l____'z_z__ a?
. 1 3C 3 402 3

Similarly from (13)

< . . al
() =y, LTAT @
19. Ep)=r=a;' {775 = T
e a_ @—ai(l—2a;)
20. V(b)—TZ .Tl"' Fjal)a

Thus we have to evaluate a;,a; and az. For this we shall use the following results.

21' Zﬂ; n+rcr— 1 =1 fOI' n=0’ 1,2. ......

r=0 antr

This can easily be proved by‘induction as below. It is easy to verify that (21) is true
for n=0, 1 and 2. Let (21) be true for n=N—1

N-1 1
22. r=2(,) N—1+rCr —zm—‘:l
Then,
B LG

~14r

N N '
=1/2 3 wirsCr o+ 2 wiraCroagirer |

1 1 !
=5 [1+2N—-1CN"2_2N—-1+1—2NCN‘2§"N‘]

=1.
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Hence (21).
From
24- ngo ann-ézzl— s‘ ’—rzcn(—pz)TL:l/ Vj_pz ; l‘o]<1
We have
25. Fs)=21-p) 5 . " ___C,
n=0 (2+as) !
where
> 1 1 » 1
26. Cn=;if1 an4rCnr 2+ as)**r =(1— 1 )n+1 —r%; n4rCr 2+as)
2+as
_ 2+a’S n:j & ] 1
=(15a) =2 =C sy
Hence
—2(1—pt) S o[ 1 1 ¥ S
21. Fls)=2(1—p )nfo P [(1+as)"+1 (2+as) Tfo werCr (2+ as)r+r ]
Differentiating (27) once w.r.t. s’
pzn

n

H(s)=m2a(l—p%) B —
28. F (S)—- —(1—-()2+a3)2 +a r§0 (”+ r+ 1) n+rc7'(2+as)n1.r+2

Using (24) and the fact that considering (24) as a furction of p, where |p|< 1, we can
differentiate (24) w.r.t. p any number of times and get (see appendix)

29. F'(0)=—20+0 [1+} {0* «/ T—p% +(1—p2)*/2}]
=—0[1+3vT=p% 1.

Differentiating (28) once again w.r.t. s we get

F" (s)=4a* (1—-p%) / (1—p*+as)?

30.
pZn

é’ (m47r+1) (n+r+2) n+rCrW

—al
r=0

Hence
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31. F(0)=40 26 (1+ %)+ -5 (1— ¥ (3—20?)
=2 [40-p)+1—p%)F (3-207]

o (1ot 443207 v 16" |

Finally differentiating (30) once again with reference to ‘s’

e — 1202 (1—p?) s 3y (m+r+3)! P2
32. F (S)— (1—p2+as)3 +a r§0 nl 7l (2+as)n+r+4
Hence '
" g3 2 S
33. Fr(0)=—1200+ 37 [8— 146" e

=—30°[2+ + T—p¥ (14?8 |

Hence for the service time distribution :

34. a;=0[1+% v 1—p2]

02 .
35. =0 (1= p)[4+(8—20%) ¥ 1—0"]
36. ay=30% [2+ v T—p? (14+ p?)/8]
37. oi=ay—ai=0%[(7/4) (1—p%)—1

+~/_1:2L2 {(1—p?) (3—20%)—2}]

For waiting time distribution :

38 b= (1= p7) [4+3-2 09 ¥ T=¢ ]
— 46° 2)./ 1— 0%
39. o= (2 (14+ 0% 1= /8]

R (- )[4+ (320 Y 1= T2

and
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40. 7= fa A——[2+(14+p )/ 1=0% /8]

[”’2 ][4+3 20%) y 1= p]

For the distribution of the busy period :

41. =0 (144 vy T=g% 1/ [1-20 (1+} v 1—p?]
2. e 07(1=0?) [4+(3=20% yI=p*]
2 [1-20(1+}y 1—p*e
43. Gi=yi—7?
_ 6 [11—150*+4 4/ 1—p? (2— 5p2+2p) 20 {1+(1/2) / 1= p%}3]

8[1—20{1—%— 1/2)

}]"

Appendix

g(xly xz)‘ 41? IW ‘fwe-i (t1x1+t2z2) @ (tl, tz) dtl dtz

—o0 —00

=_1 J. it x I me 2 T
42 ' ldt C1—Cs tz dtg

where c¢;=1—it, 0, c;=10 [1—1it, 0 (1—p?)]

Now

®  gity Ty ety Ty 1 .
———dl= I = [—2 ri e ilee/eppz
f 2 tz—Cl/('z Ca [ / ]

Hence

) = exp {—i [t 2+ (c1/c2) %]}
73 I 10 [1—1t, 60 (1— p)]2 dty

Putting 2=1—14t,0(1—p?), we have c;=i0z
Thus

g (x1, x2>=*2'7;“

1 J<1+1oo exp{ T ATy
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- R _ exp {—M} etc.

- R(1-pY) 6 (1—p?)
Let fo)= 3 wCalr=_1 . |p<1
lo et 2n\on 22" 1/711—52_ p

Differentiation on both sides with respect to p is admissible. Hence differentiating f (o) once

=p/ (1—ptp’?

o 2n
ilo)=(2/0) 2 1 2nCrlirz

Similarly from f; (p) we get

o pZn p4
2 n(n—1) snCrbpr- =(3/4) A= 7%

And from f;(p)

% n(n—1)(n—2) zncng;;i:ls 08/8 (1— p2)7/2 etc.
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