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The syntactic picture of the gencralization of the satishability detinition considercd
in [3]?% and recalled on p36 gives a generalization of usual proof rules in notion of
sequents according to which it is constructed a generalized diagram, s. [2].

In view of cited papers the proof of adequacy of semantic and syntactic consid-

erations 1s also given.
Examples to different sequent proof rules are given in [8], [9].

We consider the first-order functional calculus [37-{6] based on alternative4-,
negation” and general quantifier // with free variables x, x,-++, apparent variables «, ay,---,
relations signs S, <o, fl e e, S0 [ —of  m arguments] and  expressions
I F, By, e

Other more important notations written shortly : {7} denotes the sequence
iy, o5 de5 {1y} — sequence of all different indices of free variables occurring in £
w!l£)— the maximal number of indices of free [ p([)—apparent] variables occurring in
E;{F/}— the sequence Fy, .- F! - [ - Fls n{E)=max {p(E)+w(F), max
{lyan}} s @, @1, -+ — non-empty scts of tables of the same rank; @ (k)—elements of @
have the rank k; A, Ay, ---—sets of indecomposable formulas [i.e. atomic formulas with
their necgations| whose indices of free variables are < £ for which EcA. =.F' €A
[they are called sets of the rank kJ;/, [, ---— arbitrary sets of formulas; X, Y,
Xy, Yy, ---—models M or sets A; M/s\, -, s/ =<Dp, {0} >. = . {((M=<D,{F!} >)
ANy, ). = . I (SrysrsSe )yt =1, 1 and j=1,.--, Q) e sy, - 8/ = .
I (x5, /X0 (X, /) ¢ AV 5 AJsy, -, 8¢/ is restricted to indecomposable formulas ; X/ {se}
=X/s;, -, S/ (in three last definitions occur homomorphisms!; X Y [£]. = . (3 {sk})
(X=Y/{s:}); C{I£}—the set of all parts of £ I'( {7} )— the sets of all formulas

1) The paper is connected with my lectures on J. Slupecki's seminar in 1956/7 and on meetings ol
Polish Mathematical Society in 1957 vear at Wroclaw ; one 1s independent on the paper 1.

2) It s a simple modification of the generalized satishability definition considered in 37 which gives
the same generalized sequent proof rules.

The syntactic picture of this generalized satishability dehnition in many valued Boolean propo-
sitional calculus with quantifiers enables a simulteneously proof Godel-Skolem-Lovenheim-Herbrand’s
theorems for all this calculus including first-order functional caleulus, =. [12].

3)  E(x/y)—substitution x {or ¥y with known restrictions,
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belonging to 77 whose free variables have indices occurring in {i;} 3 M {L£} =0, i.e. E/
is true in the model M; M {E {s:}}=0, i.e. {s;} are elements of the domain of M, x;
are names of s; and {s¢} do not satisfy I in the model M ; let T'= <Dy, {Fi} >, T,
A —have the same rank % and for cach my, -+, my<k and j<{t,i<q: F(my, -+, mj).=
SE (5 oo ,xmj)f A and ~ Fi(my, -, my). = [ (Xm, -+ 5 Xm;) € A —such T is called the
description of A ; R(M). = .(s;)(s2) (M/s,/=M/s:/) — (s1=s3)} —each model M may be
extended to a model M, such that R (M,), by means of a denumerable sequence of
monadic relations, s.e.g. [11].

Of course:

L. L X/ {se}/ {m}=X/ {s5,}, s [1].

L. 2. If 7, is the description of A, and 7% is the description of A, and both
tables have the same rank, then T/ (u}=Ts/ {Un} .= . A1/ {Jn} =A2/{jn}.

For an arbitrary @ such that @ (k), for an arbitrary 7= <Ik, {F}} >¢ @, for an
arbitrary formula F and arbitrary {i;} such that {iw¢»} C {i}, [4p (F)<k we introduce

the following inductive definition of the functional V':

(1d) V {k, Q, T, {i}, [} (x, , N =L= Fy(r, e, ),
2d) V{kQ, T, {i}, F'}= V{k QT {ul, FI=1.=.V {kQ, T, {i},F}=0,
(3d) V {k, Q. T, {ir}, F+G} 1=y (b, Q, T, (i}, F} =1V V {k,Q, T, (i}, G} =1.
4d) V ik Q T, (i}, Il aF}=1.=.0)(T) { i< AN Tic QAT /i =T/ {i}) =
V ik, Q T {1 }zF(xz/a}=1}
D. 1. Nk Q G). = (L) (T {U+p )<k A ({ie @} S 0]

- (V {,”Q,?,{,},G}zl.z.V{k,Q, T, (i), i, G} =11

D.2 EcPEkQT {i})=.(3G {(GcC{E})NNK, Q,G)
=V ik QT {u}, E}=1)].

D. 3. EcPk}.=.(Q
D.4. EcP.=.(3k {k

TY{IQURINT Q)= (Ec PR, Q, T, {inw})) }-
e = n(E))NEcP{k}) ).

The relation N (k, Q, G) is invariant respectively to the sequences {7;} and it holds
for all quantifierless formulas G.

Definitions (1d)—(4d) are generalizations of the satishability definition in the
domain of natural numbers 1, ---, & ; the general case is analogic and remains for readers,

s. [3], (5], (6].

If we assume that @ is one- elementing, then (4d) is the usual satisfiability

1) The reader will omit this extension by means of extending the family Q=M[{k] in T.1

according to properties needed in 1.5 s. [12]
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definition in the domain 1, .-+, %.

If M is a model and Q=M [%k], then elements of @ are submodels of M, the

number 7 in (4d) is the name of an arbitrary element of the domain of M.
Of course:
4d) V ik Q, T, {i}, laF}=0. = .(31’) @ATH{E<RINT L c QINTy/ (i} =T/ {i])
ANV Ik Q, Ty, {i:},1, Flx. / @)} =0
od) VIR QT {i},YaF}=0.=.(i )(Fl) < IINTycQN(TY/ {0y =T/ {i,}) =
V ik, Q, T, {i}, i, Flx; / a)}=0}.
L3 It 7T/{i}=T°/{i}, then:
Vik,Q T, {0}, E}=1.= .V {kQ T (i}, E}=1.
The proof of L. 3. is easy and inductivel on the length of the formula E, s. L. 3.

in @ and L. 14, in @

T. 1. If E is an alternative of tormulas of the form X a, .- Y a; I/l a; G, for
some quantifierless and variable~-free G, Fe¢C{E}, M {[£}=0, k> n(E), Q=M [k],
TeQ, {1win} < {i}, then:
(1) I I+p(F) <k, M{F{i,}}=0 and M/ {s;, }=T/{i}, then V {k Q,T, {i},
I} =0 and for each Hc C {E} we have N(k, Q,H) and E¢ P.
(2) Tt RIM),M/ {s:;,}=T/ {ii}, then for an arbitrary formula F':

M{F (sl/} =0. V Ak, Q, T, {u}, I’} =0.

The inductive proof ot T.1. is almost identical with the proof of T.2. in [3],
and and analogic to the proof of T.2. in [4]; we give it in [10]. We point

out here that in the proof of (1) we use (4d’) for i {i,}

T. 2. If £y, -+, E, is a formalized proof of the formula E and &> max {#n (F,),
~,n(Ey)}, then Eje P{k},j=1,---,r

From T.1. and T.2. tollows [s. also the construction of Skolem’s normal forms] :
T. 3. A formula £ is a thesis iff Ec P.

We recall that for normal formulas £ we received more strong theorem given in

namely that for ones we can replace D. 2. by :

D. 2. EPnQ,T,{i})=.NQ,n E=V {n Q, T, {i}, £}=1 and the second
equivalence in D.1. we can replace by the implication = .

In order to give sequent proof rules we introduce certain additional definitions,
s

A sequence of formulas is called fundamental iff £ and E’ occur in the sequence.
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For each k, /', I' and {4} :
1. x; means the first variable x; such that ¢ < & and F(xi/a)el’.
2. x; means the first variable x; such that ¢ < % and 7 does not belong to {#}.
We explain the meaning of the following equivalence schemas written shortly,

s. figure p.5:

——]J —from I, follows /'y and from /7 follows - etc. ; such schema s called a diagram

<

[we assume /'y, /s, -+ —-non-empty] .

e —from /" follows /', or /'y; the rule determines two diagrams ; the prolongation
1 2
of /" is Iy in the first diagram and /', in the second one.

All above schemas determine one last line and the following

P —determines many last lines according to the number of ¢/ and it means:
PNV AN
from i’ follows I'y and /' and---; the prolongation of /' is [} and
the prolongation of /7; is /7i4y.
The oiven schemas are called proof rules. Composition of such proof rules according
g b p I g
to a diagram is called a generalized diagram or a generalized tree; all proof rules we
g g g > i

apply in a generalized diagram which describes the work of ones, s. figure p. 39.

In order to give proof rules for a given natural number 2 we assume here that

we ordered all sequences {7} such that {i;} <k and then:

According to the interpretation /2 as 0 and according to the generalized satishability
definition we apply to an arbitrary formula FE-called a topformula-the following proof
rules :

PUREG ) DVERGY oy IVET g 1UlaFY
[.,, F, (} ) ( ) 1', F, ] ]v, G, > ( > 1‘, [" ERAN 1) r’ (Ila F),’ P«, (x,-/a)

—if i=Fk, then we do not apply further the rule to the formula (//, I}

(A)

with explanation given below.

r, i, . . .
(I15) Al 1‘({l‘zi> F(I;’;/m .~ —we begin to apply the right hand side for /=w (F') and
@] > AT O

afterwards we apply only the right hand side to the next
sequence {i;} of numbers<k in the given order such that {/;} D {twcn} and [+pI)<k
which determines a new last line till the last such sequence; columns determined here
by /'({i}), Fx'i/a) must be equal with /" on indecomposable formulas with free variables

of indices {7} [it suffices to assume the property for last lines of these columns].

A generalized diagram is correct iff for its two columns /7y, /'y

1T 0y /iy =1/ (i}, O {0} D liwem )y [+ p (F) < &, then :

1) L e, columns Ty and Tz are equal on indecomposable  formulas with indices of free variables
belonging to {i}.
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el
D

a/ If /la F occurs in the column /'), then //a F occurs in the colum [y (it means
that the property (//,) must hold for 7'} and /'s);
b/ If ({la F) occurs in the column /', then (//a F) occurs in the column /'g;
2. If I'"is a column and F¢ C {E}, then either F belongs to /" or F’ belongs to /.
The above points 1 and 2 mean that if for a generalized diagram points 1 and
2 are not fulfilled, then we add to suitable columns respective formulas, i.e. in point
la) we add the formula //a F, in point 2 formulas F or F’ and afterwards we act

according to the introduced sequent rules.
In the following we consider only correct diagrams.

In the case of a classical diagram we assume that all columns are equal, i.e. we
have only one column ¥’ ; therefere all assumptions about columns are here less and we

receive an usual sequent proof, s. [2]; thus our proof rules are generalizations of classi-

cal ones.

According to the considered proof rules each formula £ determines a generalized

diagram composed of columns with the main top E.

Work scheme of a generalized diagram

I
. [[J
/]1
11,
b /7, 7
1,
", 1,
", 1,
1, 7, 7,
I,
1, i, I 1,

Each column determines a new last line ; lines are denoted by Circles; (/7,) and (/1)
denote applications of the rules (//,) and (//;) respectively ; dots denote prolongation of the
diagram aecording to the proof rules described abeve and properties 1-2 of a correct

diagram.

T. 4. If for each k& = n () all lines of each column of a certain generalized

diagram of E are not fundamental, then F is not a thesis.

1) The precisation of the rule (/) n this case remains for readers.
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Proof: In order to prove T.4. for a given formula £ we consider a natural
number % = 1 (E) and the generalized diagram of E with properties described in the
theorem. Each last line we consider as a set A of formulas of the rank & (completion
of the last line to a set of formulas of the rank % is here arbitrary) and to each set A
we attribute the description 7" of negated indecomposable formulas belenging to A
(therefore A and 7" have the rank %) and the family of all such 7"s creates the set @

of tables of the rank &£ P.

We point out, each last line A determines the described table 7" and a column

T with the basis A and the top F.
We prove by induction on the length of a formula H:

(1) If Hc3, then V {k @, T, (i}, H}=0, for each {i;} D {twan} such that
[+pH) < k.

A\

For atomic formulas and their negation (1) holds by the assumption.

Let (1) hold for formulas of the length < m2; we shall prove it for formulas

of the length m.
We consider here three cases:

1. H=F4(G, for some F, G,
2. H=F' for some F,
3. H=IllaF, for some F.

X

In the case H=F4G (3 by virtue of (A) we receive F, G 2 ; therefore by the
inductive assumption V {k, @, T, {iv}, F'} =0, for each {iv} D {twin}, [+p(F)<k and
V ik Q, T, (i}, G}=0, for each {i;:} D {iw), I"+P(G)<E; therefore by (3d) V (%,
Q, T, {i}, F+G} =0, foreach {i;} D {in(F+G}, [+) (I*+G) < k, which proves (1) in
the firrst case.

In the case H=IF"' we consider threc cases:

(1°) F=FY, for some F,

2°) F=F,+G,, for some F,, Gy,
(3°) F=Ila Fy, for some I.

In the case F=F, we have by assumption H=F,"«3; therefore by (N) we
have &, ¢T. Hence by means of the inductive assumption V' {k, @, T, (i1}, F1} =0, for
each {i/} D {twer )} I+P () < k and because w (Fy)=w (H) we have also V {k, Q, T,
(i}, H} =0, for each {i1} D {iwan}, [+ H <k, which proves (1) in the case (1°).

1) In the classical case we must also consider £=&, and then the diagram has only one column

and T is the description of negations of indecomposable formulas belonging to the column.
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In the case F=F,+ G, we have by assumption H=(F,+G,) 3 ; therefore by
(AN) Iy €% or G,/ 3.

We consider here the case I ¢ T ; the case G, ¢ 3 is analogic.

From the above by means of the inductive assumption V (£, @, 7T, {7}, I/} =0,
for each {i;,} D {wc ), VP ) < s therefore by 12d; V {£,Q, T, {i}, Fi} =1 for
each {iv} D {i.cp}, I+p (I < b, and by (3d) and (2d) we obtain respectively V' {&,
Q. T, (i}, (F,+G) } =0, for each (i} D {ivcw, 4o}, 1P (F G ) < ke VAR, Q,
T, {i}, H} =0, for each (i1} D {ic}, (+pFH) < &, what proves (1) in the case (2°).

In the case F=//e¢F, we have by assumption (//a I} ¢ T ; therefore by the
property 1b) of the correct diagram and (//,) for each {i;} D {iwrp}, (+0 (F1) < K, for
every 7 < k, and for each %, if 3,/ {7/} =%/{u}, then ([Ja F)eT, and IV (x:i/ @)
c%,; hence by the construction of ¢, 1..2. and the inductive hypothesis for each
(it} D {inerp ) (Fp ) < F, for every i<k and for each TicQ, it T/ =1/
{i}, then V {£,Q, T, {i},i, F\'(x;/a)}=0 and V {£.Q T, {i},0,F(xi/a}=L
Therefere by virtue of 4d) V {4 @, 7,14}, lia i} =1, for cach {i:} D {twarp)s
[+p(Fy < k, and therefore by (2d) ¥V (£, @, 7T, (i}, F}=0, for each {2} D {twun},
[+)p{H) <k, what proves {1} in the case 37

In the last case if=11¢ "¢ 7. Hence in view of the construction of the generalized
diagram and (f/,) for each {i;} D {i .}, [+, (F) < k, there exists T, such that T / {i;}
and FF'x//a) «3.. Hence in view of the definition of ¢, 1..2., and the indudtive
hypothesis for each {i.} D {7}, {4+ p () <k, there exists i < k and 7, ¢ Q such that
Ty/ iy=T/{i} and V {k, Q, Ty, {i1}, 7, Flx; / @)} =0.

Thus by virtue of 4d) V {k, @, T, {i,}, {a '} =0, for ecach {4} D {iocnem}, (+p
(lTa F) <k, andalso V {,,Q,T,{/},H}=0, for each {i;} D {i.an}. i+p(H) <k, what

proves (1) in the last case {3}

Thus we closed the inductive proof of (1).

Therefore for formulas A belonging to the generalized diagram we proved N (%,
Q, H.

If now HeC{£}, then in view of the construction of a correct generalized
diagram, property 2, either H belongs to cach column of the generalized diagram or H’
belongs to the same column.

Therefore in view of the above we have N(k, @, H) for cach Hc C {E}.

Beeause [ belongs to the diagram, therefore even for each 7 ¢ @ we have
V Ik, Q, T, {i}, E}=0, for each {i;} D {iwim, +p () < k, and therefore K¢ P {k}.

From the above and the assumption we obtain FE ¢ P and therefore in view of
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T.2. E is not a thesis.

According to our explanation, s. footnotes on p. 37, the proof also holds in the

classical case (then we have only one column).

T. 5. If a line of a certain column of each generalized diagram of E for certain
k > n(FE) is fundamental, then [ is a thesis.

Proof. In contrary, if £ is not a thesis, then according to T.1. E ¢ P therefere
for each k>=n(FE) there exists such set ¢ of tables of the rank % and there exists a
table 7" ¢ @ such that for each {i.} D {incn} we have V {£,Q, T, {i },E}=0" and for
each GeC{E}: Nk Q,G). Then the generalized satisfiability definition determines
here a generalized diagram analogic to sequent proof rules which correspond to the

above the diagram has no fundamental line in contrary to the assumption of T.5.

From T.4. and T.5. follows:

T. 6. A formula I is a thesis iff its each generalized diagram has a fundamental

line for certain & > n(E).

Other sequent proof rules based on my papers are considered in [7]-[97; they
different kind corresponds to different characterizations (satisfiability definitions) of theses

of the first order functional calculus presented in my papers.

Examples are given in and [9].

1) with the remark given in the proof of T. 1. (4d").
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