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ABSTRACT

The occurrence of seasonal hypoxic and anoxic environment in shallow coastal and
estuarine areas have been increased in recent past ensuing adverse effects to biodiversity,
fisheries and food webs. To consider measures for improving hypoxia and anoxia, it is
essential to develop a predictive model capable of reproducing long-term water and sediment
quality considering their interactions. Many of the models have considered only seasonal and
annual reproduction while some of the others have done decadal reproduction coupling with
sediment models but mostly limited to two-layer or multi-layer models excluding the
formation process of sedimentary bed itself. Hence, the objective of this study is to develop
an integrated, layer resolved process-based, sediment-water coupled long-term predictive
model aiming to reproduce long-term dynamics of water and sediment quality, including
realistic process of sediment bed formation, and to analyze the principal mechanism of bed
formation and thus its effect on water quality deterioration. Tokyo Bay is a good
representation for seasonal hypoxic and anoxic environment in shallow coastal and estuarine
areas, facing difficulties in controlling hypoxia and anoxia during summer even after
considerable efforts during the past decades for reducing external loads into the bay and
hence the model has been applied to Tokyo Bay.

Benthic-pelagic coupled ecosystem model is integrated with three dimensional
hydrodynamic model, wave hindcasting model and bed shear stress model. Processes in water
and sediment columns are considered independently and water column is coupled to sediment
column through interaction layer flux. The state variables for the model are mainly
temperature, salinity, three types of organic carbon, three types of phytoplankton,
zooplankton, nutrients and dissolved oxygen. The model is forced by hourly meteorological
data, daily river discharge data and instantaneous tidal motion. Initial conditions for all the
state variables are given for water column and initial particulate organic carbon content is
given except the zero initial values for all other state variables for sediment column.
Boundary conditions are considered at the bay mouth, river mouths, free water surface and
the bottom of the sediment layer. Three dimensional advection and diffusion equation in
sigma coordinates is used for the water column while vertical advection and diffusion
equation in Cartesian coordinates is used for sediment column. Control volume formulation
with staggered grid system is adapted. Finite difference method with fourth order Runge-

Kutta method is used to obtain the solution for governing differential equations. Model is
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simulated for the period of April 1999 to March 2000 and long term computation with the
same annual boundary conditions is continued until a reasonable steady state is achieved.

A set of data collected during the period of April 1999 to March 2000 at three locations in
inner Tokyo Bay namely Chiba Light House (CLH), Keiyo Sea Birth (KSB) and Tokyo Light
House (TLH) are used for verification of the water quality. The strongest blooming is during
spring throughout the water column due to well mixed water while summer blooming is
mainly in surface layers of the water column due to the effect of stratification. Even though
the winter blooming is not as strong as spring blooming, well mixed water column resulted in
blooming throughout the water column. Sediment oxygen demand which has been defined as
the oxygen flux to sediment from water, reaches its lowest during summer validating anoxic
decomposition in sediment and confirming hypoxia or anoxia in water column.

Spatial distribution of sediment quality such as water content (WC), particulate organic
carbon content (POCC), total nitrogen content (TNC) and Total phosphorous content (TPC)
are validated with the data collected for the year 2001. Model can reproduce the spatial
distributions of sediment quality, such as WC, POCC, TNC and TPC showing the largest
contents at the central part of the bay. Furthermore, it has been reproduced that the similar
distribution of POCC in sediment and dissolved oxygen distribution in the bottom water
confirming the phenomena of sediment pollution represented by POCC cause severe DO
depletion (anoxia) in Tokyo Bay. Long term simulated results show the replacement of
surface sediment with particulate organic carbon and the emergence of hypoxic water.
Sensitivity analysis has been done to understand the effect of some important parameters of
the model and to use them as tuning parameters of the model. Model is consistence and the
multi-layered sediment model with maximum lmm surface layer thickness gives the most
realistic reproducibility of flux release in Tokyo Bay.

The model is confirmed to be robust for long term computations. After the validation of
long term results, this model can be adopted to predict long term conditions and to propose
measures against hypoxia in Tokyo Bay. Moreover, this modeling approach will be useful for
considering long-term strategies to improve anoxia and hypoxia in polluted embayments in

the world.
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1. INTRODUCTION

1.1 Background

Water quality management needs to understand key processes affecting environmental
problems such as eutrophication due to excessive nutrient loadings, low dissolved oxygen
(DO) conditions caused by waste water discharges and accumulation of toxic materials in the
sediment bed. Estuaries and lakes are the most affected marine and fresh water systems,
where water tends to stagnate and feel the impact of excessive nutrient loading, leading to
organic rich sediment bed especially when the solar radiation increases and air temperature
goes up in spring and summer.

The appearance of hypoxia in water is mainly related with the characteristics of the
sediment and hence the accurate sediment model is an important component to predict water
quality and to propose measures against hypoxia. Sediment not only changes the water
turbidity but also affects the nutrient concentrations in water. Particulate organic matter
settles down in the water column and accumulates on the surface of the sediment bed. Settled
particulate organic carbon undergoes diagenesis through oxic decomposition ensuing hypoxic
or anoxic conditions in water column. Furthermore, aerobic or anaerobic decomposition of
those accumulated particulate organic carbon has resulted in building up of high
concentrations of phosphate and ammonia in sediment, and under anoxic conditions those
nutrients are released to overlying water. Release of nutrients mainly depends on the
characteristics of the bed. Sandy bed contains relatively little organic matter while muddy
bottom contains abundant nutrients to release. These released nutrients from the sediment bed
under hypoxic and anoxic conditions have resulted in eutrophication considerably. Therefore,
water quality is directly related with the sediment fluxes. Excess nutrients then lead to
eutrophication extensively.

Even though the models can be used to support water quality management and decision-
making, it increasingly depends on accurate modeling and hence models should be more
realistic. Thus, the water quality modeling, especially for long term predictive models, should
include the detailed sediment process model and then estimate the correct sediment flux
release to water. Process based coastal ecosystem models mainly consider physical processes,
bioprocesses and chemical processes. Other than those general processes, mechanism of

changing porosity with respect to POCC in sediment has been emerged from field data



analysis (Okada and Furukawa, 2005). Moreover, a critical aspect of water quality modeling,
particularly for long term predictions and considering measures against hypoxia and anoxia is
the long-term estimation of sediment quality. Many of the models have considered only
seasonal and annual reproductions (Sasaki and Isobe, 2000) and (Koibuchi et al., 2001) while
some of the others have done decadal reproduction coupling with sediment models but
mostly limited to two-layer or multi-layer models excluding the formation process of
sedimentary bed itself: e.g. (Di Toro, 2001) and (Ji, 2008). To consider measures for
improving hypoxia and anoxia, it is essential to develop a predictive model capable of
reproducing long-term water and sediment quality considering their interactions.

Tokyo bay represents the occurrence of seasonal hypoxic and anoxic environment in
shallow coastal and estuarine areas which have been increased in recent past ensuing adverse
effects to biodiversity, fisheries and food webs. Tokyo Bay with an average depth of 15m Fig
1.1 shows the water stratification from late spring to autumn controlling phytoplankton
proliferation due to excess nutrients in surface layers and at the same time the emergence of

hypoxic water in the bottom layers of the water column.
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Fig 1.1 Tokyo Bay topography

Magnitude of the most dominant Phytoplankton species namely S. costatum in the bay is
mostly limited by the variation of nutrients, specifically phosphate (Sasaki and Isobe, 2000).

Even though the external loads to the bay have been reduced, nutrients released from the
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sediment bed have resulted eutrophication significantly. Furthermore, Tokyo Bay shows
increase of sediment WC at the central part of the bay. According to field data it has been
proved that there exist not only high WC at the central part of the bay, but also some
correlations between WC and other sediment quality parameters, such as POCC, TNC and
TPC in sediment. Moreover, the spatial distribution of POCC in the sediment surface and the
spatial distribution of dissolved oxygen concentration in bottom water show similar
distributions as shown in the Fig 1.2 confirming the active benthic pelagic coupling in the
inner part of the bay. Even after considerable efforts during the past decades it is still facing

difficulties in controlling hypoxia and anoxia especially during summer.
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(a) POCC in the surface sediment (b) Example of DO concentration in the
(Okada and Furukawa, 2005) bottom water (“Prediction of Bottom water

hypoxia in Tokyo Bay”, Chiba Prefecture.,
July 24, 2014)

Fig 1.2 Distribution of sediment quality and water quality in Tokyo Bay

1.2 Objectives of this study

The goal of this study is to develop an integrated, benthic-pelagic coupled, layer-resolved
and process based a long-term predictive ecosystem model with sediment bed formation,

which can be used to analyze water and sediment quality in Tokyo Bay, and to analyze the



principal mechanism of bed formation and thus its effect on water quality deterioration. This

goal will be accomplished through the following achievements;

e Development of a robust and consistent pelagic model

e Development of a robust and consistent benthic model

e Coupling pelagic and benthic model through interaction layer flux
e Sensitivity analysis on critical parameters

e Validation of pelagic model

e Validation of benthic model

1.3 Literature review

Literature review has been mainly carried out on two different aspects; to understand the
Tokyo Bay ecosystem through experimental research outcomes, and to understand methods
for the development of numerical models to analyze water and sediment quality of coastal

and inland environment.

Tokyo Bay ecosystem assessment

According to (Han et al., 1991) seasonally varying composition of red tides in Tokyo Bay
has been comprised almost entirely of Skeletonema costatum during summer 1986 and 1987.
The contribution of S. costatum has been analysed by species-specific photosynthetic rate
(SSP). SSP of S. costatum has normalized with cell volume and considered as an indicator of
growth activity. They have found that the volume-specific SSP is high in the initial phase of
bloom while it decreases gradually with cell division, reaching a minimum at the peak of the
bloom showing short-lived high volume -specific SSP.

(Han and Furuya, 2000) have conducted field investigations in Tokyo Bay from 1986 to
1987 to investigate the seasonal variation of phytoplankton dynamics through the methods of
size fractionation and single-cell isolation. Period of red tide occurrence has been confirmed
from spring to autumn. A diatom, Skeletonema costatum and a rapidophycean, Hetrosigma
akashiwo have been identified as most important primary producers while small diatoms and
flagellates have become dominant showing rapid changes of phytoplankton community

structure within several days in summer. According to their observations nanoplankton
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fraction has contributed most to Chlorophyll a concentration and primary production during
spring to autumn while microplankton contribution has become remarkable in winter.
Moreover, picoplankton has remained relatively constant though out the year. They have
further discussed the factors controlling the reduction of assimilation rates at the peak of the
bloom, and changes in phytoplankton community structure.

(Fujiwara and Yamada, 2002) have analysed the temporal and spatial variations in the
inflow of oceanic water into Tokyo Bay and its influence on hypoxia through the data
collected during the summer 1998. Furthermore the accompanying changes in circulation
within the bay have been studied by repeated measurements of the longitudinal distributions
of hydrographic parameters and oxygen concentration from the bay head to off the bay mouth.
According to them, density changes in the upper ocean induce inflow and outflow of oceanic
water in the bay and hence when water density increased in the upper ocean, heavy saline
water intruded into the lower layer of the bay. That inflow has forced a bottom hypoxic water
mass to the bay head and, ultimately, lifted it up to a subsurface hypoxic water mass which
then moved out as a thin layer just under a pycnocline, reaching beyond the bay mouth.
According to the observations, as a result of intruding heavier deep water retreated and an
intrusion of oceanic water at intermediate depth occurred, the hypoxic water mass has been
displaced from the centre to the mouth of the bay.

Sediment condition of the shoreward area in Tokyo Bay has been mapped using sediment
condition classification system based on echo features by (Okada and Furukawa, 2005). The
sediment condition has been categorized by its moisture content, which has been correlated to
the echo trace output. According to their conclusions, good condition sediments are
intermittently spaced in the shoreward area that has previously presumed to be totally
covered by sludge.

(Okada and Furukawa, 2005) have conducted field survey of sonar sounding of sediment
as well as sediment sampling simultaneously in order to investigate benthic faunal
distribution in Tokyo bay. They have shown the detailed spatial distribution of moisture
content in Tokyo Bay. It has been revealed that sediments with relatively low moisture
content whose value of 150% or less present even in highly stagnant basin in
Yokohama/Kawasaki Port, Tokyo Port, Chiba and Ichihara ports areas. According to their
field survey of benthic fauna, the number of species as well as the Index of biodiversity in
Yokohama and Kawasaki Port has become comparable with those in sediment of Nakanose
area, in which rich biodiversity had been well reported. Thus, they have been concluded that

sea floor with relatively less moisture content of sediment, which are studded or distributed
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locally in Yokohama and Kawasaki Port, serve as good habitat of benthos. Moreover it has
been evidenced that sonar sounding technique employed in this study can be available for
detecting such a missing small area with rich biodiversity.

Field observations done in 1999 spring by (Koibuchi and Isobe, 2007) have been aiming
at the continuous measurements on short term variations in semi-enclosed bays. Toward the
estimation of the conditions necessary for red tide occurrences in an area affected by
eutrophication, they have carried out continuous measurements in the inner part of Tokyo
Bay at three stations where red tide have been observed during spring. They have confirmed
that blooms of phytoplankton occur under high solar radiation conditions, and in accounting
for the levels of blooms, most important considerations are the mixed layer thickness and the
vertical distribution of Photosynthetically Active Radiation (PAR). It has been found that
phytoplankton can increase rapidly even under average solar radiation if optimum conditions
of mixed-layer thickness and the eutrophic zone are met. As a consequence of north-wind
induced outflow and vertical mixing have been identified as the causes for diluting
phytoplankton and terminating blooms. Moreover, they have shown that the self shading
effect of phytoplankton does not allow continuous blooming even there if there is not a strong
wind.

(Nakane et al.,, 2008) have recoded data of water temperature, salinity, nutrient
concentrations and the composition of the plankton community at three stations in inner
Tokyo Bay over a period of 328 days with a sampling frequency of once per day. According
to their data the period from June to October has been characterized as the development of
stratification of temperature and salinity and November to March has been characterized as
uniform salinity and temperature in water column due to vertical mixing. Moreover, it has
been confirmed that the oxygen depleted water forms in the bottom layer during the
stratification period. Nutrient loads have found to be high in the surface water due to the fresh
water supply and occasionally phosphate has depleted due to pulses of primary production
and that has suggested that the phosphate is the limiting nutrient during that period.
Skeletonema costatum and several species of ciliates have shown significant fluctuations in
their densities during short term periods. They have confirmed that the short term dynamics
of the phytoplankton community are closely coupled to fluctuations in environmental forcing
and the degree of coupling is stronger when the solar radiation is greater.

(Bouman et al., 2010) have examined the phytoplankton biomass and primary production
in their environmental context, for a semi closed bay considering the case study of Tokyo

Bay. Monthly collected data samples over a three year period have been analysed. According
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to the data analysis, in the late spring and summer due to heavy precipitation and high surface
temperatures, it gives rise to a highly stratified water column and consequently stimulated a
series of phytoplankton bloom, whereas during the winter, a weakly-stratified and deeply-
mixed water column leads to a rapid decline in phytoplankton biomass under light-limited
growth conditions. According to them, as a result of high water turbidity and deep vertical
mixing, both separately and in concert, light limit the algal growth over much of the year.
They have assessed the relative influence of nutrient limitation and light limitation on algal

growth.

Numerical modeling on water and sediment quality

Spatial and temporal hydrodynamic and water quality modeling analysis of a large
reservoir on the south California (USA) coastal plain has done by (Tufford and McKellar,
1999). A 2D hydrodynamic model of Lake Marion has been developed using DYNHYDS5
(WASPS5) modeling package. EUTROS water quality model has been adopted. The model has
been simulated a 12-month period representing 5-year average conditions. The model has
been reproduced nutrients and phytoplankton dynamics of the lake. They have found that
sediment sources of ammonia and phosphate are important to achieve model calibration,
especially during high temperatures and low DO. Moreover, according to their study,
ecological factors that influence phytoplankton productivity and nutrient dynamics are
different in various parts of the lake.

A quasi-three-dimensional baroclinic hydrodynamic and water quality model has been
developed by (Sasaki and Isobe, 2000). They have developed primitive equations with
Boussinesq and hydrostatic approximations and then have transformed into sigma coordinates
in order to overcome difficulties in handling irregular beds. They have developed a water
quality model to compute oxygen depletion and applied it for Tokyo Bay. State variables of S.
Costatum as the dominant species in the bay, DO, phosphate as the limiting nutrient have
been considered in the model. Horizontal grid resolution of the model was 1km x 1km and
vertically 20 sigma layers have been adopted. The Model has been forced by hourly
meteorological data and instantaneous tidal motion. Computation was done during the spring
and summer of 1994. The upwelling of anoxic water with high concentration of phosphate
during the period which south wind had high velocity has been considered in the model. They

have been able to reproduce the oxygen dynamics during the specific periods considered.



Two layer sediment model has been developed by (Di Toro, 2001) based on the principle
of mass balance. That is the concept of change in the mass of any constituent within a volume
must be the result of sources of mass to the volume, less the losses within the volume, and
export from the volume. Two layers have considered as aerobic and anaerobic. Their main
assumption was the POM settles to the bottom anaerobic layer since the aerobic layer is
thinner enough. They have mainly considered four processes; (1) POM form the overlying
water is deposited into the aerobic and anaerobic layers of the sediment which have referred
as depositional flux, (2) The particulate organic matter mineralize in the sediment. This
termed as diagenesis converts POM into soluble intermediates. Other than that sorption
which converts a portion of the soluble species into particulate species has been considered.
(3) Transported process of species by diffusion and particulate mixing into the aerobic layer
from which they either transferred into the overlying water or, further react and consume DO
or remixed into anaerobic layer. (4) Particulate and dissolved chemicals are buries via
sedimentation. In this aspect they have assumed the layers are moving with the rate of burial
velocity keeping their thicknesses constant. This general framework has been employed for
each of the dependent variable.

(Sohma et al.,, 2001) have been developed a new coastal marine ecosystem model
coupling with hydrodynamics and tidal flat ecosystem effects and applied to Mikawa Bay,
Japan. They have resolved the flux dynamics of carbon, nitrogen, phosphorous and oxygen
through the consideration of biochemical and physical interactions among them. They have
found that the oxygen depleted water at the sea bottom especially during the summer has
been resulted due to the increase of oxygen consumption in the benthic system and decrease
of vertical mixing of water. They have concluded that the tidal flat has the potential to restrict
the red tide effect in short term scale while it restricts the sedimentation of detritus in long
term scale.

(Sasaki et al., 2002) has been developed an ecosystem model to reproduce water quality.
They have considered pelagic sub model with two layered benthic sub-model. The two layers
of sediment have been categorized as oxic surface layer and anoxic bottom layer. The
thickness of each layer has been controlled by the rate of respiration of bacteria and the
oxygen concentration in the bottom water. They have discussed the dynamic variation in
nutrient concentrations by considering the effects of fresh water inflows, uptake by
phytoplankton during blooms, degradation of sinking particulate organic materials, flux

release from the bottom sediment and denitrification under anoxic condition.



(Kim et al., 2004) have constructed a coupled three dimensional hydrodynamic and
ecotoxicological model and then applied into Tokyo Bay. The non-commercial Princeton
Ocean model has been applied as the hydrodynamic model with some modifications to
consider the effects such as tide, freshwater inflow and wind while ecotoxicological model
based on finite difference method has been developed during their study. They have analyzed
dissolved Bisphenol A and found that its concentration is highly sensitive for the
biodegradation rate. Moreover, they have concluded that bioconcentration factor is the most
important factor for Bisphenol A in phytoplankton while biodegradation rate and partition
coefficient are most important for Bisphenol A in particulate organic carbon.

(Zheng et al., 2004) have been developed a 3D physical and water quality model for the
Satilla River Estuary, Georgia. Physical model has been based on the Estuarine and coastal
ocean model (ECOM-si) while 3D conventional water quality analysis simulation program
(WASPS5) has been modified to develop the water quality model. Concentrations of inorganic
nutrients such as ammonia, nitrate plus nitrite and ortho-phosphorouse, Chlorophyll a and
DO have been predicted from the model. According to their findings the intertidal salt mash
is the main sink for particulate material and the major consumer of DO making high sediment
oxygen demand. Moreover they have concluded that the tidal mixing-induced bottom
resuspension process plays a critical role in supplying nutrients to the water.

A hydrodynamic and water quality modeling study has been done by (Na and Park, 2006).
They have applied the model to Lake Paldang, a lake in South Korea that is stratified by
incoming flows. The Generalized, Longitudinal-Lateral-Vertical Hydrodynamic and
Transport (GLLVHT) model has been embedded within the Generalized Environmental
Modeling System for Surface waters (GEMSS). They have determined the spatial and
temporal patterns of phytoplankton growth through the model. The model has been applied to
examine the distributions of water quality and residence time in the lake and phytoplankton
response to changes in nutrient loads. They have further analyzed the influence of the
hydrodynamics on phytoplankton response. It has been concluded that the lake is phosphorus
limiting, and limiting nutrient loadings and reducing phosphorous loading may be effective in
controlling phytoplankton blooming.

(Ji, 2008) has developed water quality and sediment quality model with hydrodynamic
model. Their 3D hydrodynamic model has based on the fundamental principles of
conservation of momentum, mass and energy. Approximations of (1) Boussinesq
approximation, (2) hydrostatic approximation, and (3) Quasi-3D approximation have made to

simplify the complex conservation equations. . The sediment quality model was more or less
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similar to the model developed by (Di Toro, 2001). Kinetic formulae which have been used
for the source terms of water state variables follow a similar approach as sediment kinetic
formulae. Their model considers not only particulate organic carbon (POC) but also
particulate organic nitrogen (PON) and particulate organic phosphorous (POP) in both water
and sediment.

A benthic-pelagic coupled ecosystem model has been developed by (Sohma et al., 2008)
to evaluate the oxygen-carbon-nitrogen-phosphorous coupled cycle which was driven by
physical and biochemical processes. They have considered not only benthic-pelagic coupling
but also central bay-tidal flat ecosystem coupling. The model has been applied for a time
frame of 100 years under seasonal forcing functions to achieve an annual periodical steady
state. Seasonal dynamics in the central bay and daily tidal dynamics in the tidal flat have been
analyzed. Other than that they have been reproduced the vertical distribution of dissolved
oxygen profile especially in hypoxic season and oxygen fluxes at the sediment-water
interface.

A model for the prediction of waves and currents as well as bed shear stress has been
developed by (Achiari and Sasaki, 2007) and integrated with the coastal circulation model
developed by (Sasaki and Isobe, 2000). The wave model has been consisted of a wave
hindcasting sub-model for the whole Tokyo Bay and a wave propagation sub-model for
detailed wave computation in Sanbanze shallows. The wave hindcasting model has been
based on the Shore Protection Manual formulas for both shallow and deep water cases with
additional modifications in fetch calculation. The random wave propagation model has been
based on a modified energy balance equation. The model has been validated for wave and
current at two stations in Sanbanze Shallows in September 1999. The model has been
reproduced the trend of time variation in wave and current successfully. Moreover, they have
concluded that the computed bed shear stress distribution, which has dominated by waves
rather than currents, correlates with the bottom sediment grain size distribution.

(Lopes et al., 2008) have validated a water quality model for the Rio de Aveiro, in order
to use it as a predictive tool in the study of main water quality processes in the lagoon.
Physical model has solved the classical 2D vertically integrated hydrodynamic and transport
equations, and integrated in a hydrodynamic module while the water quality model has
solved a system of differential equations that describes the chemical and biological state of
the coastal waters. The model sensitivity analysis have shown that the ocean remains the
main source of oxygen as well as the main factor controlling the DO distribution throughout

the main lagoon areas due to the exchanges between the ocean and the lagoon. According to
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their conclusions, hypoxia situation at very far and sallow areas are possible when the oxygen
consumption related processes are dominant: at the intertidal areas and at areas situated at the
far end of the lagoon, the DO concentration has become very low due to low phytoplankton
concentration and low metabolism.

(Sasaki et al., 2009) have aimed at reduction of hypoxia and anoxia through an
application of a mechanical circulator in an estuarine trench. This has been numerically
examined in the phase of required flow rate and direction along with the physical mechanism
of its effectiveness. They have developed a prototype of the circulator generating downward
flow via an impeller attached to its main body which floats on the surface and transport the
surface water to the bottom through a flexible draft tube connected to the floating body. They
have verified the effectiveness of this circulator applying it to the Tokyo Bay. They have
concluded that the circulator could achieve the desired objectives by reducing hypoxia and
improving the water and sediment quality in the trench.

(Pochai, 2009) has used two mathematical models to simulate pollution due to sewage
effluent in the nonuniform flow of water in a stream with varied current flow. A
hydrodynamic model has been used to compute the velocity field and the elevation of the
water flow. Dispersion model has followed one-dimensional advection-dispersion-reaction
equation that gives the pollutant concentration fields. According to the results, the model
could provide the elevation of water and the pollutant concentration at the discharge point to
the stream. Moreover the model has been used to analyze the better locations and periods of
time of different discharge points to the stream.

(Missaghi and Hondzo, 2010) have applied a 3D hydrodynamic model: Estuary and Lake
Computer Model (ELCOM) coupling with an ecological model: Computational Aquatic
Ecosystem Dynamic Model (CAEDYM) to simulate water quality parameters in three bays of
the morphologically complex Lake Minnetonka. They have tried to reproduce spatial and
temporal dynamics of temperature, DO, total phosphorous and Chl a considering one algae
group. Ecological application of the model for the lake has been examined considering two
cases: the effect of spatial heterogeneity on coldwater fish habitat analysis in 3D, and under a
scenario where horizontal spatial heterogeneity is eliminated (1D), and have showed that the
need for a 3D analysis in depicting ecological hot spots such as unsuitable fish habitats in the
lake.

Integrated modeling system which included models of circulation, wave, sediment
transport, and water quality have been developed by (Kim et al., 2010). They have analyzed

the annual hypoxia and water dynamics in a shallow estuary in Southwest Florida which has
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strong vertical salinity stratification due to moderate to high river discharge resulting reduced
vertical mixing supplying dissolved oxygen from surface water to bottom water. They have
concluded that the very low bottom dissolved oxygen concentrations were found at locations
near the mouth of the river due to significant vertical stratification and increased sediment
oxygen demand during the summer.

(Massoudieh et al., 2010) have been developed a quasi-two-dimensional model for
simulating transport and transformation of contaminant species in river waters and sediments
by considering the effect of geochemical reactions on the contaminated fate and mobility.
They have considered the downstream transport of dissolved and sediment-associated species,
and the mass transfer with bed sediment due to erosion and resuspension, through the linked
advection-dispersion-reaction equations. A set of one dimensional columns representing
sediment layers that consider the reactive transport of chemicals, burial , sorption/desorption
and the diffusive transport of aqueous species have been taken into account in the bed
sediment phase computation. Two demonstration cases have been considered both in the
Central Basin Drain in the Central Valley of California.

Sediment-bacteria interaction processes in the Severn estuary and Bristol Channel have
been numerically modeled by (Gao et al., 2011). A combined one and two-dimensional
hydrodynamic model and two-dimensional suspended sediment transport model have been
developed together with sediment-bacteria interaction model. They have investigated the
impact of suspended sediment fluxes on the corresponding fecal bacteria transport processes.
According to their findings the effects of the sediment-bacteria interactions on the bacterial
levels in the water column were significant.

A 3D water quality model has been developed for the St. Lucie Estuary, a small and
shallow estuary, by (Wan et al., 2012). The model has been calibrated and verified using two
years of measured data. The calibrated model has been applied to study the hydrodynamic
and eutrophication processes in the estuary. According to their findings the high
concentrations of algae in the estuary are a result excessive nutrients and algae supply from
freshwater inflows. Moreover, they have concluded that algal blooms may have led to the
reduced DO at the bottom of the water body and at the same time stratification and
circulation induced by freshwater inflows may also have contributed significantly for the
bottom water hypoxia in the estuary.

(Zhao et al., 2012) have been developed a 3D hydrodynamic and water quality model for
simulating flow circulation and pollutant fate and transport of Lake Fuxian in China. They

could accurately reproduce the observed water surface elevation, spatiotemporal variations in
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temperature, and total nitrogen, total phosphorous, and chemical oxygen demand. Through
those results they have analyzed the total maximum daily load using two interpretations of
water quality standards; the maximum instantaneous surface and annual average surface
water concentrations.

(Zhao et al., 2013) have developed a 3D water quality model to investigate the causes as
well as examining the underlying mechanism of eutrophication of Lake Yilong in
Southwestern China. They have simulated the flow circulation, pollutant fate and transport,
and the interactions between nutrients, phytoplankton and macrophytes. The model has been
adopted to understand the water quality response to various load reduction intensities and
ecological restoration measures. The results have showed that even if the nutrient load is
reduced by as much as 77%, the Chl a concentration decreased only by 50% and aquatic
vegetation has strong interaction with phytoplankton.

A linked hydrodynamic, water quality and algal biomass model for a large, multi-basin
lake has been developed by (Zhang et al., 2013) and applied to Lake of the Woods (LOW).
The 3D hydrodynamic Princeton Ocean Model (POM) has adopted as hydrodynamic model.
They have considered mass balance model for total phosphorous loadings and linked mass-
balance empirical model has been used to compute Chl a. they have tried to predict spatial
differences in nutrients in particular total phosphorous, and algal and cyanobacterial standing
stock (Chl a, biovolume-derived biomass and cynobacterial dominance).

Modeling of cohesive sediment dynamics in tidal estuarine systems has been done by
(Franz et al., 2014). They have applied an available water modeling system with some
modifications. They have considered the transport of cohesive sediment depends only on the
advection-diffusion equation with a settling velocity included in vertical advection.
Considering the combined effect of wave and currents on the bottom shear stress, the
dynamics of cohesive sediment during the fortnightly and daily erosion-sedimentation cycle
has been properly reproduced by that model. They have concluded that although tidal
currents are the major cause of cohesive sediment erosion, wind induced waves also play an
important role.

Patterns of temporal and spatial variability in hypoxia on the inner Louisiana-upper Texas
(LaTex) shelf have been analysed by (Justi¢ and Wang, 2014) using a FVCOM, an
unstructured grid, 3D, hydrodynamic-water quality model. They have modeled the dynamics
of DO using an expanded and revised version of the Water Analysis Simulation Program
(WASP) coupling to a Finite Volume Coastal Ocean Model (FVCOM). They have found that

the hypoxia originates in the bottom waters on the mid-continental shelf, where isolated
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pockets of hypoxic water develop during early spring and late join into a larger continuous
hypoxic zone; the dynamics of the bottom-water hypoxia is clearly influenced by the
bathymetric features of the LaTex shelf; the dynamics of hypoxia on the LaTex shelf is
strongly modulated by the frequency and intensity of cold fonts and tropical storms.

A 3D fecal coliform transport model has been developed by (Liu et al., 2015) and coupled
with a hydrodynamic model to obtain a better understanding of local microbiological water
quality in the tidal Danshuei River estuarine system of northern Taiwan. According to their
results the measured and simulated salinity and fecal coliform have shown good agreements.
The model has been applied to investigate the effects of upstream freshwater discharge
variation and fecal coliform loading reduction.

A 3D water quality model to determine the environmental capacity of nitrogen and
phosphorous in Jiaozhou Bay has been developed by (Li et al., 2015). They have coupled a
3D hydrodynamic model; the estuarine, coastal, and oceanic modeling system with sediments
(ECOMSED) with a water quality model which has the ability to evaluate the environmental
capacity of the coastal area for nitrogen and phosphorous in terms of nutrient kinetics. The
water quality model has been composed of dissolved inorganic nitrogen phosphate,
phytoplankton, zooplankton, detritus, dissolved organic nitrogen, and dissolved organic
nitrogen. The model has been effectively reproduced the spatiotemporal variability in nutrient
concentration.

(Zhang et al., 2015) have developed a benthic sediment diagenesis module and integrated
into a hydrodynamic and water quality model of CE-QUAL-W2. The benthic sediment
diagenesis model has been based on the framework developed by (Di Toro, 2001) and have
considered well mixed two layers: top oxic or anoxic layer depending on the DO
concentration in water column and bottom anoxic layer. They have studied the ability of the
model to correctly predict sediment-water nutrient fluxes and sediment oxygen demand over
time. Moreover the effect of benthic sediment diffusive thickness and particle mixing
coefficients on nutrient releases from sediments has been examined. They have applied the
model for five test cases. In addition the model has been applied to study the nutrient release

and sediment oxygen demand of the lower Minnesota River in United States.

Literature can be concluded as:
1. Even though, Tokyo Bay is still facing difficulties in controlling hypoxia and anoxia,
considerable efforts have been made during last few decades towards the aspect of

controlling hypoxia.
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2. In estuarine and coastal waters, sediment dynamics and its quality play an important
role in both pelagic and benthic zones. All the above models have basically
considered only physical processes, bioprocesses and chemical processes. Thus, more
realistic modeling of sediment quality through the application of natural phenomena
of sediment is very essential.

3. Almost all of these numerical studies analyzed short-term variations, i.e. few months
and at most one year. Hence, the long term prediction of water and sediment quality is

impractical though it is essential for estuarine and coastal environment management.

1.4 Organization of the Dissertation

The dissertation is organized into six chapters which include following contents.
Chapter 1 describes the importance of this research giving some background understanding,
pass research outcomes with literature and the objectives of this study.
Chapter 2 explains the methodology of this study in detail.
Chapter 3 elucidates the governing equations of the coupled models of hydrodynamic, wave
hindcasting and bed shear stress models.
Chapter 4 describes the pelagic model development through governing equations of the
pelagic model.
Chapter 5 describes the benthic model development through governing equations of the
benthic model.
Chapter 6 explains the coupling of benthic-pelagic model through interaction layer flux and
describes the diffusive boundary discretization.
Chapter 7 includes the validation of water quality results and validation of sediment quality
results with a discussion on discrepancies and important outcomes.
Chapter 8 includes sensitivity analysis to understand the effect of critical parameters on
overall results

Chapter 9 concludes the present work showing some major results.
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2. MODEL FRAMEWORK

2.1 Development of a benthic-pelagic couple model

An integrated benthic-pelagic coupled, layer resolved and process based ecosystem model
was developed to reproduce the water quality and sediment quality in Tokyo Bay and
integrated with three dimensional hydrodynamic model which has been developed based on
Navier-Strokes equations with the hydrostatic and Boussinesq approximations (Sasaki and
Isobe, 2000), wave hindcasting model (Achiari and Sasaki, 2007) and bed shear stress model
(Rasmeemasmuang and Sasaki, 2008) (Fig 2.1 ) .The state variables for the model are mainly
temperature, salinity, three types of organic carbon which have been categorized on the
decomposition rate, three types of phytoplankton which have been categorized on the
seasonal blooms, zooplankton, dissolved oxygen and nutrients such as ammonia-nitrogen,
nitrate-nitrogen, phosphate-phosphorus and two types of silica namely dissolved silica and
particulate biogenic silica. Adopted expressions for biochemical kinetic processes were

basically based on formulae adopted in conventional models (Di Toro, 2001) and (Ji, 2008).
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Fig 2.1 Schematic diagram of integrated process based multi layer benthic pelagic coupled

ecosystem model
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Process based coastal ecosystem models consider mainly physical processes which can be
explained through material transport processes, bioprocesses which refer to systems that use
living organisms to obtain desired results, and chemical processes which refer to
transformation of reactants into products through breaking the bonds and creating new bonds.
Other than those general processes, mechanism of changing porosity with respect to POCC in
sediment which has been emerged from field data analysis (T Okada and Furukawa, 2005)
has been considered in this study. With the change of porosity, change of the thickness of
active sediment layer and then the change of nutrient concentrations in sediment have also
been considered in this study. Processes in water and sediment columns were considered
independently and water column was coupled to sediment column through interaction layer

flux exchanges (Fig 2.2).
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Fig 2.2 Schematic diagram of water and sediment processes

Numerical simulation flow with main sub-model components are shown in the (Fig 2.3).
Independent computations for water column and sediment column are done and coupled
through the independently computed flux. Basically, water model comprises with three
modules: module 1 is the module to compute photosynthetically active radiation (PAR),
module 2 is the module to compute three dimensional advection and diffusion and module 3

is the main module for water model which computes water source terms and calling all other
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subroutines. Bed model comprises with two modules: module 1 is the module to compute
vertical advection and diffusion and layer adjustment, and module 2 is the main module for
sediment model which computes bed source terms and calling all other subroutines. Flux
computation is done through the independent module which computes all the boundary flux.
Coupling of water model to sediment model is through the boundary flux which has been
considered in each water and sediment models during the computation of advection and

diffusion.
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Fig 2.3 Numerical flow of the model

Time variable mass balance equations of each dependent variable have been developed
and they are computed adopting a numerical integration method. A considerable effort is
made in setting up the model and model parameters are set according to the published values
and during the tuning process their sensitivity on results are analyzed. Moreover, the initial

conditions - the values of concentrations of each dependent variable at each grid point at the
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start of integration and boundary conditions - the values of concentrations of each dependent

variable at open boundary are given.

2.2 Application of model to Tokyo Bay
2.2.1 Model grid system

Model gird systems for both benthic and pelagic sub models are generated to coincide to
each other with (2 km x 2 km) horizontal resolution while the vertical grids are generated
independently. Pelagic model compose of 10-sigma layers in vertical while it is 25 layers
with different layer thicknesses in benthic model. Layer thicknesses in benthic are changing
at every time step with respect to POCC. Sediment layer formation is discussed in detail

under section 5.2.
2.2.2 Initial conditions

Since the time variable solutions for both water and sediment state variables require initial
conditions to start the computations they were given as the concentrations atf =0. Initial
conditions for hydrodynamic model have been discussed under section 3.1.1. Pelagic model
initial conditions for all the state variables are given uniformly based on the available data.
Pelagic model is initialized with initial POCC and initial values for all other state variables
were computed based on the POCC.

In order to compute initial concentrations of state variables in the sediment column,
POCC has been assumed as 2% of the mass of sediment at the initial time step. Assuming

p,, =2600.0 kg/m3, initial porosity is calculated form equation 5.12. In order to obtain the

initial POC concentration in sediment, bulk concentration of POC in mg/m’ has been defined

as B, _while bulk concentration of sediment in g/m’ has been defined as B,,.

poc
mp%
S AS 2.1
mg, my, .
Y,
mpoc _ B poc 29
B .

st st
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st I/b 2.3
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B — _sti7st
Ty 2.4
V,-V,
PI Sl LI 2.5
V,
v, -V,
B, mel(f 2.6
| Y
B, =(1-¢)p, x10° 2.7
Bst_ini = (1_¢ini)pst X103 28
. . . B oc
From 2.8, B, ,, is computed in the model. Then, since (Lj and B, ,, are known,
st Jini
B,,. .; 1s computed. It is possible to separate this initial concentration of B, . into

different types of POC, but totally inert initial POC has been considered in the model.

2.2.3 Boundary conditions

Boundary conditions are considered at the bay mouth, river and sewage mouths, free
water surface and the bottom of the sediment layer. The locations of 12 river boundaries and
11 point sources at grid locations are shown in Fig 2.4 while discharges and nutrient
concentrations are shown in Fig 2.5 and Table 2.1 consequently. River and sewage data have
been obtained from available government resources and river nutrient concentrations have

been tuned during the model tuning process to overcome their inaccuracies.
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Table 2.1 Nutrient concentrations of rivers and sewage point sources to

Tokyo Bay (Japanese government sources)

River Grid
_ Symbol | NH4 NO; PO, Si0,
name point

Tsurumi (6,20) | R10 5.0 300.0 1.5 175.0
Sumida (9,29) | R12 5.0 3000 |15 175.0
Tama (10,23) | R11 5.0 300.0 1.5 175.0
Ara (11,29) | R1 5.0 3000 |1.5 175.0
Edo (13,29) | R2 5.0 3000 |15 175.0
Mama (17,31) | R3 5.0 300.0 1.5 175.0
Ebi (19,30) | R4 5.0 300.0 |1.5 175.0
Yoro (21,23) | R7 5.0 300.0 1.5 175.0
Obitsu (14,17) | R8 5.0 3000 |1.5 175.0
Koito (11,13) | R9 5.0 3000 |1.5 175.0
Murata (22,24) | R6 5.0 300.0 1.5 175.0
Hanami (21,29) | R5 5.0 300.0 1.5 175.0
Sewagel |(12,28) |S1 1200.0 | 0.0 30.0 0.0
Sewage2 | (10,26) | S10 1060.0 | 0.0 20.0 0.0
Sewage3 |(9,28) |S11 1326.0 | 0.0 31.0 0.0
Sewaged | (21,24) | S3 1146.0 | 0.0 62.0 0.0
Sewage5 | (21,28) | S2 11440 | 0.0 22.0 0.0
Sewage6 | (10,22) | S9 3401.0 | 0.0 18.0 0.0
Sewage7 | (5,10) |S6 1215.0 | 0.0 48.5 0.0
Sewage8 | (4,20) |S8 911.0 |0.0 35.0 0.0
Sewage9 | (4,15) |S7 1051.0 | 0.0 35.0 0.0
SewagelO | (8,8) S5 487.0 |0.0 30.0 0.0
Sewagell | (10,13) | S4 4200.0 | 0.0 5.0 0.0
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Fig 2.4 Locations of river and sewage point sources to Tokyo Bay at model grids
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Fig 2.5 River discharges during one year period

Meteorological boundary conditions are shown under the section 2.2.5. Other boundary
conditions for hydrodynamic model are discussed in section 3.1.1. Boundary conditions for
ecosystem model have been discussed separately: boundary conditions at free water surface
have been set to zero except for dissolved oxygen and this has been discussed in section 6.1
while boundary condition for the bottom of the sediment for dissolved and particulate state

variables have been set as discussed in section 6.3.
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2.2.4 Time step and output

Time step of the computation is 100s which satisfies the Courant-Friedrich Levy (CFL)
stability criterion in the form of;

AL
JeD

At < 2.9

where AL is the computational length scale, Dis the depth of water column and gis the
gravitational acceleration.
With 2000m grid size and 15m water depth time step interval, Az should be;
2000

At £ ——— 2.10
V9.81x15
At <165s 2.11

Computation starts from 15 March 1999 and continued until acceptable steady state
results are obtained. Three dimensional (3D) output is made for all the state variables at every
noon with 5day interval. Output is made at three designated points where data has been
collected namely Chiba Light House (CLH), Keiyo Sea Birth (KSB) and Tokyo Light House
(TLH) as shown in the Fig 2.6 at every one hour interval, and at designated dates where data

has been collected.

35°45'N : ; '
km
— — ]
0 10
Chiba
35'30'N -
| Yokohama
35°15'N -
‘ T T ‘ ‘ T
139°30'E 139°45'E 140°00'E

Fig 2.6 Data collected locations
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2.2.5 Model forcing and validation

The model is forced by hourly meteorological data which includes air pressure, air
temperature, vapor pressure, relative humidity, wind speed, wind direction, cloud cover, solar
radiation and rainfall as shown in the Fig 2.7; daily river discharge data of 12 rivers which are
located as in Fig 2.4 and variations as shown in the Fig 2.5; and instantaneous tidal motion.
Model parameters have been initially set according to reference values and during a
comprehensive tuning process their sensitivity on results analyzed and required changes has
been made.

Computation is made for the period of April 1999 to March 2000 and long term
computation is continued with the same boundary conditions until reaching the steady state.
During the long term simulation, initial conditions are renewed after each year of simulation.
Since it is confirmed that the initial conditions affect the results during one year period of
simulation until the steady state is obtained, the simulation is continued until the agreeable
reproduction of data was obtained through realistic initial conditions. Model is validated with

April 1999 to March 2000 water quality data and 2001 spatial distribution of sediment data.
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3. HYDRODYNAMIC, WAVE HINDCASTING AND BED
SHEAR STRESS MODELS

This chapter describes the basic concepts of previously developed models: hydrodynamic
model, wave hindcasting model and bed shear stress model which have been coupled to the

ecosystem model developed during this study.

3.1 Hydrodynamic model

A quasi-three-dimensional hydrodynamic model developed by (Sasaki and Isobe, 2000) is
applied. Based on the momentum and continuity equations in Cartesian coordinates, the
primitive equations with hydrostatic approximation: acceleration terms become negligible in
the presence of gravity simplifying the pressure only as a function of surface elevation, and
Boussinesq approximation: assume that changes in density are only a function of temperature
and salinity.

Momentum equation in Cartesian coordinates;

on o) o(vi) , o(wi) _ f{ﬂ e Vjp,dz

ot Ox oy oz - A
Z;;y,lne _derivative Advection _term Coriolis _term  Pressure _gradient _term 3.1

2= 2= ~
+4, 8_L2¢+8_z; +£(Av@—uj
ox”~ Oy 0z 0z

Diffusion _term

Continuity equation in Cartesian coordinates;

ou Ov ow
—+—+—=0 3.2
ox Oy Oz

where tis time, x and y are the horizontal coordinates, z is the vertical coordinate upward

from the still water level, u, v and w are velocities in x, y and z directions respectively, u
is the horizontal velocity vector of (u,v)T , ¢ 1s the water surface elevation from the still

water level, p, and p' the constant reference density and deviation from it which gives the
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sea water density p(= p,+p"), p, and p, are the horizontal and vertical eddy viscosities,
respectively, f is the Coriolis parameter, and V, (= %x’ %y) is the horizontal differential

operator.

The density of the sea, p (kg/m”3) water has been considered as a function of water
salinity S ( psu) and temperature 7 (OC ) and defined by the transport equation.

p=1000+20.99+{—4.3x10" (T ~20)—0.256} (7 - 20)

3.3
+{2.3x107* (5 -30)-1.53x10"* (T =20) +0.7577} (S -30)

In order to overcome difficulties in manipulating irregular bottom topographies and to
easily formulate surface and bottom boundary conditions, sigma coordinate system which has
originally developed by (Phillips, 1957) has been used. According to the transformation the
surface and bottom topographies have been defined as shown in Fig 3.1and translates;

_z+h _z+h

O-_h+g“_ D 34

where D =h+¢ . According to this transformation

—=
"
s

Fig 3.1 Sigma coordinate transformation
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Then the momentum and continuity equations have been transformed into sigma
coordinates as follows.

Momentum equation in sigma-coordinates;

oDii +6(Duii) o(Dvii) 0(Doii) _ D[w}

+ +
ot ox oy oo

g}?’fﬁaﬁve Advecti\o,n_term Coriolis _term
gD |
—7{(/)0+p’0)VhC—P'(0—1)VhD‘Vh [Djp'daj} 2
0 o

-~
Pressure _gradient _term

"\ox* 9?) Doc\ Voo

~
Diffusion _term

Continuity equation in sigma-coordinates;
o(D D Do
ac o(pu)  3(Dv) | 3(Ds)
ot Ox oy 0z

=0 3.6

where Pseudo velocity,

=—+u—+v—Fw— 3.7

and transport equations of temperature and salinity have been adopted as shown in the

following equations.

o(DPT) o(uDT) o(vDT) o(6DT)_ 1 & (Kv 6(HT)}

ot ox oy oc D’ oo oo
3.8
2 2 d
+DK, 8€+672” + ! q(a)
ox~ 0Oy pC, do

where K, and K, are the horizontal and vertical kinematic eddy diffusivities, and C, and ¢

are the specific heat and the short wave radiation respectively.
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0(DS) o(uDS) o(vDS) o(6DS) 1 & [KV 8(HS)J

ot ox oy dc  D? oo oo
39
2 2
+DK, 8—§+8—§ - RS
ox~ Oy

where R is the river discharge which can be introduced at coastal nodes of the rivers.

3.1.1 Initial and boundary conditions

Initial conditions of salinity and temperature are given uniformly in space and depth and
there is a room for setting them as a variable.
At the surface boundary, Pseudo velocity has set to zero and tangential stress at the free

surface along a horizontal direction is equal to the wind stress.

=0 3.10
ou
pA,——=Dp,C, w\w, 3.11
ou
pA,——=Dp,C, wiw, 3.12

where C, is the wind drag coefficient, p,is the air density, W, and W, are the x and y

components of the wind vector W at the latitude of 10m above the sea surface.
At the sea bottom boundary, Pseudo velocity has set to zero and quadratic dependence of

the bottom stress on the velocity has been described as follows.

=0 3.13
ou 2 2 2
pPA —=Dpy,u (u +v) 3.14
oo
Ou 2 2 2
pA,—=Dpy,v (u +v) 3.15
oo

where y, is the bottom friction coefficient.
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At lateral wall boundaries, normal velocities have set to zero and free-slip conditions have
been applied for the friction terms.

At the bay mouth, tidal level has been estimated from the Meteorological agency data.
Other than that wind direction, wind speed, solar radiation, air temperature, air pressure,
vapor pressure, cloud cover and rain fall data obtained from Meteorological agency are given
as boundary conditions. River and sewage discharge data have also been considered as

boundary conditions as shown in the Fig 2.4, Fig 2.5 and Table 2.1.
3.1.2 Numerical scheme

It has been found that the stability of the model is constrained by the time increment for
bays with steep bottom slope and vertically high resolution. As shown in the Fig 3.2 models
can consider the variation of a parameter within a time step Afin two ways. In explicit
approach it assumes the variable keeps its value as its present value during the time step
while in implicit approach it assumes the variable keeps its next time step value during the
time step (Patankar, 1980). Considering these two approaches a more robust algorithm with
semi-implicit scheme has been adopted. The sea surface elevation ¢ and the vertical
advection and vertical diffusion terms are discretized implicitly and the other terms are

discretized explicitly.

Explict
Y
)2 e _¢_ e

Brf+l ________________

L LT S
1
1
1
1
1

Implict

B,
+
>

Fig 3.2 Explicit and implicit approaches
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Difference between the explicit and explicit approach can be explained considering a

simple differential equation for any state variable C, ;, with a rate of change of 4 ;

dcC. .,
Tt/ =AC, ,, 3.16
If explicit scheme is applied;
crt -
l,./ﬂkA Lk _ /1Cl_nj . 3.17
p s

Where Atis the time interval and n is the time step. Then the next time step value is;

Criy =(1+2A0)Cl 3.18
If implicit scheme is applied;

crt -

gk Thik ,1Cl_"]+_1k 3.19

At o
Then the next time step value is;
C’.
Cll =—2— 3.20
ME(1- A1)

According to the equation 3.20, in order to keep C';;)0; keep (1—AA7))0. That gives

At(%. Hence implicit scheme give a flexibility to keep the model stable by setting the time

interval At .
3.1.3 Grid system

Staggered grid system defining scalars at the main grid points and velocities at the grid
surfaces (with respect to the main grid points velocity components are staggered) have been
used (Fig 3.3). This has twofold advantages:

1. The discretized continuity equation would contain the differences of adjacent
velocity components, and that with a wavy velocity field is prevented.
2. Pressure difference between two adjacent grid points becomes natural driving

force for velocity component which is located between these grid points.

37



R S— q —
k+1=» P e D e k+1= - L]

[ ] > e
A L A A }\ A
T T \ T L—(i, k) T N ' L—(j, k)
e g o K.
k- o 1 |o e P kP o b e
A A k A A k
' \[i+|,k—]) ' ' CON]G+Lk-D
-+ -+
k-1 ® B e I |eo k-1 o b e T )
A A A | A A A |
T L T 1 T
i-1 i i+1 j-1 J j+l
@ scalar = u 1‘ a @ scalar = v 1‘ a
(a) A 4 (b)
L) L)
jHl e B e -L ®
A I A |
L)

(i+1j-1)

-l e B e T
A A
L)

escalar = u v

()

Fig 3.3 Staggered grid system (a) x-sigma (b) y-sigma plane and (c¢) x-y plane

3.2 Wave hindcasting model

The wave hindcasting model which has been developed and validated by (e.g. Achiari and
Sasaki, 2007, Rasmeemasmuang and Sasaki, 2008, and Attari and Sasaki, 2012) is adopted.
This wind-generated wave hindcasting model has been developed for both deep shallow and
deep waters through a set of parametric equations which computes spatial and temporal
variation in the significant wave height and period.

The wave growth pattern is considered as combine characteristics of fetch limited
conditions and duration limited conditions. Under fetch limited conditions, it is considered
that the wind has blown enough constantly long enough for wave heights at the end of the
fetch to reach its equilibrium while under duration limited conditions, the length of the time

that the wind has blown limits the wave height.
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Under fetch limited condition the significant wave height / (m), significant wave period

T, (s) and wave duration 7, (s) are computed through the following equations 3.21, 3.22 and

3.23.

1/2
H F,
E700 _16x107| £ 3.21
UW UW
1/3
&1, =2.857><10-1(ng) 3.22
U, .
2/3
g _6.88x10'| 85 323
U, U,

where F), is the fetch in meter at the location considered ( Achiari and Sasaki, 2007), U, is
the wind speed at 10 m above the sea in meter per second and g is the gravitational

acceleration in (m/s"2) The above equations are valid up to the fully developed wave
conditions given by equations 3.24, 3.25 and 3.26 , and only when the real duration of wind

blowing is longer than 7, .

H
& Y =2.433x10™ 3.24
w
T
%zs.m 3.25
w
t
%=7.15x104 3.26
w

The wave growth pattern in shallow waters is considered based on approximations in
which wave energy is added due to wind stress and reduced due to bottom friction and

percolation. These assumptions have ended up with following relationships to compute H

(m), T, (s)and ¢, (s).
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1/2
O.OOS65(§F VZJ

3/4
&M, _ 0283 tanh| 0.530 €| tanh LS/ 3.27
UW UW gh
tanh| 0.530 U
W - -
i F 1/3 ]
. Ly 0.0379(5@]
£ —754tanh| 0.833] £ | tanh v 3.28
UW UW gh 3/8
tanh| 0.833 Uz
/4
/ T 7/3
&=537(g—W] 3.29
UW w

Similarly as in deep water, the above equations 3.27, 3.28 and 3.29 are valid only when the

real duration of wind blowing is longer than ¢ .
Moreover, the wave length L, has been introduced applying the dispersion relationship in

linear wave theory as shown in the equation 3.30.

2
L, =gzitanh@ 3.30
T

Since the equation 3.30 has to be solved through the iteration process and since it is not
preferred in long-term computations, an explicit expression proposed by (Goda, 2010) is

applied as shown in the equation 3.31.

L - 271h
oo+ S 3.31
(1+0(0.6522 + ©(0.4622 + Q*(0.0864 + 0.0675Q))
where,
Ar’h
Q=""2 3.32
g7,

(Rasmeemasmuang and Sasaki, 2008) have confirmed that the deviation of the results of

the equations 3.30 and 3.31 are less than 0.1%.
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3.3 Bed shear stress model

In order to model the spatial distribution of sediment quality, accurate modeling of Bed
Shear Stress (BSS) is highly important and its sensitivity on the spatial distribution of
sediment and water quality has been discussed in section 7.2.1. BSS has been model adopting
the method proposed by (e.g. Rasmeemasmuang and Sasaki, 2008, and Attari and Sasaki,

2012). The BSS, 7, has been computed based as a vector summation of Wave induced Bed

Shear Stress (WBSS), 7

w

and Current induced Bed Shear Stress (CBSS), 7, .

T, =T, %7, 3.33

The magnitudes of 7,, and 7, are given by the following equations.

e =pCulUlU 3.34

.2
U, 3.35

1
TW :Epf;t

where U is the velocity of the mean current at reference heightz,, U, is the amplitude of
the wave induced oscillatory velocity, C, and f, are the drag coefficient or current-related
friction factor and the wave-related friction factor, respectively. The amplitude of the wave
induced oscillatory velocity U, has been computed from the equation 3.36 using the wave

characteristics obtained in section 3.2.

y o A, 3.36
" T, sinh(27h/L,) '

Wave related friction factor, f, has been computed from the equation 3.37 where a,,

represents the particle excursion which is given by the equation 3.38.

-0.194
/. :max{exp{s.zm(imj —5.977}, 0.30] 3.37

H

O sinhh /L) 3.38
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4. PELAGIC MODULE IN ECOSYSTEM MODEL

4.1 Governing differential equations for any scalar parameter

30 A

25

20

Dner.:rth(nq]o0

60
40
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&0 |-

20

25

Water
column

sediment
layer

—

Fig 4.1 Spatial and vertical grid system for water column

This model has 2000 m % 2000 m horizontal grid resolution with 10 sigma layers in

vertical direction in water column (Fig 4.1). In order to overcome difficulties in manipulating

irregular bottom topographies and to easily formulate surface and bottom boundary

conditions, sigma coordinate system which changes the surface and bottom topographies as

shown in Fig 3.1 has been used. Staggered grid system defining scalars at the main grid

points and velocities at the grid surfaces (with respect to the main grid points velocity

components are staggered) have been used (Fig 3.3).
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Fig 4.2 Influx and efflux to the control volume

Three dimensional layer-resolved advection and diffusion equation in sigma coordinates
is developed for water column by adopting control volume formulation with staggered grid
system. The conservation of mass over control volume V' with dimensions Ax,Ay,Az is
considered (Fig 4.2). The typical dependent variable Cin the sediment has been defined as,
Ci ;> the rate of change of mass per unit volume or the concentration of the material within
the control volume V" where, i = 0 ~ (imax+1): grid in x-direction, j =0~ (jmax+1): grid in

y-direction and k=1~ (k max): grid in z-direction. For the conservation of mass within the

control volume, the net change of mass should be equivalent to the net mass influx due to
advection and diffusion and the mass generation of species due to reactions. Hence, mass

conservation equation can be written as;

Mass _change+net _mass _advectiion _ flux =net _mass _diffusion _ flux

4.1
+mass _source _gen
The net change of mass during time period of Az can be written as;
oC. .,
Mass _change = 8:’ Ax.Ay.Az. At 4.2

Advection flux is the flux carried by the flow filed u,v,w and it can be written as;
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.. aucl ik avCi k
net _mass _advectiion _ flux = Tj Ax.Ay.Az At + Tj Ax.Ay.Az. At
4.3
owC,
t

The flux Influx _x=J,_,,;,1s entering to the control volume face dy,dz while the flux
leaving the opposite face is Efflux_x=J,,, , after the time period of Az . The flux
Influx _y=J,, ,,1s entering to the control volume face dx,dz while the flux leaving the
opposite face is Efflux _y=J, ., after the time period of A¢. The flux Influx_z=J, , ,

is entering to the control volume face dx,dy while the flux leaving the opposite face is

Efflux _z=J,,,,,,after the time period of A¢. The net Influx over the control volume can be

written as;

net _mass _diffusion _ flux = (Inﬂux _x—Efflux _ x) dy.dz At

4.4
+ (Inﬂux _ y—Efflux _ y) dx.dz. At + (Inﬂux _z—Efflux _ z) dx.dy.At
net _mass _diffusion _ flux = (JH/Z’M —Jinn )dy.dz.At + (Ji,j—l/Z,k —Ji ik )dx.dz.Az‘ is
+ (Ji,j,kfl/z - ‘]i,j,k+1/2 )dx.dy.At
Diffusion flux J,;, can be expressed by the Fick's law (Ji, 2008) as;
oG, ;,
']i,j,k :_Ki,j,k Py 4.6
where K, ;, 1is the diffusion coefficient in z-direction (m”2/s)
. . _ aCi,j,k+1/2 aci,j,k—l/z
Net _mass _dissfusion _ flux=|| =K, ,;, —— |=| =K pju — | |AvAzAt
” ox ” ox
I Glog oC, )1
+ [—Ki e J—(—K,» v ] AxAzAt 47
S Oy B AN
I oc, oC, . )]
+ _Ki ik—1/2 e _Ki i k+1/2 LI AxAyAt
> 0z > oz )]
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Net mass _dissfusion _ flux =—| K —2% | AxAyAzAt +—| K —% | AxAyAzAt
ox Ox oyl 7 oy i

oC, .
+ﬁ{&—§i}mwxm

4

Let the rate of generation of chemical species over control volume is, ZRS . Then the

S

generation of species over control volume during time period of Az can be written as,

Sourec _gen = {Z R } Ax.Ay Az At 4.9

Equations 4.2, 4.3, 4.8 and 4.9 can be combined to make the mass conservation over the

control volume,

oC, i, ouC, ovC, ;, owC,
SRR AYAYAZAE + ——E AxAyAzAE+ 2 AxAyAz AL+ ——E AxAyAz AL
ot ot ot ot
0 ocC, ., 0 oC, ., 0 ocC, .,
=—| K, — 1 AxAyAzAL + | K — | AxAyAzAL +—| K, —2 | AxAyAzAt 4,10
ox| =~ Ox oyl - oy Oz 0z
+> " R AxAyAzAL

Hence, the governing differential equation for any scalar parameter in the water column in

Cartesian coordinates can be written as;

GCM’,{ . GuCi,j,k N 8vCi,j’k . 6wCi’j,k
ot Ot ot Ot

4.11
oC. . oC. . oC, .
>9K¢4ﬂ~JzK—¢i+§<&—ii+Z&
ox ox oyl 7 oy 0z 0z .

According to the sigma coordinate transformation;

_z+h
S+h

4.12

Then, the governing differential equation for any scalar parameter in the water column in

sigma coordinates can be written as;
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a(DC) , 0wDC,,) 9(DC,y,) a[<a+051nk)DCi,j,k]
ot ox oy oo

o*C .. o*C.
= DK, O . Ly 1o K, ”" +DY R,
ox oy D oo .

where, D is the total depth which equals to the summation of still water depth % and the

4.13

surface displacement, ¢ . o, is the settling velocity in sigma coordinates given by
O =W /D (Sasaki and Isobe, 2000), wusing the settling velocity Wix in Cartesian

coordinates and the total depth D, and this will be zero for dissolved matters. X, and K, are

the horizontal and vertical kinematic eddy diffusivities, respectively. For convenience

decompose the above equation using the split operator;

Advection and diffusion only;
o(DC, k) ouDC, ;) . o(vDC,;,) . o(eDC, ;)

ot ox oy oo
4.14
2 2
DK 0 C,Jk 0°C i s 19 K 8C”k
"loax? o Doc\ ' oo
Particulate matter settling only;
6(D(j Jk) a(GsmkD(:'z JJs k) -0 4.15
ot oo
Source terms only;
o(DC,
( azjk) DY'R, 4.16

Advection and diffusion equation (4.14) has been discretized in the sub section 4.1.1.
Solution for the equation of settling (4.15) has been discussed in detail in the sub section
4.1.3 while the solution for source term equation (4.16) has been discussed in the sub section

0. The hydrodynamic model with the hydrostatic and Boussinesq approximations (Sasaki and
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Isobe, 2000) gives the three velocity components and surface displacement which is used in

the ecosystem model.
4.1.1 Discretization of advection and diffusion equation

The vertical advection and vertical diffusion terms in the equation (4.14) are discretized
implicitly and the others are discretized explicitly. Using three point scheme the finite
difference equations of the each term of the above equation can, therefore, be written as

follows.

1. Time derivative term

n+l ~n+l n n n+1 n
a(D _]k) D Cljk _D C _ Di,j C»’zﬂk—D[’j Cﬂk 4.17
ot At At PR A

2. Advection term in x-direction

a(uDCi,j,k) _ 1 n+1 Dn+1 Cn n+1 Dn+1 Cn
Ox - Ax 1+1/2]k i+1/2,ji+1/2,j.k u;_ 1/2,j,ki-1/2,j~i-1/2,j .k
__x n+1 Dn+l ( ok )_ n+l Dn+1 ( ) 4.18
l+1/2 JJ.k i+1/2,j i+l,/, kT i,j,k ui—]/Z,j,k i+1/2,j i,j, kK lj k
2Ax
defining,
‘w At
l,],k‘
adei/k :ﬂ,x: 4.19
Then;
a(uD Jk) 1 n+1 Dn+1 Cn n+1 Dn+] Cn
ax Ax z+1/2 JkTi+1/2,ji+1/2, ), kT z 1/2,j,k=i-1/2,ji-1/2,j .k
4.20
amdxl JJ.k n+l Dn+1 n n+l Dn+l Cn Cn
- 2Ax U2, 0| Piv1s2 ,( i+l .k i,_/,k)_ Ui 172,05 Pisir2 j( ijk i—l,j,k)
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n+l n+l n n+] n+l n n
a(uDCi,j,k) | Yirir2,, sz+1/2,] ¢ )k +C,J k| Hiciz,, WD _1/2,) Ci,j,k +Ci—l,j,k

ox Ax 2 Ax 2
_ amdxi+1/2:.f,k n+1 Dn+1 ( n ) 421
2Ax z+1/2,] k i+1/2,j i+1, /k i,j,k
+ amdxz 1/2,7 .k n+1 Dn+1 (C Cn )
2A.x 1 1/2,j.k i-1/2,j ,J.k i-1,j,k
a( DC ) n+l Dn+l n+l Dn+1 n+I Dn+l
UDC, 50) | Wivgyz jativisa.g o Uirr2 062 Wicio,jiicisn, o
_— >+l’ ,,k - ,, "k
Ox 2Ax B 2Ax 2Ax "
n+l n+1
Ui 12,0172, | w
2Ax s
4.22
_ amdxl+l/2,] k| n+l n+l n + amdxz+1/2 Jok | n+l n+l n
2 Ax i+1/2,j 0| Piv1r2,j | Pis,jk 2 Ax i+1/2,j. 0| Piv1r2,5 |Pijk
N amdx, ;, ; . ) D n o amdx, .y, ; s prl n
ZAX 1 1/2,j.,k -1/2,j gpi,j,k ZAX I 1/2,j.,k i-1/2,j (/7;71,1',1{
3. Advection term in y-direction
a(Vl) J k) 1 Dn+[ Dn+]
ax Ay lj+1/2k i,j+1/2 ,]+1/2k lj 1/2k i,j—1/2>i,j-1/2k
_ ﬂ’y Vn+1 ( ) Dn+1 ( Cn ) 423
2Ay i,j+1/2,k ,]+1/2 i,j+1, kT z ,Jk lj 1/2 k -1/2 i,j,k i,j-1,k
defining,
‘vl. ; k‘At
amdy, ., = A, =—"—"— 4.24
sJ s y Ay
Then;
a(VDCi’j’k) _ 1 Dn+1 n Dn+1 n
o = Ay lj+]/2k i je1/2% 0 12k ~ Vi j- ]/Zk ij-1/2%0 172,k
_ amdyi,_i,k n+l +1 (C Dn+1 Cn 425
27y vi,j+]/2,k i 172\ e T ,j )~ Vij- J/Zk (e ik i,jfl,k)
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n+l n+l n n n+l n+l n
a(VDCi,j,k) _ Vi jw124 jr1s2 o Lk Ci,j,k Vijr24Pi 12 C; ik +C i1k
Oox 2Ay 2 2Ay 2
_amdyi,/‘+l/2,k Sl D (C” C' )+ amdy, ;_y, e Dn+1 _C 4.26
27y Vijer20 | Vi je2\Ci e = i,j,k 27y Vij-1/2k (e ijk i,j—l,k)
n+l n+l n+l n+l n+l
6(VDCi,j,k) N Vigr126 i 12 C ,J+1/2 D, gr1/2 Vije124j-172 c
= i Lk i\ j ok
ox 2Ay 2Ay 2Ay "
n+l n+l
Vij—1724 172 | n
20y ij-Lk
4.27
_ amdyi,j+1/2,k n+l n+l Cn + amdyi,jJrl/Z,k n+ Dn+l Cn
27y i1 2.k | Fi iz | Yk 27y Vijer/ 20| Pijerr2 |“ijk
+ amdyi,j*I/Z,k n+l Dn+1 Cn _ amdyi,jfl/Z,k n+l Dn+l n
27y i j-1/2.4 | P j-172 | ik 27y i j-1/2.0 | i j-172 | i j-Lk
4. Advection term in sigma-direction
a(GDCl'»Lk) — 1 O-_n+1 n+l i+l n+1 Dn+1Cn+1
Py Ag \C bk i k12 7 O k12 i,j k=172
A
_ (ol n+l n+l n+l n+l = n+l n+l n+l n 428
2Ao_(‘o-,jk+1/2‘D (Cl,kﬂ_cjk)_‘ jkl/z‘D (C Cjkl))
. .« n+l n+l n+l n+l - n+l n+l
a(GDCi’j,k) B O, i wnnDr; C'M O iy cr O jun i Cn+l
- , e T ik Lk
oo 2A0 b 2Aoc ” 2A0 b
n+1 n+l
,] k— 1/2D Cn+1
Ao i) -1
n+l| < n+l n+l | _«n+l 429
B /,i’O'Di,j O, k12 ST Ay Dy ,J,k+1/2‘ el
i, j e+ i\ j
2Ac b 2AO' I
n+l | _—n+l n+l | _~n+l
N ZoDi,j O, jk-1/2 il ﬁ’aDi,j i,j,k—l/Z‘ tl
IAG i,j.k NG i,j,k=1
defining,
amds. = A (6140 430
ijk — Yo :
Ao
Then;
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. - n+l n+l - n+l n+l - n+l n+l
8(O'Dcz;j,k) | Oijknn el O, a2t wrl | Gijk-12"i el
oc | 2Ac bk 2Ac bk 2Ac bk
n+l n+l
,j k— 1/2D n+l
2A0 Bk
4.31
n+l | _—n+l n+l n+l .
amdas, w2 Di O kan N amdas, FRIRTEY 2 (o N
— ch o+ c"
2AG i,j,k+1 2AG i,j,k
n+l| _«n+l n+l n+1
amdasljk oY L oy el amdas; ik Di (07 1/2‘ o]
+ cr "
2Ac bk 2Ac bk
5. Horizontal diffusion term
o’C,,, 0°C, o*C *C
ko k
DK ’J bk l=p | K, —+K 4.32
h 6 P 2 i,j hx 2 hy o 2
X Y Y
2 2
DK 0 Ci,j,k 0 Ci,j,k _Dn+] 1 oC oC
h 2 2 - M, hx_i+1/2,j,k hx_i-1/2,j,k
ox oy Ax 8! i1/2,j.k 0. i-1/2,/.k
. 4.33
N 1 oC oC
hy i, j+1/2,k hoi, j—1/2.k
Ay Ry OX |; o
K Ci+1,j,k - Ci,j,k
2 2 hx_i+1/2, ),k
DK actjk aCle a1 TS Ax
h 2
ox oy’ Y Ax C...—Co, .,
_K 5J 5 =L,7,
hx_i-1/2,j.k —Ax 4.34
4 1 K Ci,_j+1,k - Ci,j,k _ Ci,j,k B Ci,jfl,k
hy i, j+1/2,k i, j—1/2,k
Ay Ay Ay
2 n+l n+l
DK 0 Ci,j,k o Cl]k Di,j Khx_i+l/2,j,k n Di,j Khx_i+l/2,j,k n
h ax2 ay - (Ax)l i+1,7.,k (AX)Z i,j.k
n+l n+l
_ D Khx _i-1/2,j.k Cn + D Khx i-1/2,j.,k Cn
(A.X')2 i,j.k (A_X)2 i-1,7.k
Dl’l+1K Dn+1K 4.35
+ hy _i,j+1/2,k n _ i,j hy _i,j+1/2,k n
i,j+1,k 2 i,j.k
(Ay)? h (Ay)
n+l n+l
_ Di,j Khyii,j—l/Z,k n D Khy i,j-1/2,k n
i,J sk i,j-1,k
(Ay)’ v (Ay)’
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6. Vertical diffusion term

n+l n+l n+l n+l
1 @ K aci,j,k _ 1 . 1 K Ci,j,k+1 _Ci,j,k _K C,j k Ci,J,k—I
- 1 > i e

Doc\ ' oo D! Ao | Ao Yhikei2 Ao

i a K aCv[,j,k _ Viojk+1/2 n+l _ Vi jk+1/2 n+l

v - 1 2 i,jk+1 1 i,j.k
D oo oo D7 (Ao) ! D' (Ao)* |
Vi,jk-1/2 n+l1 Vi,jk-1/2 n+l

Dn+1 (A ) i,j.k + Dn+1 (A ) Ci,j,k—l

Substituting equations 4.17, 4.22, 4.27, 4.31, 4.35 and 4.37 in equation 4.14;

n+l n
i,j n+l i,j n
i,j.k i,j.k
A A
n+l n+l n+[ Dn+l n+l n+l n+l n+l
+ U172, 5172, ot Uiriyo jiiviszy Wiz jaxiciag | | Yicrr2,j0i-12, "
i+1,j.k ik i1,k
2Ax 2Ax 2Ax 2Ax
_ amdx1+l/2 J.k n+l Dn+1 Cn amdle/Z Lk n+l D,Hl Cn
Ax 12,0 | Pivrrag |Cinjue T Ak i+1/2,7.k | Fiv1r2,7 ik
+ amdx: 1/2,j,k n+1 Dn+1 ok amdxt 1/2,j.k n+1 Dn+1 Cn
2Ax 1 1/2,j.k i—1/2,j ik 2Ax 1 1/2,j.k i—1/2,j i-1,j.k
n+1 n+1 n+l n+1 n+1 n+1 n+1 n+1
+ vi,j+1/2,kDi,j+]/2 c vi,j+1/2.kDi,j+1/2 Vi,j—]/z,kDi,j—I/2 cr Vi,_j—1/2.kDi,j—1/2 C
, lk - ik ij-1k
2Ay bt 2Ay 2Ay 2Ay
_ amdyi,j+1/2,k n+1 Dn+1 Cn amdyi,j+1/2,/€ n+ Dn+l Cn
ZAy l Jj+1/2.k i,j+1/2 L+, k ZAy 1 LJj+1/2,k i,j+1/2 i,j,k
+ amdyi,j—l/Z,k n+1 Dn+1 Cn amdyi,j—l/Z,k n+1 Dn+] Cn
,j -1/2.k i,j—1/2 ljk ,j -1/2,k i,j—1/2 i,j-1,k
2Ay 2Ay
n+1 n+l n+1 n+l n+1 n+l n+1 n+l
+ l] k+1/2D n+l l s k+1/2D Cn+l /k 1/2D n+l _ lj k— 1/2D n+l
i,j.k+1 i,j.k i,j.k i,j.k=1
2A0 " 2A0 2A0 2A0
n+l n+l n+l n+l
amdas; i, k+1/2D O, k+1/2‘ oy amdas; /. k+1/2D 0, k+1/2‘ ol
- NS i,k
2Ac v 2Ac v
n+l n+1 n+l n+1
amdasl Jk— 1/2D 1 Jok— 1/2‘ amdasljk 1/2D 1 Jk— 1/2‘
+ ntl n+l
i, j.k i,j,k-1
2Ac w 2Ac 7
n+l n+l n+l
_ D Khx i+1/2,j,k n D Khx l+1/2,] k n D Kh\f i-1/2,j.k Cn
- 2 l+1,jk ik 2 ij.k
(Ax) (Ax)
n+l n+1 n+l
n Di,j Khx_i—l/2,j,k c" D, ij hv Lij Boay_ijnnak | ~m _ Di,j Khy_i,j+1/2,k n
2 t -1 k i,j+1,k 2 i,j,k
(Ax) ” (Ay)’ ! (Ay) !
n+l
_ i,j “Thy_i,j-1/2,k n Khy i,j-1/2,k n
2 i,j.k i,j-Lk
(Ay) (Av)*
Vi / 1 Vi 1 Vi 1 Vi / 1
+ n+l . Cin;kJr[ - n+l v Cin;k - n+l L Cfn;k + n+l L ank 1
DI (Ao | T DAy | D Ao T D (Ao )

4.36
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- n+l = n+l n+l
O k12 +amdas, k= 1/2‘ i k= 1/2H Ci,j,k—l

D!
Vi, jik=1/2 1,]
D"“(Aa) 2Ac [

1 n+l
D"t K, D"
s i) k= 5 - n+l 1
+ vl s ol o 7 = |:O-in;'-k71/2 +amdas, k- 1/2“71}1;1( 1/2H
At D' (Ao)” 2Act "
D}’H—l
| Vi,jk+1/2 i,j ~n+l "+1
D (AO') + Ao Lai,j,k+l/2 amdas, J k+l/2‘ i k+l/2U
1
D"
i,j = n+l = n+l n+l
O k-2~ O j k12 Ci,j,k
Ao
n+l
Vijk+1/2 i,j |: < n+l ‘ = n+l H n+l
— o —amdas. . ol cm
n+l 2 i,jk+1/2 i,j,k+1/2 i,j,k+1/2 i,j,k+1
D' (Aoc) 2Ac
1
Dn+ K 1
hx _i— l/2,/k n+l n+l n+l n+l n
+ 2 Ax (ama’xl _12,jk ui—]/Z,j,k‘Dz+1/21 U112, WD/ 1/21) G i1,/ k
1 hx i-1/2,j.k Khx_i+1/2,j,k + Khy_i,jfl/Z,k Khy_i,j+l/2,k
2 2 2
(Ax)® (Ax) (Ay) (Ay)
n+1 n+l n+l n+l
1 | —amdx,_ 2,k |Mic1/2,, k‘Dz _1/2,j amdme] K |Hivc1r2,), k‘Dl+1/2j
2AX' n+l n+l n+] n+l
i-1/2,j,k~i-1/2 1+]/2/k i+1/2,
+u D, G D ;
n+l n+l n+l n+l n
1 _amdyz, vk Vi j- I/Zk‘Dl_] 12 amdyi,j+l/2,k vi,j+1/2,k‘Di,j+1/2 +D,<,j ,
_ —Licr
2A n+l1 n+l1 n+l1 n+1 At L
V4V, D, i j-1/2 z/+1/2,kDi,j+I/2
1
Dn+ K 1
hx _i+1/2,j,k n+l n+l n+1 n+1 n
2 4102,k \Mictr2, | Pivrr2,) ~ Wit Pivis2,) i+1, 7.k
+ + e (amdx u D D, )
1
Dn+ K 1
hy i,j-1/2,k n+l n+l n+l n
i i-12 |Visj—172.4 | P je1r2 T Vi 1/2 k 1/2 ij-Lk
{ ) + Ay (amdy ; Vi D, aa Dl ) f
1
Dn+ 1
hy i,j+1/2,k n+l n+l n+1 n+l n
{ (Ay) 2Ay( mdyi,j+l/2,k Vi 20| Vi jerr2 = Vijr1/2k i,j+1/2) Ci,j+1,k
This is written in the form of
n+ n+ n+
apkc, /kC k1 TOpke, ]kC . +cpke; /kC ke
— n
aukl/kc —1,/.,k +bukl/kCljk +cukl]kci+l,j,k +duktjkC11 Lk +eukljkclj+1k

4.39

4.40
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where,

Dn+1
Vi jk=1/2 i,j - n+l n+l
apke, ., = - [a. 1, Hamdas, ‘(7 H
s 1 k=172 k-1/2 k-1/2
L] DI,H(AG) ZAO_ L] ij, i,j, 441
n+l n+l
_ i,j Vi jk-1/2 i,j = n+l n+l
bpkci,j,k = Af - D (Ao) - Ao |:O-i,j,k—l/2 +amdas, k12 ‘O- ok 1/2‘:|
i,j
4.42
K D}'H-l Dn+1
Vi,jk+1/2 i,j < n+l < n+l i,j < n+l - n+l
o 7T O k12~ amdas, k12 |Oijas2| | | O jk-172 ~ O} j k12
D (Ao)” 2Ac Ao
D!
Vi jk+1/2 i,] - n+l n+l1
cpke, ., =4— - : [a . —amdas, ‘O‘ H
,Jk n+l 2 i,j,k+1/2 i,j,k+1/2 i,j,k+1/2
D (Ao)” 2Ac 4.43
But equation 4.42 can be rewrite as;
n+l n+l
— Lo _ _ ij - n+l _en+l
bpke, ;, = AL apke, ; , —cpke, ; MG I:Gi,j,k—l/2 O-i,j,k+1/2:| 4.44
Dn+1K 1
_ hx_i-1/2,j.k n+l n+l n+1 n+l
auki,j,k = (Ax)z + Ax (amdxi—l/Z,j,k Ui 12, k‘DH]/Z stUs «Di- 1/2,,) 4.45
buk.  =d_pr Khxii—l/Z,j,k +Khx7i+l/2,j,k N Khyfi,j—l/Z,k Khyii,j+1/2,k
i,jk i,j 2 2 2 2
(Ax) (Ax) (Ay) (Ay)

n+l n+l n+1 n+l

N 1 _amdxi—l/z,j,k ui—]/Z,j,k‘Dz 1/2,) amdxiH/Z,j,k it1/2, k‘Dz+1/21

ZA.X +un+] Dn+1 n+1 Dn+1 446
i~1/2

,J ok 11/2] t+]/2,jk i+1/2,j

n+l n+l n+l n
N 1 —amdylj 2k Vi j- I/Zk‘Dz] 1/2 amdyi,j+1/2,k Vi,j+1/2,k‘Di,j+1/2 N Di,j
ZA n+1 n+l n+1 n+l At
Y 1] -1/2, kD ij-1/2 ,j+1/2,kDi,j+1/2
1
D}’l+ K 1
_ hx _i+1/2,j,k n+l n+l n+l n+l1
cuki,j,k = (Ax)2 + 2 Ax (amdxm/z ok ‘ Uirssju|Divira — z+1/2,j,kDi+1/2,j) 4.47
1
Dn+ K 1
_ hy i,j-1/2,k n+l n+1 n+l
duki,j,k = amdy, J-v2k | Viij- J/Zk D; 12 TViitio, D, 1,j-1/2 4.48
(Ay)’ 2Ay
1
Dn+ K 1
_ hy _i,j+1/2,k n+l n+l n+l n+l
euki,j,k = + (amdyi,j+l/2,k vi,j+1/2,k‘Di,j+1/2 _vi,j+1/2,kDi,_j+1/2) 4.49

(Ay)* 24y

Equation 4.40 is further written as;
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apke, ; ,C!"_, +bpke,

i,j,k~i,j.k

C" +cpke, ; , Cl oy = dpke, 4.50

i,j,k i, 7,k+1

where dpkc, ;, denotes the coefficient for explicit terms.

dpke, ., =auk,; C', . +buk,  C'  +cuk

i,jk i

Chy s +duk

e lek+euk

i,j,k i

Cl ,J+1Lk 451

i,j,k

4.1.2 Surface and bottom boundary conditions

4.1.2.1 Surface boundary conditions

above the surface of the water column where C, |, ,,

Define a dummy grid C =C,\

i,j,k+l1

= n+l

and G J k172

= 0 at the surface. Advection and diffusion on the surface sediment boundary has

been considered as zero here since the boundary conditions are considered separately. Hence

vertical advection and diffusion equations at the surface have been reconsidered as follows.

4a. Advection term in sigma-direction

o(cDC, .
) L D )~ (6] P €~ )

oo Ao 2Aoc 4.52
. n+l n+l n+1 n+l
G(UDC[,J-’,{) _ lj k— 1/2D1 J Cn+1 lj k— 1/2DI ,J Cn+l
- k k-1
oo 2A0 b 2Ac b
Z, Dn+1 - n+l /1 Dn+l - n+l 453
I i,j z;k 1/2 Cn+1 _ i,j O; ,J.k=1/2 C,H_l
2Ac bk 2Ac S
defining,
‘o". A
l,(lak‘
amdsijk = ,10 :A— 4.54
o o
Then,;
. < n+l n+l - n+l n+l
A(cDC, ;) _ G juanDi; c o G juanDr; c
oo B 2Ac bk 2Ac Bk
d Dn+1 < n+l d Dn+1 < n+l 455
amadas; ; i i, O, jk-12 el amadas; ; i i, O, k12 l
+ c' - C
2A0 bk 2A0 b
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6a. Vertical diffusion term

DR <P I N O (PP o'/ S e .

Dooc\ " oo Di’f;fl Ao Yhk1r2 Ao '
1 a aCz _ Vi jk-1/2 n+[+ Vi jk-1/2 n+l 457
Doc\ " oo D' (Ac) ) M\ D (Ae) ) ! '

Substituting equations 4.17, 4.22, 4.27, 4.31, 4.35 and 4.37 in equation 4.14;

n+l
Di,j

+

n+1 _ ij n
At i,j.k At i,jk
n+] n+l n+1 n+1 n+1 n+1 n+1 n+1
1+I/2j kD1+1/2] Cn z+1/2] sz+I/2] _ 1 1/2,j, kD —1/2,j Cn 1 1/2,j, kD —1/2,j Cn
2Ax etk ¥ 2Ax 2Ax Bk 2Ax T

amdx,, ok

n+1 Dn+1 Cn amdx1+l/2 L Jsk n+1 Dn+1 Cn
2Ax z+1/2 J.k i+1/2, i+l,j, k 2Ax 1+1/2 J.k i+1/2,j i,j,k
amdxt 1/2,].k n+1 Dn+1 Cn amdxz 1/2,j.k n+1 Dn+1 Cn
ZAX' l 1/2,j.k i-1/2,j ik 2Ax l 1/2,j .k -1/2,j i-1,j,k
n+1 n+l n+l n+l n+l
1 Jj+1/2, th j+1/2 Cn lj+1/2 le]+1/2 1 Jj— 1/2 le/ 1/2 Cn 1 Jj— 1/2 le] 1/2 Cn
—_— i+, k ik | T AL i,j-Lk
2Ay 2Ay 2Ay 2Ay
amdy; ;... S D |en amdy, ;. e e
2Ay z/+1/2 k i,j+1/2 i,j+1, k 2Ay zj+1/2k i,j+1/2 i,j.k
amdy, ;_y, Sl ‘ D len amdy, ; i/, ‘ 4] ‘ e
—1/2,k -1/2 kT —1/2,k -1/2 -1k
TV e I U TV R e 458
n+1 n+l n+1 n+l
1 Jok— 1/2D Cn+l _ t Jok— 1/2D Cn+l
NG e 2Ac A
n+l n+1 n+l n+1
amdasl k= 1/2D O k- 1/2‘ ] amdasl k- 1/2D O k- 1/2‘ !
2Ac Bik 2Ac bkl
n+l n+l n+l
D hx _i+1/2,j,k n D hx_i+1/2,j .,k n D Khx i-1/2,j .k n
(Ax)? Cajn = (Ax)’ Lk (Ax)? Cijn
n+l n+l n+l
D hx_i-1/2,j.k n + D hy _i,j+1/2,k n D hy _i,j+1/2,k n
2 i-1,j.k ij+Lk ijk
(Ax) (Ay)® (Ay)’
n+l n+l
D Khy i,j-1/2,k n + D Khv i,j-1/2,k n
i, jk i,j-1,k
(Ay)’ o (A’

,,k 1/2 n+l x/k 1/2 n+l

Dn+l (A ) i,j.k + Dn+l (A ) C’f’j,k—I
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n+l
Di oJ

Vi jk=1/2 - n+l n+l n+l
_D"+1(AG)2 - Ao |:O-i,j,k—1/2 +amdaslj k172 ‘G,]k 1/2‘] C,] k-1
i,j
1 n+l
D" D"
i,j _ Vi,jk-1/2 T - n+l n+l
+{ Af D"+1(AO')2 2AO‘|: i k=172 +amdas11k 1/2‘5,]k 1/2‘]
i,j
n+l
_ Di,j < n+l n+l
Ao O jk-12 ijk
n+l
+10} Gl
1
D K
_ hx_i-1/2,j,k n+l n+l n+l n+l n
—{ (Ax)2 + (amdxl 12,k Yiz1/2,) .k Dz+1/2,j u;_ 1/2jsz 1/2,1) Ci—l,j,k
Ll_pm Khxii—l/Z,j,k Khx7[+]/2,j,k Khyfi,jfl/2,k Khyii,j+l/2,k
i\j 2 2 2 2
’ (Ax) (Ax) (Ay) (Ay) 4.59
n+1 n+l n+l n+l
N 1 | —amdx,_ —12,).k Yiz1/2, k‘Dz _1/2, —amdx,, ok [Yiv1s2,) k‘Dz+1/2 j
2Ax n+l n+l n+] n+l
s 1/2Jsz 12, " Wivrs2, i ivis2,)
n+l n+l n+l n+l n
N 1 _amdyz =12, |Vi,j- 1/2/{‘Dz J-1/2 _amdyi,j+1/2,k i j+1/2, k‘DI j+1/2 N D[,j ;
— _— PR k
2A n+ n+l n+l At L7
3 +sz 172, kD i j—1/2 " Vi je1/20 i 4172
1
Dn+ K 1
hx _i+1/2,j,k n+l n+l n+1 n+1 n
+ (Ax)2 + ) (amdxi+1/2,j,k Uii12,jk Dy, — i T Uiy, «Diils ,) i)k
1
Dn+ K 1
hy i,j-1/2,k n+l n+l n+l n
(Ay) 27y (amdyi,j—l/Z,k Vij-1/2.k D; 2 TV 1/2 kD - 1/2) i Lk
1
Dn+ K 1
hy i,j+1/2,k n+l1 n+l n+l n+l n
(Ay) 2y (amdyi,j+l/2,k Vi j1/2 D; i 172 Vi /+1/2,kDi,j+1/2) Ci,j+1,k
This can be written in the form of;
n+l n+l n+l
apkcl]kC ke l—i—bpkc”kC +cpkcljkC e —dpkci’j,k 4.60
where,
D!
Vi jk-1/2 i,j < n+l n+l
apke, ., =4— : - [0. . +amdas, ‘(7 H
L Jk n+l 2 i,j,k=1/2 i,j,k=1/2 Jk—1/2
D' (Ao)” 2Ac0 4.61
cpke, ,, ={0} 4.62
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n+l n+l
bk _ Di,.i _ k. — cpk _ D < n+l n+l
PKRC; | = Al apic; ; . —CPKC; ; ZA i\ j k=172 O-i,j,k+1/2:| 4.63

dpke, ,, =auk, C', . +buk,  C'  +cuk

i,j,k i

Ch, ., +duk

e lek+euk

i,j,k i

Clax 4.64

i,j,k

4.1.2.2 Bottom boundary conditions

Define a dummy grid C,;, ,below the bottom of the water column where C,;, , =C,;,

and 6" =0 at the bottom of the water column. Advection and diffusion at the bottom

i,j,k=1/2
water boundary has been considered as zero here since the boundary conditions are
considered separately. Hence vertical advection and diffusion equations at the bottom have

been reconsidered as follows.

4b. Advection term in sigma-direction

a(O-DCi,j,k) _ 1 n+1 Dn+lcn+1 2’0- n+1 Dn+1 Cn+1 Cn+1
- O; L Jok+1/2 i,j,k+1/2 o; LJok+1/2 ( i,j,k+1 /k)
oo Ao " 2Ac 4.65
. = n+l n+l = n+l n+l
8(O-Dci,j,k) _ O-i,j,k+1/2Di,.i Cn+1 O-i,j,k+1/2D Cn+1
= it T A k
oo 2A0 o 2A0 b
/1 Dn+1 - n+l /l Dn+l - n+l 466
i,j l] k+1/2 Cn+1 i,j lj k+1/2 C,Hl
- i,jk+1 + i,j.k
2A0 2A0
defining,
S
1,],]{‘
amds. ., =4 =—"—"— 4.67
i,j.k o) Ao
Then;
. - n+l n+l n+l n+l
a(GDCi,j,k) _ o] s k+1/2D i O, rs12D; g |
- i,j, k+1 i,j,k
oo 2Aoc 2A0
4.68
n+l | < n+l n+l | —n+l
amdas, annDi; o 1k+1/2‘ ! amdas, annDy o /k+1/2‘ !
- NG i,j e+l + NG i,jk
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6b.Vertical diffusion term

ii K aCle — 1 i 1 K Cl’1;11c+1_cln;11c 469
Dooc\ " oo D,-'f;l Ao | ke Ao '

ii K aC;’,j,k — K Vi j k+1/2 n+1 _ K Vi j k+1/2 n+1 4.70
D 80' v 60_ Dn+1 (A ) i,j,k+1 Dn+1 (A ) i,j.k

Substituting equations 4.17, 4.22, 4.27, 4.31, 4.35 and 4.37 in equation 4.14

n+l
Di,j

+

n+1 _ ij n
At i,j.k At i,jk
n+] n+l n+1 n+1 n+1 n+1 n+1 n+1
1+I/2j kD1+1/2] Cn z+1/2] sz+I/2] _ 1 1/2,j, kD —1/2,j Cn 1 1/2,j, kD —1/2,j Cn
2Ax etk ¥ 2Ax 2Ax Bk 2Ax T

amdx,, ok

n+1 Dn+1 Cn amdx1+l/2 L Jsk n+1 Dn+1 Cn
2Ax z+1/2 J.k i+1/2, i+l,j, k 2Ax 1+1/2 J.k i+1/2,j i,j,k
amdxt 1/2,].k n+1 Dn+1 Cn amdxz 1/2,j.k n+1 Dn+1 Cn
ZAX' l 1/2,j.k i-1/2,j ik 2Ax l 1/2,j .k -1/2,j i-1,j,k
n+1 n+l n+l n+l n+l
1 Jj+1/2, th Jj+1/2 Cn lj+1/2 sz]+1/2 1 Jj— 1/2 le/ 1/2 Cn 1 Jj— 1/2 sz] 1/2 Cn
i,j+1, k ik i,j-L,k
2Ay 2Ay 2Ay 2Ay
amdy; ;... S D |en amdy, ;. e e
z/+1/2k i,j+1/2 1/+1k zj+1/2k i,j+1/2 i,j.k
2Ay 2Ay
amdy, ;_y, Sl D len amdy, ; i/, e D |en
2Ay lj -1/2.k i,j—1/2 ij.k 2Ay lj —1/2.k i,j=1/2 i,j-1k 471
n+1 n+l n+1 n+l
1] k+1/2D Cn+l lj k+1/2D Cn+l
i k+1 i,j.k
2Ac . 2Ac .
n+l | < n+l n+l n+1
amdas, JxnnDi o /k+1/2‘ ! amdasl Dy (o, k+1/2‘ el
+ C
2Ac bkt 2Ac hik
D}'H—l Dn+1 Dn+1
hx _i+1/2,j,k n hx_i+1/2,j .,k n hx_i-1/2,j .k n
AX 2 C1+1 2 kT Ax 2 i,j.k - A.x 2 Cl JJk
(Ax) (Ax) (Ax)
n+l n+l n+l
D hx_i-1/2,j,k n + D hy _i,j+1/2,k n _ D hy _i,j+1/2,k n
2 i-1,j,k i,j+Lk i,j,k
(Ax) (A’ (Ay)’
n+l n+l
D Khy i,j-1/2,k n + D Khv i,j-1/2,k n
i,j.k i,j-1,k
(Ay)’ ! (A’ !
Vi o Vijksr2 Cn+1 _ Vi jk+1/2 n+l _ Vi o Nijkr2 n+l + Vi jk-1/2 Cn+1
T A N2 i,j k+1 1 i,j.k A N2 i,j.k 1 k-1
Dn+(A ) L] Dn+(AG) LJ Dn+(A ) LJ Dn+(AG) LJ
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< n+l
i,j,k+1/2

Dn+1
Vijk+1/2 i,j
At D”” (Aoc) 2Ac L

i,j L < n+l J n+l
-0o; cr
i,,k+1/2 i,j.k
A f f

n+l
Vi jk+1/2 i,j |: < n+l

- D(Ao) 280l R

Dn+1

hx i 1/2,]k

1
+ e (amdxifl,m,k

zl/ij

K, i-1/2,),k Khx7i+1/2,j,k

n+l n+l
am‘iasz k4172 ‘O-z J k+1/2‘:| ch

Khyii,j—l/Z,k

n+l
—amdas; ; ., ‘O_z Jok+1/2 H

i,j,k+1

n+l ‘Dn+l n+l

n+l n
iv172,) TUWii12 5, «Di- 1/2,,) Ci—l,j,k

K

hy i, j+1/2,k

Dn+1

(Ax)’ (Ax)’
n+1 n+l
l 1/2,], k‘

(Ayy’

1 | —amdx,_,, ik

+_
2Ax n+l n+ gt n+l
U5 kD _172,) " Wiz, WD J

Dn+1

1 _amdy11 2.k Vi, j- 1/21{‘

ZAy +vn+1

i,j—1/2.k

Dn+1 n+1 n+1
i,j-1/2 zj+]/2,k i,j+1/2

DK, 1
+ hx l;—l/Z,/,k +
2Ax

<

(amdxl+1/2 gk |Miv1/2,7k

Dn+1K

i, hy _i,j-1/2,k 1

{ (Ay)* 2Ay

(amdyi,j—l/Z,k Vij-1/2k

n+1
D hy i,j+1/2,k 1 d
+ 20y amay; .k (Vi jr1/2.k

(Ay)’

This can be written in the form of;

C/ o +bpke,

i,],k

apke,

i,j,k
where,

apkci’j’k = {0}

< n+l
i,j,k+1/2

Vi jk+1/2

T Ant 2
D7 (Ao)

n+l
ki _ Df,j
CPDKC; ;e =

2Aoc

n+l
i,j

bpkci,j.’k = - apkcl.,j’k —cpkcl.,j.’k -

i~1/2,) —amdx,,,, ok

i, j—1/2 —amdy, 2k

n+l Dn+1 n+] Dn+] ) Cn

n+l Dn+1

C”jk+cpkc

(Ay)*
n+1 ‘Dn+1

z+1/2,]k i+1/2,j

n n+
Vi /+1/2k‘D J+1/2 i |

At |

+1/2/ l+1/2,]k i+1/2,j i+l,j,k

n+l n+l n
i 12 TVijoio, D, - 1/2) Ci,j—l,k

n+l Dn+1 n+1 n+l

n
1]+1/2 ,J+I/2,kDi,j+I/2) Ci,j+l,k

Cn+l

i,jk+1

= dpkci, ik

i,j,k

n+l
—amdas, ; ;. ‘O_ i, k+1/2‘:|

n+l

i,J = n+l = n+l
I:Gi,j,k—l/Z O-i,j,k+1/2:|

2A0

4.72

4.73

4.74

4.75

4.76
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C’

i1,k

+buk .

i,j:k

c

i,j.k

+cuk. .  C" . +duk.

i,jk i+, )k i,j.k

c

Lk +euk

i)k

dpke, ;, = auk,

i Cliax 477
These simultaneous equations are solved using a Tri Diagonal Matrix Algorithm described in

the sub-section 5.4.4.

4.1.3 Particulate matter settling

Particulate organic matter settles down in the water column and accumulates on the
surface of the sediment bed. Settled particulate organic carbon undergoes diagenesis through
oxic decomposition ensuing hypoxic or anoxic conditions in water column. Moreover,
aerobic or anaerobic decomposition of those accumulated particulate organic carbon has
resulted in building up of high concentrations of phosphate and ammonia in sediment, and
under anoxic conditions those nutrients are released to overlying water.. These released
nutrients from the sediment bed under hypoxic and anoxic conditions have resulted in
eutrophication in water column considerably. Hence, modeling of particulate matter settling

in the water column is an important component in both water quality and sediment quality

analysis.
Flux_t Flux_t Flux_t
| | | l Flux- depositional
J v v
k=k ) k=ke Y k=1 ° T Flux- erosional
i i iT ® scalar
Flux_b Flux_b Flux_b

(a) ®) (¢)

Fig 4.3 Settling of particles in water column at (a) any grid point, (b) at surface grid point and
(c) at the bottom grid point

The discretization of governing equation for settling (4.15) is considered analyzing the

flux at three different vertical grid points in the water column particularly, at any grid point,
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at the surface grid point and at the bottom grid point. According to the governing equation of

settling term (4.15) in sigma coordinates;

a(DC) , ADS,C) _

0 4.78
ot oo

o(DC) | (Flux _t—Flux_b) _ 4.79
ot oo

Implicit upwind scheme is used for the discretization. According to the split operator, D

always takes D;” . From k=ke-1, to k=2 settling term is discretized as;

B ntl - n+l
Flux _t=Dj qgg(k+%)cif(k+%) 4.80
Flux_b _ D:Jrlo_ Cn+1 4.81

alt-4) il

D.}il+10' Cn+1 _D7+lo-_ C?H
)

n+l ~n+l n+l ~n
Dy Gy =Dy Gy | ™V Zsilkeg) Tulie)g) Y sl )g) il )g) 4.82
At Ao
Adopting the upwind scheme, C;(*kl+ )= C/iey and C;(kl_%) =C; 4.83
nl o wiipqn Do crl  —D'"6 cr!
D" Cy' - D; lcifk+ ’ 65‘7'("*%) e GS”("‘%) " =0 4.84
At Ao
n+ D??-H ; n+ n DiHvl ; C?.H—l
D" 0 Tl | pwr _| DGl T g i 455
k= .
At Ao At Ao
n+l - n+l
D;Chy O e g v
At Ao
C' = 4.86
ijk n+l - .
Dy D5 ey
At Ao
. n+l
Cii O-sij(k+ %)Cij(ku)
At Ao
C' = _ 4.87
1 ales)
At Ao
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At the surface boundary assuming no flux at across the surface boundary, settling term is

discretized as;

Flux t=0 4.88
Flux b=D""c c!
=T Caatae ) il 489
n+l ~n+l n+l ~n D”HO' C’Hl
D Ch. =Dy Gy, 0 Wik J) Tk 1) -0 4.90
At Ao
. . n+l n+l
Adopting the upwind scheme, Cij(ke_ Y) =Cie 491
n+l ~n+l n+l ~n D’HIU C-’-Hl
Dlj Cl]ke _Dlj Cl]ke _ y Sij(ke—%) ijke :0 492
At Ao
n+l ~n
Dij Cijke
Cn+l At
e = ol - 4.93
D Bi Cupuy)
At Ao
n+l At
Cire = > 4.94
1 Tfeey)
At Ao

At the bottom of the water column flux can be depositional or erosion depending on the

bed shear stress (BSS) 7, , the bed shear stress on deposition 7» and the bed shear stress on

erosion “r. Modeling of BSS is a critical parameter in calculating depositional or erosion

flux which has been modeled in bed shear stress model as the vector summation of current
induced bed shear stress (CBSS) and wave induced bed shear stress (WBSS)
(Rasmeemasmuang and Sasaki, 2008). In this approach WBSS is obtained through the

prediction of wave condition in wave hindcasting model (Achiari and Sasaki, 2007).
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Neutral

A

N
VY

N
v

(%, r z (A

Deposition Erosion

Fig 4.4 Bed shear stress on deposition or erosion

Considering the depositional bottom flux, settling term is discretized as;

Flux t=D""6 c!
=00 1 Gy

Flux_b=D]"'F,

4.95

4.96

Depositional flux, F,, has been calculated from the following expression (Attari and Sasaki,

2012) based on the type of particulate matter.
Fy=6 , ,C" 1=t | if 7, <7
> =%y-y) </>( TDJ » <%

F,=0 if 7, >7,

D.’t’+1 n+1 D'}’.Hrl O_ Cn+1 1 _ be
Dn+l Cn+l Dn+l c" ij SU(“’/) ,,(]+/) ij |: Sij(p%) ij(l—%) { 7,

ijl ljl

At Ao

: . n+l _ o+l n+l _ i+l
Adopting the upwind scheme, CU(H%) C;, and Ci/(l_%) Ci

n+l n+l n+l n+l _ T7b
e oy, 0 ot {( /)C'ﬂ( ﬂ

ijl 111

At Ao

=0

4.97

4.98

4.99

4.100
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. DMe L e DM
D7+ y szj(l—%) TD Cn+l_ D;H— Cn ij sij(l+%) ij2

ijl

- i = 4.101
At Ac ! At Ac
n+ n D"l+1 ; Vl+1
D;"'Cjy ! G“'f(“%)c”z
At Ao
C;fl B | 4.102
-
D' 1--* -
T Gy
At Ao
" . Cil+l
Cir_ Tlg)
At Ao
Ciﬁ] ) 4.103
T
o -2 :
1 sif1-14) [ 7, ]
At Ao
Considering the erosion bottom flux, settling term is discretized as;
_ n+l -« n+l
Flux _t=D; ‘7.;4-,«(1+%)C4-,-(1+%) 4.104
Flux b= —D;.“FE 4.105

Erosion flux, F, has been calculated from the following expression (Rasmeemasmuang and

Sasaki, 2008) where E| is the empirical erosion rate parameter.

FEZEO[—— ], if z,>7,
4.106

F. =0, if r,<7,
Since the erosion flux is computed as a total eroded material from sediment, it has been
separated into corresponding particulate matter B according to their mass fraction , F,

s Ly B -

Mass fraction of each particulate matter is the ratio of the mass of each particulate matter to
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the total mass eroded from sediment. Eroded total mass can be replaced with the bulk density
and the total volume of eroded sediment. Mass fraction of any particulate matter in sediment

can be written as;

FM,B :V 4107
T
M
Fyp=—""= 4.108
PVt

Since the concentration of state variables have been defined as the mass over unit control

volume;

B=—% 4.109

Hence mass fraction of each particulate matter which erodes from the sediment is computed

as;
B
Fppy=—m 4.110
Puik
Then;
Do . —l-DM E,| b -1]|F,,
ppicy-ppiey ' s T e e 4
At Ao
Adopting the upwind scheme, C:(+1 L 1= =Cpy 4.112
n+l n+l n+l Tib_
Dn+1C51+1 _DnHC:l Dii 91](1+/)C112 Dii |:EO [TE IJFMB:| . 4.113
At Ac -
D D Ey| f -1 FMBW
D;-H ot D}’l+lcvl;’l1 y _glj(1+/) y y TE 5
AT A Ac 4114
i |
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n+l n+l n+l T
DnHCn Dij+ g‘[j(1+/)Clj; Dij+ |:E0 [T - IJ FM,B:|
E

ijl

At Ao
4.115
Cn+l _L _
il n+l
Dij
At
E|-1|F, ,+6 C
C;l T, ’ sif(1+)5) Y
At
Ao 4.116
Cn+l L _

ijl L
At

Hence, depositional or erosion flux at the bottom grid of the water column is considered with

the combination of equations 4.103 and 4.116.

T ) .
o C;I E, (TZ" - lj Fypt O-Sij(l+%)C;2l
G S| T Ao
At Ao
C' = /ot 1 1,
1 dsv(‘%)( _rb] [At}
Ve Ao b 4.117

fp=lifr, <7, and f,=01if 7, > 7,

fe=1lifr,>7, and f. =0 if 7, <z,
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For the stability of the model the equation 4.117 has been considered as;

" . C{H-l
[ A
At Ao
Cpi' = o
T
o xMAX | 1-—21,0.0
1 si(1-3) {[ rD] }
At Ao

be _ . n+l
e E, x MAX {[ . j,o.o} Fua+6,0,,,Cii

At - Ao

4.118

Initially, the setting flux at the surface grid is computed using the equation 4.94 and from

the next grid point until the bottom grid point settling flux is computed by using equation

4.87 and finally, the settling flux at the bottom grid point is computed by using the equation

4.118.

Through the discretization of governing equation for settling interaction layer flux which

transfers between water column and sediment column can be obtained as;

[ . _ n+l . n+l _T_b
Depositional flux; Flux _b=Djy {aw(l_%)qﬂ [ . H
Erosion flux; Flux_b=-D;" {EO (i -~ IH

i 7,

Combining both depositional and erosional flux, flux from water to sediment;

n+ . n+ T n+ T
Flux_b = Dii ! |:O-sij(l%)cijl : (1 _iJj| fD _Di/ ! |:EO [i_lji|fE

4.119

4.120

4.121
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For the stability of the model this has been considered as;
Flux b=D'"|6  Ci'xMAX{[1-221,0.0
" i {Usif(l—%) n {( 7, j HfD

-p; l:EO x MAX {(’—b— J,0.0H £,
_ .

4.1.4 Source terms

4.122

Finite difference method with the fourth order Runge-Kutta method which gives the

approximation of solutions of ordinary differential equations through explicit approach is

used to obtain the solution for the source term equation 4.16. For a source term C which is a

function of C and time ¢;

dC
pARAGLS)

Define the coefficients,
k,=Atx f(t",C")
w1 w1
ky, =Atx f(t"+=At,C" +—=k,)
2 2
- a1
ky=Atx f(t +5At,C +5k2)

k, =Atx f(t" + At,C" +k,)

For matrices of [C] and [F];

G S

G, />
m:[F](t,[C]) where [C]=|--- | and [F]=

LG [

4.123

4.124

4.125

4.126

4.127

4.128
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Tk [aexfar e,y
k12 Atsz(tnjcln’Czn,...,CZl)

ko, | |Atx f (", C!LCy,...,Ch)

] _Atxﬁ{(t”+%At),(Cl”+%k”)+,(C§+%k12),...,(C,’;+%klm)}_
v Atxﬁ{(t”+%At),(Cl”+%k“)+,(C§+%k12),...,(C,’;+%klm)}

Ko | Atx f {(t" +%At),(cl” +%ku)+,(C§ +%k12),...,<c,’; +%k1m)}

., Atxfz{(t”+%At),(C1”+%k21)+,(C;+%k22),...,(C,’;+%k2m)}

[ e me) (€ k) (€ b )€ )

k,, Atx f, {(t” +At),(Cl” +k31)+,(C§ +k32),...,(C; +k,, )}

Kan || Arsc £, {(1 4 82),(C 4k )4 (€5 4 )G+ )

The solution for the differential equation comes as;
a1 | +%(k11 + 2k, + 2k, + ey )

crt || O Ve (g + 2y + 2k, + )

_C:,H | |a+ % (klm 2k, + 2ks,, + K, )

] _Atxfl{(t” +%At),(Cl” +%k21)+,(C§ +%k22),...,(C,’; +%k2m)} |

o] | Atx £, {(t +%At),(C1” +%k21)+,(C;’ +%k22),...,(C,',’, +%k2m)}

4.129

4.130

4.131

4.132

4.133
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4.1.4.1 Biochemical processes in water column

Biochemical processes combines both bioprocesses which refer to systems that use living
organisms to obtain desired results, and chemical processes which refer to transformation of
reactants into products through breaking the bonds and creating new bonds. All the
Stoichiometric relationships associated with biochemical processes which have been adopted

by many researchers, e.g. (Ji, 2008), (Di Toro, 2001) are shown in the Table 4.1.

Table 4.1 Stoichiometric relationships associated with biochemical processes

Photosynthesis - ammonia as electron accepter
106(CO,)+16(NH,) + H,PO, +106(H,0) = (CH, 0),,(NH,),,(H,PO,) +106(0,)
Photosynthesis - nitrate as electron accepter
106(CO,) +16(NO; ) + H,PO, +122(H,0) + 16 H" = (CH, O),,,(NH,),,(H,PO,) +138(0,)
Oxic mineralization and metabolism
(CH, 0),,,(NH,),((H,P0,)+106(0,) = 106(CO,) +16(NH,) + H,PO, +106(H,0)

Suboxic mineralization or Denitrification

424 106 212
(CH, 0),5 (NHy ), (H, PO, ) + ——=(HNO,) =106(CO,) +16(NH; ) + H,PO, + —=(H,0)+—=(N,)

Anoxic mineralization or H2S production
106 106
(CH, 0),s(NH,),,(H,PO,) +7(H2S04) =106(C0O,) +16(NH,) + H,PO, +106(H,0)+ T(H2 S)

Nitrification
NH; +20, = NO, + H O+2H"
H2S oxidization

H,S+2(0,) = H,S0,

4.1.4.1.1 Modeling of Phytoplankton

Reproducibility of seasonal hypoxia in water column has a strong correlation with the
reproducibility of Chlorophyll a concentration. Hence, accurate modeling of phytoplankton
is an important component in water quality modeling. Phytoplankton concentration controls

by both physical transport which is similar to other water quality variables and only the effect
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of biochemical processes are discussing in this section. Even though water quality models
which intend to analyze short term variations of phytoplankton focuses on some specific
types of phytoplankton, for long term simulations such as years or more, water quality
processes are associated with different types of phytoplankton in different seasons. Hence,
three seasonal blooms which have appeared every year in Tokyo Bay in particular spring,
summer and winter are modeled based on three limiting factors such as light, temperature and
nutrients. Respiration and excretion of phytoplankton have considered together as
phytoplankton metabolism.

Since Chlorophyll a (Chl a) is the most commonly available to estimate algal biomass,
and is considered to be directly promotional to the concentration of algal biomass Chl_a has

been computed in the model with a Chl_a:C ratio of 1:27.

4.1.4.1.1.1 Nutrient Limit

Limiting nutrients for phytoplankton growth are mainly phosphorous and nitrogen except
diatoms are limiting by additional nutrient of silicon. Diatoms consume dissolved silica in
order to create their structural skeleton and hence silicon can limit the growth of diatoms.
Carbon is also a major nutrient for phytoplankton growth and since its abundant availability
carbon is not considered as a limiting nutrient for phytoplankton growth.

As many algal models directly link algal growth and nutrient uptake with fixed
stoichiometry (Ji, 2008) , model has assumed that algae consume nutrients in a fixed
stoichiometric ratio called Redfield-ratio of C: N:P=106:16:1. The growth limiting
function for each nutrient has computed through the fixed stoichiometric approach, and
combined together to form the growth limiting function due to nutrients. According to the

Liebig's Law of the Minimum, growth is determined by the nutrient in least supply (Ji, 2008).

4.14.1.1.2 Light Limit

Algal primary production occurs through the photosynthesis or the metabolic process of
plants which convert CO, and H,O into carbon compounds and O, using light as the energy
source. This is essential in one way to produce the food base in aquatic system and in another
way as a source of O, Since the sunlight is the major driving force for the photosynthesis,

light can limit the algal growth.
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Light intensity in the water column has been calculated using Beer’s law which states that
light decreases with depth exponentially and can be explained by the equation 4.138 where
k,1s the light extinction coefficient, PAR , is the light intensity at the surface and Dis the
depth in the water column (Ji, 2008). Light extinction coefficient «, has been computed from
equation 4.141 which has been considered as a function of Chl a, suspendered sediment
concentration and salinity (Attari et al., 2012). After computing the light intensity at each
depth light limiting function on algal growth has been computed by using the equation 4.137

where PAR,, is the optimum light intensity for the algal growth (Fennel and Neumann,

. as shown in the Fig

2004). Light limiting function reaches its maximum when PAR =PAR,,

4.5.
1.2
1
Zos 1/ N\
:E 0.6 // \\
=02
0 ] I I I 1
0 1 2 3 4 5
PAR/PAROpt
Fig 4.5 Algal growth limiting function for light
4.14.1.1.3 Temperature Limit

Temperature change is one of the major factors which control the seasonal variations of
algae or the dominance during different seasons. Since different algal species have different
optimum temperatures for their growth, different species can bloom in different seasons. This
approach has been adopted in the model which gives three different dominant periods as
shown in the Fig 4.6. This temperature effect has been computed from equation 4.136 where

LOTphy and UOTphy are the lower and upper ends of optimum temperature while BLOphy

and AUOphy represents the effect of temperature below LOTphy and effect of temperature
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above UOTphy respectively. It has been noticed that the BLOphy and AUOphy are very

sensitive to control the specific algal dominance during a specific season.

: Cphy_spring
i Cphy_summer
Cphy_winter ««--s:

f(T)

15 20 25 30 35 40
Temperature (C)

Fig 4.6 Algal growth limiting function for temperature

4.1.4.1.2Kinetic Equations for source terms in pelagic model

The kinetic equations for source terms in pelagic model are adopted refering (Ji, 2008) and

(Di Toro, 2001).

Phytoplankton
Cmbrlm R. PP(i,j,k,m)=R. Met(i, j,k,m)=R. _Mox(i,j,k,m)
df phy — phy — phy — 4 13 4

—R. _G_each(i, j,k,m)

ch,,y _PPG, j,k,m) = Gphy(m)xTLphy(i,j,k,m)xLLphy(i,j,k,m)xNLphy(z‘,j,k,m) 4 13s

<C,,. (i, j,k,m) '
e(—GKLphy(m)><((tempt(i,j,k)—LOTphy(m))z)) lf(lempt(l _] k)(LOTphy(m)) ]

TL,,, @0, j,k,m) =11 if (LOTphy(m){tempt(i, j,kXUOTphy(m)) & 4.136
o COKLPhy (m)x((temp (i, y-UOTphy(m)*) i (tempt (i, J, k)YUOTphy(m)) J
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7PAR(i,j,k)j

.. .
LL @, j,k,m) =—PAR(Z’J’k) xe( PARopr(m)
Y PARopt(m)
PAR(i, j, k)= PAR _sur(i, j,k)e "
k, =0.022+(C, +27.Cy +(35—-salt)5.5)0.0096

PAR(, j, k)
Photoinhibition

PARopt(m) = MAX ( ,PARmin_ phy(m)j

NLPhy @i, Jj,k,m)= MIN(CP04NL(i, J,k,m),C, NL(, j,k,m), CSI‘O2 NL(, j,k, m))
Cpo,NL,,, (@, 7. k,m) = 1,0 (Cpp, (1,1,6), K, ()
C,.NL,,, (0, j.k,m) = £y, (Cyyp, (1, J,K) + Crr5 (1, 1,K)), Ky, ()

Cs;'o2 NL,,, (i, J, K,m) = 00 (Csi02 (05 J, ), K0z piy (1))

£ Nutrient
Mered  Hf Nutrient+ Nutrient
Cyo, (s j,K)
Iy

CN03 (lﬂ j’ k) + CN[-14 (la j: k)
Re, Met(i, jk,m) = M,, (m)x* Wm0, oG j k m)

RCW _Mor(i, j,k,m) = Dy, (m)xC,, (i, j,k,m)

Zooplankton
dczoo (i9 j’ k) _

dx
R. _Gro(i,j,k)=R. _Absor(i, j,k)—R. _min_food(i, j,k)

RCZUO _GrO(i, j: k) - RCZW _MOl‘(i, j, k)

R. _Absor(i, j,k)=C,,, Absorb_portionx R
— G(l9 j’ k) X fMonod (Cdox (l9 j’ k)’ Kdox — ZOO)

P
R. GG, j.k)= > C.,, _G_each(foods_iter,i, j, k)

Jfoods _iter=1

Food each(foods _iter)

R G each(foods iter,i, j,k)=R G pri(i, j, k) x
c., -G each(foods iter... . K) =R |G _priC. 1l ol Food(i, /.K)

Re, _G _priGi, j,k)=G,,, xTL,, (i, ,k)xFL_, (i, j,k)x C.,, (i, j, k)

Zoo Z00 Z00

TL. G, j,k)= p(0:035x(tempt (i, ],£)=20.0))
b b

Z00

.. _ (IvlevxMIN ((Food_Threshold—Total Food(i, j,k)),0.0))
FLzoo(l9]9k) - l_e

4.137

4.138

4.139

4.140

4.141

4.142

4.143

4.144

4.145

4.146

4.147

4.148

4.149

4.150

4.151

4.152

4.153

4.154

4.155

4.156
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P

Total Food(i, j, k) = z Food each(foods _iter) 4.157

foods _iter=1
Food_each(foods _iter) = C,, ;. . (i, 7, k) 4.158
R, Mor(i, j,k)=D,,xC,,(0j,k)xTL,,, (i j, k)x x Sl 1K) 4.159
Max_zoo
R. _Fecal(i,j,k)=R. _G(,j,k)-C,, Absor(i,j,k) 4.160
Rcm _Met(i, j, k)= MIN (RCM _Absor(i, J, k),RCm_min_food(i, j,k)) 4.161

Particulate Organic Carbon Labile

ocL (l ] k) < .. ..
= - - ZRC, _Mor(i, j,k)+R. ~_Fecal(i, j,k)+ R, _Mor(i, j, k) ¢ x Fjp,

—Rcm G _each(4, i,j,k)— RCM _dec_oxic(i, j,k)— R . _dec_anoxic_no3(i, j, k) 4.162
Aflux s2w i,j
—R. _dec_anoxic_so4(i, j,k)+ [ flux_$2W00, (1)) j x flagl 1
"""" Ao
Oxic carbon diagenesis rate for labile POC
Re, , cpocr —400(is jk) = ke, , poer _decx 00T/ * 0 C (7 7, K) 4.163

Since oxic decomposition rate is controlled by the availability of oxygen:

Cdox (lﬂ j’ k)
0, ,Cpoc + Cdox (l’ j’ k)

Re,.,.cooct

(I 1c(i. 7 = : tempt (i, j,k)-20
eC OXIC(Z, /s k) = kcpm‘ Cpocl deC OXI1CX Héwp (i./,6)=20) X

Coer (i J,K)

Anoxic carbon diagenesis rate for labile POC or denitrification

Rate of nitrification R. ., _denit(i,j,k) follows Ist order reaction rate constant

Cuos.Cpoc, _deNIL:

denit(n, k) = ke, oy _denit[Cros (G, /oK) 4.165

Cro3,Cpocl —
Since anoxic decomposition rate by the use of nitrate is controlled by the availability of
oxygen and pock and temperature coefficient also applicable for the R. ., _denit(i, j,k):
R, o _denit(i, j,k) =k 0 denitx @ 070720

Cc .,k 4.166
pocL (l ] ) Cm)3 (l’ j, k)

< MIN ]{O2 Cpoc
I(O2 ,Cpoc dox (l .] k) Kdec ,Cpoc + CpocL (l’ j9 k)
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R. ~_dec_anoxic_no3(i,j,k) =R

poc.

_denit(, j,k)xrCN_denit 4.167

Cyo3.CpocL

Anoxic carbon diagenesis rate for labile POC or sulfate as electron acceptor

Since anoxic decomposition rate by the use of sulfate is controlled by the availability of

oxygen and nitrate (Sulfate is abundant and has not considered as a limiting factor):

R dec_anoxic_so4(i, j,k)=k. _dec anoxic so4x @ '/ *)=20)
C L — - - Cp( L

poc Cpoer, _anoxic__so4

K K 4.168
XM]N 02 Cpoc Cno3,denit pOCL (l, j, k)
KOZ,CpOL dox (l J’ k) KCno3 deml no3 (l ]’ k)
Particulate Organic Carbon Refractory
dC i, ],k m
M {z R. o _Mor(i, j,k)+R. _Fecal(i, j,k)+R. _Mor(, j, k)} refrac
—R. _ G _each(5,i, j,k)— RC,M _dec_oxic(i, j,k)— RC,M _dec_anoxic_no3(i, j, k) 4.169

Aftux 52w, (i, )
Ao

-R. » _dec_anoxic_s04(i, j, k) + ( j x flagl 1

Oxic carbon diagenesis rate for refractory POC

.. _ (tempt (i, j,k)—20) ..
RCM _dec(i, j,k) = kCWe _decx QC,WR XC o per (i J>K)

Since oxic decomposition rate is controlled by the availability of oxygen:

. . e k)
R dec_oxic(i, j, k) =k, dec_oxicx GLem 17200 Cancl ), xC (i, J,k)  4.170
C,,,,[.R — _ ( ] ) C[W,R — — C pock KOZ’CPOE + Cdox (l, ]’ k) poz,R( J )

Anoxic carbon diagenesis rate for refractory POC or denitrification

Since anoxic decomposition rate by the use of nitrate is controlled by the availability of

oxygen and pock and temperature coefficient also applicable for the R. ., _denit(, j,k):

1t(i. 7 — : (tempt (i, j ,k)-20)
RCNO3,CpacR _denlt(la J> k) = kC,,o3,CpocR _denltx HCM

K C i,J.k 4.171
xMIN 02 Cpoc ””CR( J:5) xC. (i, k)
KOZ ,Cpoc dox (l ]’ k) Kdec Cpoc pocR (l ]’ k)
Re . _dec_anoxic_no3(i, j,k) =Re  cpor _denit(i, j,k)xrCN_denit 4.172
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Anoxic carbon diagenesis rate for refractory POC or sulfate as electron acceptor

Since anoxic decomposition rate by the use of sulfate is controlled by the availability of

oxygen and nitrate (Sulfate is abundant and has not considered as a limiting factor):

R. dec anoxic so4(i, j,k)=k. dec anoxic so4x @l (/020
- - pocR

pocR — Cpocr _anoxic__so4

K K 4.173
< MIN 02 Cpoc Cno3,denit pOCR (l, j, k)
KOZ,Cpoc dovc (l ] k) KCno3 denlt no3 (l ] k)
Particulate Organic Carbon Inert
dC Jk m
M {Z R. o _Mor(i, j,k)+ R, _Fecal(i, j,k)+R. _Mor(i, ],k)} vert
—R. _ G _each(6,, j,k)— RC,,(,L., _dec_oxic(i, j,k)— Rc,,,,(, _dec_anoxic_no3(i, j, k) 4.174

Aflux 52w, (i, J)
Ao

—R. _dec_anoxic_so4(i, j,k)+ [ j x flagl 1

Oxic carbon diagenesis rate for refractory POC

chm _dec(i, j,k) = kcp ) ~decx e(tempt(l K20 o el (i, j, k)

Since oxic decomposition rate is controlled by the availability of oxygen:

R._ _dec_oxic(i, j,k) =k, _dec_oxicx GLerr =20 m(l k) xC,. (i, jk)  4.175
- e " KOZ,Cpoc dax (l j’k)

Anoxic carbon diagenesis rate for refractory POC or denitrification

Since anoxic decomposition rate by the use of nitrate is controlled by the availability of

oxygen and pocl and temperature coefficient also applicable for the R. ., _denit(i, j,k):

LRI _ : (tempt (i, j,k)—20)
_denit(i, j,k) = k¢ cpoe _denitx "

Cyo3,Cpocl
K, i, ],k 4.176
XMIN 02 Cpoc pocl( Js ) Cn03 (l, j, k)
KOZ,Cpoc dox (l J’ k) Kdec ,Cpoc + Cpoc] (l J’ k)
RCW _dec_anoxic_no3(i, j,k) = R¢ .. _denit(i, j,k)xrCN_denit 4177

Anoxic carbon diagenesis rate for refractory POC or sulfate as electron acceptor

Since anoxic decomposition rate by the use of sulfate is controlled by the availability of

oxygen and nitrate (Sulfate is abundant and has not considered as a limiting factor):
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. . . . i 7 _2
R. dec anoxic so4(i,j,k)=k. dec anoxic so4x gL/ k=20
I — — — pocl — — — pocl

poc: oel _anoxic __so4

K ‘ K . 4.178
< MIN 0, ,Cpoc — , Cno3,denit — v CPUC[ (l, j, k)
KOZ,Cpoc + Cdox (l’ ]’ k) KCno3,denit + Cn03 (l’ ]’ k)

Phosphorous
D Re, _Met(i, j,k)
+R. _Met(i, j,k)

—> R., _PPG,jk)
dCPO4 (l‘) j’ k) _ i

3 ) x1rPC dec
dt +Z R. _dec_oxic(i, j, k) -
pei 4.179
3
+Z chm _dec_anoxic_no3(i, j,k)
gq=1 !
3
+z R. ~_dec_anoxic_so4(i, j,k)
g=1 !
Aflux  s2w_, (1, ]
+( ﬂ — pu4( J)jxﬂagl_l
Ao
Ammonia
D R, _Met(, k)
=1
+R. _Met(i, j, k)
—> R.. PP, j,k)x(1-r_f)
—dCNH4 G/ k) = p: | xTNC_dec
dt +Z R. _dec_oxic(i, j,k) -
- 4.180
+Z R. _dec_anoxic_no3(i, j,k)
¢=1 !
3
+Z R. _dec_anoxic_so4(i, j,k)
¢=1 !
+(Aﬂux_s2wnh4(z,])]xﬂagl 1
Ao N

R, _nit(i, j,k)

Rate of Nitrification flux
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Rate of nitrification R, ~_nit(i, j,k) follows Ist order reaction rate constant k. —_nit
NHy — VHy —
R. ~_nit(i, j,k)decreases as the ammonia concentration increases R. ~_nit(i, j,k) follows
iy ity

Monod kinetics with respect to Cy, (i, j,k)

PTI . .. KM,C,\,,,
RC’V”4 _nit(@, j, k) = kCN/u —nlt[CNH4 (l’j’k)][KM co T C];1H4 i/, k)] 8

R~ _nit(i, j, k) decreases with decreasing oxygen concentration R, —_nit(i, j,k) follows

Michaelis-Menton expression:

Ky C, (i, ], k)
R. it j,k)=k. nit|C,, (,j.k dox 27> 4.182
Craty — (i, J,k) Crny — [ ALY )J{KM,CW +CNH4(i,j,k)]{KOZ’CM +C,. (@, j,k)

Temperature coefficient also applicable to R. — _nit(i, j,k):

Nitrate
W =R, _nit(i, j.k)- {Z R.. _PP(,j.k)xr_f(i,}]. k)} xINC_dec
p=1
4.183
2 . Aflux _s2w, ,(i, j)
- ZRCNM,Cpoc,q _denlt(lajak) + _A Xﬂagl_l
P (o2
Particulate Silica
dC,. (i, j,k) < . ) . .
e R Mor(i, j, k) x1SiC phy,pxrSi PSi
” ;{ ¢, _Mor(i, j,k)x1SiC_phy,px1Si_PSil 4154

—R _pro(i, j,k)x1Si_PSi

Dissolved silica production rate or Particulate silica dissolution rate

Rate of silica production R. _pro(i, j, k) follows lst order reaction rate constant k. _pro,
R _pro(i, j,k) is proportional to the silica solubility deficit [C&.m -C,(, 7, k)] ,

R _pro(i, j,k) is proportional to the particulate biogenic silica concentration, and

R _pro(i, j,k) follows the temperature coefficient:

R, pro(i, j,k) = ke 0L IO Co (i, ][ Cgprae = Csi o i K) ] 4.185

R _pro(i, j,k) follows Michaelis-Menton expression:
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- . Co (i, j, ) o
R ro(i, j, k) =k, @Lm-10=20 LA C, —C.(i,],k
Cg; _p ( ] ) Cs; 7 Cg; CPSi(i, j, k)+KM’CPSi I: Si,sat Sl( ] ):I

Dissolved Silica

. . 2
W = Re, _pro(i, j,k)= Y {R¢, ~_PP(i, j, )} xTSiC_phy,p
p=1 !
_{Aﬂux_sZwsi (l,])jx flagl 1
Ao
Sulfide

dC, ((,j.k 2
%ﬂ = { E R. _dec_anoxic_so4(i, j, k)} xrCS_dec
x q:l poc.q

Aﬂu‘x_szths(iaj)]Xﬂagl l

-R oxi(i, j, k) +
Cs —OX1(E 7, K0) ( Ao

Sulfide oxidation rate

Rate of sulfide oxidation R. ~_oxi(i, j, k) follows Ist order reaction rate constant k.

Re, _oxi(i, j, k) depends on the concentration of oxygen:

K rCS oxi

M ,Cy5.0,

RCH S _OXi(i’ j’ k) = kCH S OXi[ CdOX (la ]a k) ] 1

Temperature coefficient also applicable for R. ~_oxi(i, j,k):

1 . L. . . k 1
RcH s _oxi(i, j, k) = kCH . _oxix eg;-’ﬂ;pt(l, Jk)=20) [C on (B ] )]

K rOS_oxi

M ,Cpys,0,

Dissolved Oxygen

ZRCW _PP(i, j, k)
P w,p

m

dc, (i, j.k) |2 R, Met(. j.k)
dCy, i jsk) _ =2,

x1rOC dec
dx -

~R,__Met(i, j,k)

2
—Z RBpM _dec_oxic(i, j, k)

g=1

—R .~ _mit(i, j,k)xrON_nit

—R., . _oxi(i, j,k)xrOS_oxi
K, x(C
+

dox_Sat_Cdox(i’j’k)| + Aflux _ 5204, (05 ]) x flagl 1
Ao |k:ke Ao -

4.186

4.187

4.188

oxi,
. —

4.189

4.190

4.191
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5. BENTHIC MODULE IN ECOSYSTEM MODEL

This model has 2000 m x 2000 m horizontal grid resolution which coincides on the
horizontal grid system of water column. Initial thickness of the active sediment layer has
considered as 50cm and it comprises with 25 multi-layers which have different layer
thickness (Fig 5.1). The relationship between porosity and POCC was derived based on the
relationship which has been emerged between the water content and POCC through data
analysis (Okada and Furukawa, 2005). Porosity was calculated in each time step based on the
POCC. The thickness of each layer was renewed with respect to porosity.

Staggered grid system defining scalars at the main grid points and velocities at the grid
surfaces (with respect to the main grid points velocity components are staggered) have been

used (Fig 3.3).

Water 7 .
column | oo e

— S

e T .
ﬂzI ___________ k o E o
k-1 Az,

sediment — //\/\/

layer | b o]

Fig 5.1 Vertical grid system for sediment column

5.1 Porosity change with respect to particulate organic carbon

content

Sediment sample compose of inorganic sediment considered in this study as silt, particulate
organic carbon, particulate silica and water as shown in the Fig 5.2 where m;, is the bulk mass
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of sediment, m,, is the mass of water, m_, is the mass of dry sediment, V, is the bulk volume
of sediment, V, is the water volume, V,, is the volume of dry sediment, p, is the density of

water, p_, is the density of dry sediment, ¢ is the porosity and » is the time step. Assume

the relationship developed by (T Okada and Furukawa, 2005) between POCC which has been
m

oc

mW
considered as m,, in (mg/g ) and WC which has been considered as Ast in (%).m,,. 1s

the mass of POC in gram.

m, water water vV water
}nf} I ¢ Vb ' io W
L m || poc+silt+ psi N=0[| poc+silt+ psi | V.[| poc+silt+psi | |Ps
=t =t r=t

Fig 5.2 Schematic diagram of sediment composition

m
—2 —0.075xWC +1.12 5.1
we =" 100 5.2
mst
we =P 100 53
pstl/st
we=—Lu 100 54
Pst (1_¢)Vb
we=—2 _Puyio0 55
(1_¢) Pst
Substituting equation 5.5 in 5.1:
Mo 0.075%—2— P 100+1.12 5.6
mg, (1_¢) Pt
Mpoc 1 1327.5x—0 Pu 5.7
m, (1_¢) Pt
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M e o ¢
e 112 |- =
[ m, j7.5pw (1-¢) >8

Do g2 | Lo gl 14| Do 110 | Lo 5.9
m,, 1.5p, m,, 5p,
[mf’“ —1.12)7’:”
m, Sp,
¢= n; 5.10
1+["“—1.12)”ﬂ
mst 75pw
1
p=— -
. 1 5.11

as:

1 5.12

This variation has been plotted in Fig 5.3.

0.95
0.9
0.85
0.8 ¢

0.75 y = -8E-05x2 + 0.0085x + 0.7321
0.7 R2=0.9746

0.65
0.6

ity

Poros

0 10 20 30 40 50 60 70
POC_content(mg/g)

Fig 5.3 Variation of porosity with respect to particulate organic carbon content
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5.2 Layer thickness adjustment

n+l_ 7
v W W
b r 3 ;H—J ----------------
n Vn+l Vu'
W water T water
v?fi . 4 . 4
I 3 N ) +'|“ - .
VI[| poc+silt+psi VULl pocsilt + psi
t=t t=t+At/2

Fig 5.4 Effect of POCC on layer thickness change

It has been assumed that porosity increases after time A¢/2 with the increase of POCC in

sediment increasing porosity (¢"*'Y¢"). This increases the total volume of the control volume

as from V' to V"' as shown in the Fig 5.4 when n is the time step considered.

At ¢t =¢, volume of dry sediment can be written as V" =(1—¢, )V}

At t =¢+At/2, volume of dry sediment can be written as V"' =(1—-4,,, )V,

During the time step A¢/2 ( At =100s) it has been assumed that the change of the volume of

dry sediment is negligible and hence,

Vsn =Vsn+1 513
(1=¢" )1 =(1-9"" )17 5.14
(1-¢")
n+l _ n
v _(1—¢"+I)VT 5.15
Vi = MF <V} 5.16
Msz 5.17
(1-¢"")
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Then new layer thickness has been computed as;

Az = MF x Az" 5.18

5.3 Renewal of concentrations of state variables

With the change of layer thickness the concentrations of the state variables which have

been defined with respect to the bulk volume of the control volume has to be renewed.

At ¢t =¢, concentration of any dependent variable B can be written as; B" = s

n

T

n+l

At t =t+At/2, concentration of any dependent variable B can be written as; B""' = %
T

where, mj is the mass of dependent variable at r=¢ and m}" is the mass of dependent

variable at t=¢+Ar/2.

During the time step A¢/2 ( At =100s ) mass conservation has to be satisfied and hence,

my =my" 5.19

BV} =B"'y 5.20
Since, V"' = MF xV}' 5.21
B'V; =B""(MF xV; ) 5.22

Then, the new concentration of any state variable is computed as;

B
MF

B! = 5.23
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5.4 Governing differential equations for any scalar parameter

Three dimensional layer-resolved advection and diffusion equation in Cartesian
coordinates is developed for sediment column by adopting control volume formulation with
staggered grid system. The conservation of mass over control volume V' with dimensions

Ax, Ay, Az is considered (Fig 5.5).

Efflux —f =J
| -
® Az scalar: at _the _center
.. velocity : at _the _surface
(i, /,K) ’

Ay
Ax > |« Y

w~

Influx_z=J,_,,,

Fig 5.5 Influx and efflux to the control volume

The typical dependent variable B in the sediment has been defined as, B,;,; the rate of

change of mass per unit volume or the concentration of the material within the control
volume V where, i =0~ (imax+1): grid in x-direction, j =0~ (jmax+1): grid in y-direction
and k = (—kb max) ~0: grid in z-direction. Assume the porosity; ¢, in control volume V

varies with the space and depth within the sediment. Advection flux has been considered as

the flux due to burial effect. That is moving of some materials with a velocity @, by keeping

the grid system constant. (This will be in some other way shifting of layers with a velocity

@, to keep the grid system constant). @ is positive upwards and hence, in the case of
accumulation @, = @, will be negative while in the case of erosion @, = @, will be positive.
In case of no particle motion due to advection; @, =0. In the case of accumulation material
with thickness @, Af moves out from the computational domain while in the case of erosion

material with thickness @,A¢ added to the bottom of the active layer as shown in the Fig 5.6.
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Accumulation

} oA

H Sediment

al} o,

H Sediment

e '1 } a)f)Ar

Fig 5.6 Movement of sediment material due to (a) deposition and (b) erosion

Development of governing differential equations for sediment column has been done

independently for dissolved and particulate material.

5.4.1 Dissolved matter

For the conservation of mass within the control volume ¥, the net change of mass should
be equivalent to the net mass influx due to advection and diffusion and the mass generation of

species due to reactions. Hence, mass conservation equation can be written as;

Mass change = net _nass _diffusion _ flux 524

+net _mass _advectiion _ flux + mass _source _gen
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Taking 7 as the present time step, the net change of mass during time period of Az can be

written as;
Mass _change = (Bl”;lk -B', )AxAyAzk m 5.25
Net mass advection flux to the control volume V' can be written as;
Net _mass _advection _ flux = _(W,Bz@ -o,B,¢, ) AxAyAt 5.26

Net _mass _advection _ flux = _(a)i,j,k+l/2Bi,j,k+l/2¢i,j,k+l/2 =@ 51081 i ) AxAyAt - 5.27

Suppose J denotes the diffusion flux influencing a typical dependent variable B in the

sediment. The flux Influx _z=J,;, ,1s entering to the control volume face AxAy while the

flux leaving the opposite face is Efflux _z=J,,,,,after the time period of Az. The mass net

Influx over the control volume face AxAy can be written as;

Net _mass _dissfusion _ flux = — (ﬂuxt x @, — flux, x @, )AxAyAt 5.28

Net _mass _dissfusion _ flux = —(Jl.’j’“/zgzﬁl_’j,sz —Jiikan®iian )AxAyAt 5.29

Diffusion flux J. . can be expressed by the Fick's law as; J,., =—K, . D where K, s
i,j,k i,j,k i,j,k aZ n,k
the diffusion coefficient in z-direction (m”2/s). Hence;
_K aBi,j,k+1/2
i,j,k+1/2 T ¢i,j,k+1/2
Net _mass _dissfusion _ flux =— AxAyAt 5.30
K aBi,j,k—l/z
T T jk-172 T ¢i,j,k—1/2
K 6Bi,j,k+1/2
i,j.k+1/2 T ¢i,j,k+1/2
Net _mass _dissfusion _ flux = AxAyAt 5.31
K aBi,j,k—l/Z
- i,j,k=1/2 T ¢i7j,k—1/2

Let the rate of generation of chemical species over control volume; ZRj . Then the

generation of species over control volume during time period of Az can be written as,

Sourec _gen = {z R, } AxAyAz, ¢, ; Al 5.32
j
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Equations 5.25, 5.27, 5.31 and 5.32 can be combined to make the mass conservation over the

control volume as;

n+l n _ _
(Bi,j,k -B, )AxAyAzk ik = (a)i,j,k+1/2Bi,j,k+1/2¢i,j,k+l/2 a’i,j,k—l/zBi,j,k—l/2¢i,j,k—1/z ) AxAyAt

I OB, . B
+ (Ki,j,k+1/2 %J ¢i,j,k+1/2 - [Ki,j,kl/z %j ¢i,j,k—1/2 } AxAyAt 533
+ ZRj}AxAyAz@j’kAt
L J
BT, —B') (0, 0002Br 2@ s = @B s
i,j,k i,j,k ¢ _ 1,3, k+1/271,j,k+1/2771,j,k+1/2 i,j,k=1/271,j,k=1/27"i,j,k—1/2
At LIk Az,
K aBi,j,k+1/2 K aBi,j,k—1/2 5.34
i,j,k+1/27 ¢i,j,k+1/2_ i,j,k—l/zT ¢i,j,k—l/2
+ + ZR. b s
AZk |: > ]:| J
OB, ., a(Bi,j,k X¢i,j,k) 0 OB, .,
—a; x¢i,j,k=—a>i,j—az = Ki,jjkx@j,kx—a; + ;Rj i 5.35
OB, 0 OB, (B, x4..1)
i,j,k i,j,k 1,], 1,],
—=x¢ ., —| K. xX@¢. x—|4+@0 —TT "= R. |0 . 5.36
8t ¢l,_],k aZ|: i,j.k ¢l,_],k 62 :| i,j 82 ; J ¢I,J,k

Partitioning of the dissolved nutrients have been considered in the model due to the effects of
sorption and desorption. As shown in the

Fig 5.7 nutrients especially phosphorus can have two phases: within the pore water and

attached to sediment.

Fig 5.7 Sorption and desorption
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Considering the dissolved and particulate fraction of the nutrient B , the diffusion

coefficient can be written as; K, , :(prp +ded) ‘

i,j.k

where f, : Particulate fraction, f,:

Dissolve fraction, D, : Diffusion coefficient for particulate phase mixing and D, : Diffusion

coefficient for dissolved phase mixing. The particulate and dissolved fractions have been

computed according to the following equations 5.37 and 5.38 (Di Toro, 2001) except for

dissolved oxygen and nitrate which have f, =1.

B 1

Jo,. =
ok 1+mi,j,k7z-i,j,k 537
Dk

mi,j,k”,-,j,/
P
f, = 5.38
T M
+
Bk

m; ;, 1s the concentration of solids or mass of solids per unit bulk volume and has been

computed as;

m, ;. = Bsilt], . + BpocL; ; . + BpocR/,  + Bpsi; ., 5.39
7 ;« depends on each state variable and computed through a developed method for a multi-
layer model referring two layer model approach (Di Toro, 2001) and (Ji, 2008). Ammonia

always has 7, ;, =1 while it has been computed for phosphorous, silica and sulfur as;

if B, (i,j,k)<B,, _criti_nut

Tout = 7 pos_anaerobic _nut 5.40
elseif C, (i,j,1)=C,,. _criti_nut
Tout = 7 po4_anaerobic A7[po4 5.41
elseif C,, (i,j,1)<C, _criti_nut
ﬂnut = ﬂ-po4_anaer0bic_nut (Aﬂ-nut )Cd"x —criti_mut >.42
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Hence, governing differential equation for any dissolved material in the sediment can be

written as;
0B, ., a(Bi,j,k X¢i,j,k) 0 OB. .,
atj X¢i,J,k T oz - 8_2 (prp + ded )i,j,k X P X aZJ + ;Rj ¢i,j,k 543

For the convenience split operator is used to decompose the equation 5.43.

Only the advection and diffusion;

OB, . 0(Bixb.51) o OB .
i,j,k i,j.k i,j.k _ i,j,k
e, = (/,0, +1uDs), . %P 2 5.44
Only source terms;
OB. .
i,j,k
LR _NTR 5.45
ot Z,: !

Finite difference method with the fourth order Runge-Kutta method which gives the
approximation of solutions of ordinary differential equations through explicit approach is
used to obtain the solution for the source term equation 5.45. This approach has been

explained in detail under pelagic model (0).

5.4.1.1 Discretization of advection and diffusion equation

o Br‘,j,k+|

¢r',j_.k+l."2 I Bf.,f,k +1/2
AZ:J; I K

Bf,j,k
3 ° Az,
(i, j, k)

Az, 1 scalar > at _the _center

Q,_;,k | B, k=112 velocity : at _the _ surface

*s

i, k-1

Fig 5.8 2D Control volume
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As shown in the Fig 5.8 scalars have been defined at the centre of the control volume
while flux and porosities have been defined at the surface of the control volume. Consider
only the advection and diffusion equation 5.44 and develop the discretized form. This has

been done in three steps.

1. Consider only the time dependency term

OB, ., B\, -B',
o ¢=[— vl [ 546
2. Consider only the advection term
e ik
t S
N
Azsk I
\ .Bf, ok
y
i.j.k) Az,
v
Az, 1 A
I f; jk—1/2
Y e
Bf.j.k—l

Fig 5.9 Advection term at CV faces

0 (Bi,j,k X ¢ ik ) (fi,_/,ku/z - f;,j,k—l/z )

o% =0, ; 5.47
’ Oz ’ Az,
where,
fi,j,k+1/z = Bi,j,k+l/2¢i,j,k+l/2 5.48
fi,.i,k—l/z = Bi,j,kfl/z k=172 5.49

Evaluating the concentrations implicitly and the porosities, sediment layer thickness and

burial rate explicitly;
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O(Byxx1s0)

n

W _ a)i,j ( ¢n _Bn+1 ¢n ) 5 50
i\J = T a \Pi k129 k172 i,j.k-1/2%0,j k-1/2 .
Oz Az
Use the first order upwind scheme (Fig 5.10) to evaluate the surface concentrations.
B . B
— .r,Jr.k+I —x .:,_,:,HI
1 B"'-”""”Em"’-" IBi.j.IHUEa)f.j
Asz I Azxk "
2 le.j.k 4 .Bi .k
Q. j.k) Az, (i, j.k) Az,
Az, i - Az, 1 -
Br‘.j.k—lﬂa’.-',j Bf.j.k—ll2a)i._,f
L A Vv [
Bf.,;‘.k—l Bk—l
Bi.j.k+liza)i.j =D; ;D ; Bf.j.k+|f2a)f.j = Br.'.j.k 1 ;
. @ .= D. . . . _
i, jk—12%4, i,jk—1%%, B,-,_;,k_usz’;,_; = Bg,_;,ka%,_;
Fig 5.10 Upwind scheme approach
n+l n+l - n
Bi,;'r,k+1/2 = Bi,;,k if a)i,j>0 5.51
n+l n+l : n
B an =B if a)i,j<0 5.52
n+l n+l : n
Bi,;,k—l/z = Bi,;'r,k—l if @ ;)0 5.53
Bi’,n;llf—l/Z = Bzmjllc if a)i’,lj<0 5.54

Define a new operator [[A,B]] to denote the greater of 4 and B. Then the upwind scheme

implies (Patankar, 1980);

n n+l _ pn+l n n+l n

@, B ik = Biji [[a)i’j, O]] =Bk I[—a)l.,]. ’ 0]] 5.55
n n+l _ pn+l n n+l n

@B 1 = B Ha)i,j,O]] — B I[_a)i,j’o]] 5.56
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MIN (4, 9,)

209,

Fig 5.11 Porosity between two adjacent layers in sediment

Porosity effect or the movement of material between two adjacent sediment layers is decided
by the minimum porosity between the two layers as shown in the Fig 5.11. Hence, evaluating

the control volume face porosities as the minimum between adjacent layer porosities;

¢ir,lj,k+l/2 = MIN(#],M > ¢ln]k) 5.57

B in = MIN (¢ .8"41) 5.58

Then the advection term can be written as;

0 (Bi,_i,k X@, ik ) 1 (B’nfﬂk [[a)’nf ’ O]] B Bf’j;l’f“ l[_w:f ’ O]])MIN(%]”‘“ ’ ¢’:1f”‘ )

L =" 5.59
L@ Az | (Bl [, O] =B [-er, O] ) MIN (¢, .8 )
3. Consider only the diffusion term
—_— B:i,j,k—kl
t Fia /2

Asz I N
G, j.k) Az,

b P
®
~
—
=

| E,j,k—”z
A

B

i.j.k-1

|/

Fig 5.12 Diffusion term at CV faces
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0 aBi,j,k 0 aBi,j,k
E|:(prp + ded )i’j,k X ¢i,j,k X pe = 5 Ki,j,k X¢i,j,k X pe 5.60
0 aBiJ,k (F:',j,k+l/2 - F;,j,k—l/z )
E|:(prP +ded )i,j,k Pk oz - Az, 5.61
where,
aBi i k+1/2
E,j,k+1/2 = (Ki,j,k+l/2 é—z ¢i,j,k+1/2 5.62
aBi j k=172
E',j,k—uz = (Ki,j,k—l/Z ? ¢i,j,k—1/2 5.63
aBi jk+
OB (Ki,j,kﬂ/z %j ¢i,j,k+1/2
SN (f,D,+£,D,)  xgh, x| = L - 5.64
0z por ijk I 0z Az, aBi’j,,H/z
- Ki,j,k—l/z T ¢i,j,k—1/2
B
e E.g"‘ﬁk“ B-".,f-kHT ......................... an,_;‘_muz _ (Bi-j-kll _Br'-j.k)
' 9 Az,
Az I aBﬁ,j.k—]r‘: _ (Bi-.f-k B B,-_J-_g_.)
o LIk i iz Az,
(i, j:k) Az, ; "
Az, $ —
v e i
Bi._,r'J.—I : '_ : Iﬁ ! Z,
bk bk

Fig 5.13 Piecewise-linear profile assumption in vertical direction

Evaluating the concentrations implicitly from the piecewise-linear profile: assumes linear
distribution between two grid points (
Fig 5.13) and sediment layer thickness explicitly;

n+l n+l
aBi,j,k+1/2 _ (Bi,j,k+1 Bi,j,k)
n
Oz Az;

5.65
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i,j.k i,jk—1

= 5.66
Oz Az,

6Bi,j,k—l/2 (B‘n+1 - B )

Az + Az

n n n
Az, + Az
where, Az, =—%—F1 and Az, =—+——+1

2
Evaluating the boundary porosities explicitly and as the minimum between adjacent layer

porosities (equations 5.57, 5.58);

I B g
(Kir,,j,k+l/2 (”/’kzz—n”/’k)JMlN (¢ir,lj,k+l b ¢ir,lj,k )

tk

0 OB, ., 1
E|:(fPDP+ded),j,kX¢i"jka - }: "

. 5.67
l o Az g (Blnjﬂk _ij,lk—l) MIN( &g )
i,j k=172 AZZk i, ik Vi, k-1
Substituting equations 5.46, 5.59 and 5.67 in equation 5.44;
I:an;]k -B, :l . 1 (anjlk [[w:j’o]]_B:;llm [[—a)l.'fj,O]])MIN (¢i',lj,k+1’¢iilj,k)
Al o Az _(Bf;,lk—l [[a)i'fj,O]]—Bf;'k [[—a)l.'fj,O]])MIN (¢:/,k’¢:j,k—1)
(£,0,+fiDa), .,
(B = B MIN (#0000 5.68
(2o +1uDa) va s e
-7 pAZZdAZZk s |:(Bir,lj,]k _Bir,’j,lk—l)MIN(¢[r,’j,k,¢i},1j,k—l ):|

- " n+ R MIN (4, .28
{Blnjﬂk ~Bis } __ (B[’j’lk [[a),.,‘/.,O]] B Bi’f’l"+1 [[—a),.,‘/.,O]]) ( 54’/,1,1:1 /k)

A B n n

t B (Bi'j;'r,lk—l IIC‘);]’ ’ O]] B Bi’:'r,lk [[—wfj ’ 0]]) MIN(¢;Q]( P )
i,j.k
+(prp +/.D, )n [ M]N(¢i),1j,k+1,¢i'fj,k)_ 5.69

i,j,k+1/2 (Bn+] )
n n i,j,k+1 i,j.k n
Az Az, ¢i,j,k

_ (prp + ded ):'7,,-,1(71/2 (B.’”.l _ gl MIN(¢ir,’j,k,¢i’,7j,k—l )_

naA_n JJ sk l,./,k—l) n
Az Az, ¢i,j,k
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n

(prp +JuDy )i,j,k—l/z y M]N( i’,lj,kﬁj,k—l) [[a’zj’o]] M]N( ,«'fj,k,ﬁj,k,l) B!

AzjAz ) Az s
i+ ln [[ » ]]MIN(W%M,Q-?,,,C) . [[—a)i”j,O]] MIN(Q?i’k’(ﬁt}jj,k_l) -
At Az] - (ﬁl.,j’k | ¢,-,j,k
+ ; n Bi’,l;'r,]k 5.70
+ (fPDP +faD )i,j,k+l/2 MIN(¢ir,l./‘,k+l,¢i’,lj,k) n (fPDP + Dy )i,j,k—1/2 MIN(¢i7i~k,¢i7.i,k71) '
i Az; Az, b Az, Az, Zn
4l - [[_a):jso]] MIN(¢i’,”j,k+1’¢l—j/‘,k) _ (prp + ded ):/,k+1/2 M[N((bir,lj,ﬂl,(b:j,k) B_n+_1 _ Bi',lj.k
Az 0 Az{ Az, B A
_ (fPDP +JaDy )Zj,k—1/2 " [[a)ii’_i,O]l MIN( iralfsk’¢:fsk—1) B!
Az Az, Az b
1 N[t O], P SiDa) s | MIN (S, )
| A Az, B
+ ) B, 5.71
n [[_wir,l_p 0]‘ n (fPDP + ded )i,j,k—l/z MIN(¢ir,lj,k, ir,lj,k—l)
Az Az, 2
4l [I:_a)ir,lj’()]] + (fPDP + ded ):l,j,k+1/2 M]N(¢i’,lj,k+1, i’jj,k) Bnﬂ _ Bi’,lj,k
Az Az Az, W T A

1 : n+l n+l n+l _ . ..
This can be written as, a,.B/[; | +b,.B[ +c,.B[;,, =d, where q,, b, and ¢, are the implicit

coefficients and d, is the explicit coefficient which is renewed after the consideration of the

boundary flux discretization.

(,D,+£,D,) +[[a),” o] |MIN (¢, 4.4,

i,j.k-1/2 ij?

n n n n
Az[ Az, Az} ¢, ‘

1

a, =|—
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L+ |[a)ir,lj70]:| " (fPDP + ded ):j,k+1/2 MIN(¢I":/‘J€+1’¢;,1]J€)
|| A Asjaz s
b, = ) 5.73
Lt o) Dy ila) | MIN (#4001
= AzjA, s
| L0 (P 1iD), e | MIN(8081) .
ST A Az s |
d, = % 5.75

5.4.2 Particulate matter

Similar to dissolved matter, for the conservation of mass within the control volume V',
the net change of mass should be equivalent to the net mass influx due to advection and
diffusion and the mass generation of species due to reactions. Hence, mass conservation

equation can be written as;

Mass change =net nass _diffusion _ flux+net mass _advectiion _ flux

5.76
+mass _source _gen

n refers to the present time step and the net change of mass during time period of Af can be
written as;

Mass _change = (Bl"fk -B, )AxAyAzk (1 A ) 5.77

@ 1is positive upwards and the considerations of @ is same as in dissolved matter derivation.

The net mass advection flux to the control volume V can be written as;

Net mass advection  flux = —[a)tBt (1 -9, ) -w,B, (l —¢b)] AxAyAt 5.78

O, 1B ian (1 - ¢i,j,k+l/2 )

5.79
_a)i,j,k—l/ZBi,j,k—l/2 (1 —¢ i j k=172 )

Net _mass _advection _ flux = — AxAyAt
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Suppose J denotes the diffusion flux influencing a typical dependent variable B in the

sediment. The flux Influx z=J,,, ,1s entering to the control volume face AxAy while the

1

flux leaving the opposite face is Efflux _z=J, ., after the time period of A¢. The mass

net Influx over the control volume face AxAy can be written as;

Net _mass _dissfusion _ flux =— [ﬂuxt (1 -9 ) — flux, (1 -, )] AxAyAt 5.80

Net mass _dissfusion _ flux = — [J,.J’,H/z (1 — @ik ) =Ji ik (1 @ in )] AxAyAt 581

OB, .
Diffusion flux J, ,, can be expressed by the Fick's law as, J, ;, =K, ;, # where K,

is the diffusion coefficient in z-direction (m”2/s) (Ji, 2008).

[ OB, | 12 |
[_Ki,j,k+l/2 # (1 - ¢i,j,k+1/2 )

OB, i1
_(_Ki,j,k—ln # (1 - ¢i,j,k—l/2 )

Net _mass _dissfusion _ flux =— AxAyAt 5.82

I OB, ; 12 |
{Ki,j,k+l/2 ? (1 - ¢i,j,k+1/2 )

OB, i1
_(Ki,j,k—l/z T (1 - ¢i,j,k—1/2 )

Net _mass _dissfusion _ flux = AxAyAt 5.83

Let the rate of generation of chemical species over control volume is ZR/' . Then the
j

generation of species over control volume during time period of Az can be written as;

Sourec _gen :{ZR/}A)CA)/AZ,{ (l—gzﬁi,j’k)At 5.84
j

Equations 5.77, 5.79, 5.83 and 5.84 combines to make the mass conservation over the

control volume;
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O, ;w2 Bijian (1 - ¢i,_j,k+1/2 )

Bl.'ff’l =B, )JAXAYAz, (1=, ., )=~ AxAyAt
( ]k Jk ) ' ( ‘]k ) _a)i,j,k—l/ZBi,j,k—l/Z (1 - ¢i,j,k—1/2)
_ B -
EKi,j,kH/z %)(1_@,_;,“/2) 5.85
+ AxAyAt{ZR,}AxAyAzk (1-4,,,)A
—(K 8Bi,j,k_1/z )(1_¢ ) i ‘
k12 T o k=172

(Bln;rlk - Bir,lj,k ) (1 4 ) _ @, ;v B ki (1 - ¢i,j,k+l/2) L
At h —0, 0B ian (1 - ¢i,_/’,k—1/2 ) Az,
i OB, . ]
(Ki,j,k+1/2 %J(l_féz‘,/gkﬂ/z) 5.86
4 1
+ —+{2Rj}(l—¢u,k)
K OB, 12 1 Az, J
T k12 oz ( - ¢i,j,k—1/2 )
B o(B.,,x(1-4..)) B,
a—’tj’kx(l_é‘,j,k):_wi,j ( = a(z Jk))”Lé{KiJ,kx(l_Q,j,k)x a’zj’k} .

{ZRJ(I—@L,{)

J

In general, governing differential equation for any particulate material in the sediment can be

written as;

08,1, OBuux(-dhu
R R A S

ot Oz Oz y

Using the split operator the equation 5.88 divides into two for the convenience.

Only the advection and diffusion;

0B, , P 0B, , o(B,,,x(1-4.,4))
#x(p%’k):g{]gﬂ x(l—ﬁ,j’k)x#}_a)i’j ’ — ’ 5.89
Only source terms;
OB,
= Z,R,- 5.90
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Finite difference method with the fourth order Runge-Kutta method which gives the
approximation of solutions of ordinary differential equations through explicit approach is
used to obtain the solution for the source term equation 5.45. This approach has been

explained in detail under pelagic model.

5.4.2.1 Discretization of advection and diffusion equation

As shown in the Fig 5.8 scalars have been defined at the centre of the control volume
while flux and porosities have been defined at the surface of the control volume. Consider
only the advection and diffusion equation 5.89 and develop the discretized form. This has
been done in three steps.

1. Consider only the time dependency;

aBi j k Binﬂk B in'k
Pt | T - s
2. Consider only the advection term;
—_— %i,j,kﬂ
’
t S
AZE;( | N
\ o Bf, .k
7/
(i.jok) Az,
A4
Azbk f 7 -
I f; jk=1/2
Y e

B

i.j.k-1

Fig 5.14 Advection term at CV faces

o a(Bi,j,k x ¢i,j,k) W (ﬁ,,j,ku/z _fi,,j,kq/z) 500
n 0z S h Az, .
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where,
’ —_—
fi,_/,k+1/2 - Bi,j,k+1/2 (1 - ¢i,j,k+l/2) 593

Jijan =By (1 ~& ) 5.94

Evaluating the concentrations implicitly and sediment layer thickness and porosities
explicitly;
o(B

o X@ o'
i,j.k l,j,k) Wi n+l n n+l n
@, ; oz - Az Bi,j,k+1/2 (1 - ¢i,j,k+1/2 ) - Bi,j,k—l/Z (1 - ¢i,j,k—1/2 ) 5.95

Same to the dissolved matter equations using the first order upwind scheme to evaluate the

surface concentrations (equations 5.51, 5.52, 5.53, 5.54) and adopting the operator [[A,B]]

(equations 5.55, 5.56) and evaluate the boundary porosities as the minimum between adjacent

layer porosities (equations 5.57, 5.58) the advection term can be written as;

0 (Bi,j,k X ¢i,j,k ) 1 (anjlk [[a)i’jj > OII - Bi’?j',lkﬂ |I_wi’,lj > 0]]) (1 - MIN(¢i’jj,k+1 > ¢i’,lj,k ))

a)i’j - n n+ n n+ n n n 5 96
aZ AZk _(Bi,j,lk—lHa)j,jao]]_Bi’j’lkI]i_a)i’jgo]])(l—MIN(@’j,kaQ,j,k_l)) ’
3. Consider only the diffusion term,;
B. .
—_— .I,j,k-i—l
’
t Fjwan
Azsk | ~
\ o ik
7
i, j-k) Az,
Az, 1 1Y
I E,j,k—”z
S A |
B;'._;'.k—l

Fig 5.15 Diffusion term at CV faces
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0 { OB, (F;,j k+1/2 _E’j k—l/z)
—| K, x(1=0 , )x ZELEN PSR ek 5.97
oz| " ( ! ) 0 Az,
where,
' aBz i k+1/
F i van = [Ki,_/,kﬂ/z é—zlzj (1 - ¢[,_/,k+1/z ) 5.98
’ aBl i k—1/2
ijk-12 = (Ki,j,k—l/Z (;z (1 — &k ) 5.99
The diffusion term can be written as;
| B, ... l
0 OB 1 {K"’j e %j(l B 42)
—{K,-,j,kX(l—ﬂ,,,k)x—i”’k}=— 5.100
0z oz Az,

aBi j k—1/2
- (K[,j,kl/Z T (1 - ¢i,j,k—1/2 )

Same to the dissolved matter equations evaluating the concentrations implicitly from the
piecewise-linear profile and sediment layer thickness explicitly (equations 5.65, 5.66) and
evaluate the boundary porosities as the minimum between adjacent layer porosities

(equations 5.57, 5.58) the diffusion term can be written as;

I B" —B"
[K:j,ku/z (/MA]Z—,,M)J(I _MIN(Q}T_/,M ’¢ir,lj,k ))

0 OB, ;. 1 th
E[Ki,,,k x(l—cé,j,k)x#} o e 5.101
_ i,j,k—l/ZT ( - ( i,j,k’¢i,j,k—l))J
Substituting equations 5.91, 5.96, 5.101, in equation 5.89;
_(Bzzjlk [[“)Z/’O]] =Bk [[_a’:j’o]]) |
ESLA TP {11V 8,
A e (B 0] 81 [-er,.0])
x(1=MIN (g6, | 5.102
K"
A;ZZU{ |:(Bi’,l;'r,lk+1 _Bi’,l}r,lk )(1 _MIN(¢i’,lj,k+l, i’,lj,k ))}
k #

K" . N o
_#2215[(3[,],11( _Bi,j,lk—1 )(1 _MIN(¢[,j,k,¢i,j,k71 ))J
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l_MIN(¢in‘k+l’¢in'k) |
B ! ,0(-B" (-0 e
[Bi’?;f}k_Bi’jj,k:|_ | ( i, j ok [[a)z,./ ]] ok l[[ @; ; ]])[ (1_¢i"1j’k) J
At

_(Bi':'r,lk—l [I:a)i’:/’o]] _Birf;,]k [[_a)ir:j’o]]){ (1—;#1 ’)i, - )}
i,j.k ]

FIPTETE (817~ BL) (1-pav (¢%7;,k+l,¢%’fj,k ) 5.103
AziAzi | (1-471) |

_ Kilfj,k—l/z _(B”“ _pm )(1 _M[N(¢"?j,k,¢ir,lj,k71 ))_
AziAzy | Ve (1-¢".)

Ki [LMIN(L L)) [l 0] (1-MIN (4 din) ||

AZZLAZZk 1_¢ka AZZ’ 1_¢1:l,k nk-1

L L 1= MIN (¢, 118, ) N 1= MIN (¢4

At Azr | 1-¢7, ! 14 1
" .

+ Ki','j,k+1/2 I_MIN(@r,lj,kn,(birfj,k) + K:j,k—l/Z I_MIN(@r,lj,k,ﬁj,kA) " 5.104

| AdAz -4, Az! Az}, -4, |
|t O (1M (10680 ) | K (1 MIN(80) )| e B

Az =4 Az{Azy 1= P A

_ K;:l,k—l/z n [[a)ifj’o]] I_MIN(¢1Zk’¢ka—1) Bl
AZ}Az! Az 1-¢., k]

L + [ Kir,lj,k+l/2 n [[wi’jj ’ O_ J( I-MIN (¢ir:j,k+l,¢ir,lj,k )J
At | AZlAz! Az 1-¢"
" B 5.105
n Ki’,lj,k—l/z n [[_a)i'jj’o]] I_MIN(¢i’,lj,k,¢i’jj,k—l)
AZ/nAZZk Az; 1- ¢1n1k
R S Ry N R LT }Bw Bl
Az Az" Az! 1-¢" ., RV’

: : n+l1 n+l n+l : S~y
This can be written as, a,.B/[, | +b,.B/, +¢c,.B/,., =d, where a,, b, and ¢, are the implicit

coefficients and d, is the explicit coefficient which is renewed after the consideration of the
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boundary flux discretization. Same as in dissolved matter computation, solution for the
discretized equation is obtained by adopting the Tri Diagonal Matrix Algorithm(TDMA)
(Patankar, 1980).

a. = K:k 1/2 lj’ 1- M[N ¢nk’¢n,k—l) 5106
k n .
Az} Azbk
L_’_ Kzn/ k+1/2 z/’ 1 MIN lj k+1 ¢lnj k)
A | Az 1- ¢,", .
b, = 5.107
(K, 0] ([ 1-MIN (4, ;.
AzkAsz 1— ¢, y
Klnj k+1/2 t o ’ 1 M[N 1 L Jok+1, ¢z j,k)
G = " p 5.108
AzkAz,k 1— ¢, n
d, = Bl 5.109

At
5.4.3 Surface and bottom boundary conditions

Boundary fluxes have been considered and analyzed separately under Chapter 6 and
applied to governing differential equation at the surface and bottom boundaries. Hence both

dissolved and particulate matter advection and diffusion equations have been reconsidered

and new coefficients for the equation of a,.B!/, ,+b,.B'/, +¢,.B";,, =d, have been

computed after discretization.

5.4.3.1 Dissolved matter

5.4.3.1.1 Surface boundary conditions

The governing differential equation for a dissolved matter is written as;

8Bi,',k 8(Bi,j,k X¢l i k) aBi,',k
g — = (prp+fd 1), < B - 5.110
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Since (/,D, +/,D,),,, =K

ik
OB. . O\B, ., <@, . 0 OB. .
ot b . oz oz| " > oz
Bi,j,k+l Br’.j,kJrl
—A L A ¢
fs,;,m;z 1 Fs,;,muz
N N
AZ”( Azsk
\ o ik o ik

o P4

/ i,).k) Az, i,).k) Az,

v v
Az, 4 v Az, 4 v
I f;’,j,k—lm I E,j,k—lfz
Y e Y e
B;._,'.k—l B;._,'.k—l

Fig 5.16 Advection term and diffusion term at CV faces

The governing differential equation is rewritten as;

OB, . (fossor=Fosun)  (Fjuin=Fipin)
i,j.k i,j,k+1/2 i,j,k=1/2 _ i,j,k+1/2 i,j,k—1/2
—><¢i’j’k+a)i,j = 5.112
ot Az, Az,
OB, . (a)f =@ . f ) (F.. -F . )
i,j.k i,jJ 0, ),k+1/2 i,jJi,j,k=1/2 _ i,j,k+1/2 i,j,k=1/2
X ¢i’j’k + - 5-113
ot Az, Az,
where,
]ri,j,k+1/2 = Bi,j,k+1/2¢[,j,k+l/2 5.114
fi,j,k—l/z = Bi,j,kfl/z k172 5.115
OB. .
_ i,j,k+1/2
F;,.j,kﬂ/z - [Kt,_/,kﬂ/z o ¢i,j,k+1/2 5.116
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OB, ;i
E,j,k—l/z = (Ki,j,k—l/Z # ¢i,j,k—1/2 5.117

The terms o, ; and F; ., in the equation 5.113 are replaced as F,, and F,

i,j,k+1/2

which have been computed as sediment-water interface flux under the section 6.2 giving

F = flux_s2w and F, = —(Diﬁ”usion_ﬂux_sZWZj).

1. Consider only the time dependency term

OB, . B —B"
a’;’k XG4 =£—”’k v L J@,,k 5.118

2. Consider only the advection term
Evaluating the concentrations implicitly and the porosities, sediment layer thickness and

burial rate explicitly;

_ n n+l1 n n n+l n
(a)i,jfi,j,kH/Z a)i,jfi,j,k—l/z) O B an® ik OB nP ks

Az, Az Az

5.119

_ n n+l n
(a’i,jfi,j,kH/Z a)i,jﬂ,j,k—l/Z) _ Ezdv,s . a)i,jBi,j,k—l/z i,j.k=1/2

- 5.120
Az, Az Az

F,., = flux_s2w/. is computed as advection boundary flux of dissolved matter at the

sediment-water interface under the section 6.2.1.2.

Using the first order upwind scheme to evaluate the surface concentrations;

B, =B if @ )0 5.121
B\, =B if @ (0 5.122

Define a new operator [[A,B]] to denote the greater of 4 and B. Then the upwind scheme
implies (Patankar, 1980);

a)ilij:;,lk—l/z = Bir,,_;'r,lkfl [[a)'n 0]] - anjllc l[_a)'n 0]] 5.123

L,j? L,j?
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Evaluating the control volume face porosities as the minimum between adjacent layer
porosities;
Bsn =MIN (4. 0,1) 5.124

k=172

Then the advection term can be written as;

G; i Jijavia = 1 i j - 1 et , e " " n
( JURK: 1/2AZI i 1/2) _ = [Fadv,x —(B,,!jfk_1 [[a)i!j,o]]—B,’j’lk [[—a),.,j,O]])MIN(gzﬁi’j’k,qﬁ,.,j,k_l)] 5125

K

3. Consider only the diffusion term

K aBi,j,k-H/Z K aBi,j,k—l/Z
F _ F i,7,k+1/2 ¢i,j,k+l/2 i,j,k=1/2 ¢i,j,k—1/2
i,j,k+1/2 iLjk-12) 0z

0z 5.126
Az, Az, Az,
(E,j,k+1/2 _F;,j,k—l/Z) _ Fd;'f,s _ P 0z Bk 5.127
Az, Az, Az,

Fu.= —(Diﬁ‘usion_ ﬂux_s2w;fj) is computed as diffusion boundary flux of dissolved

matter at the sediment-water interface under the section 6.2.1.1.

Evaluating the concentrations implicitly from the piecewise-linear profile and sediment layer

thickness explicitly;
n+l n+l
6Bl.’j’k+1,2 _ (Bi,j,k+1 _Bi,j,k) 5128
0z Az,
Since B, ., = B, ;, at the surface
aBi,j,kH/Z -0 5.129
0z
n+l n+l
OB, jxva _ (B"’-f”‘ _B"’f’“) 5.130

Oz Az,

Az} + Az,
where, Az, =—+—*1
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Evaluating the boundary porosities explicitly and as the minimum between adjacent layer

porosities (equations 5.57, 5.58);

e —F B, -B,
(E,,.k+1/2AZEs/”“”2) _ Alzﬂ [Eﬂ-f,,; _[K:j,kl/Z (”f”‘Azn”/”‘l)]MIN(@'jj,k:ﬁj,kl )] 5.131
] ! bk

Substituting equations 5.118, 5.125 and 5.131, in equation 5.113 and substituting
Ki,j,k = (prp + ded )i’j’k 5
Blr,H—lk - Bin j .k n 1 n+ n n+ n n n
l: ’ At : :|¢t/k = _E[F:ldv,s _(Bi,j,lk—l [[a)i,jao]] - Bi,j,lk [[_a)i,_/"O:I])MIN(Q,_/’,kaﬁ',j,k—l ):|
k

F,. (LD, +1D) o o s 13
+ Adzf;' _\Jr pAZ;AZ;k k=172 [(Bi,j,lk—Bi,j,lk—l)M]N( i,jk¢ijk—l):|

KT L, T

{anzﬂk — Bl } - 1 {F"d“ —(B,”+1 [[a).” OH—BM [[_a).” 0]]) MIN( fj,k’@’fj,k—l)]

At Az g, el e e &
Fdif,s _ (fPDP +JaD, )i,j,k—l/2 (B/H-l _ g )MIN(¢ir,lj,k,¢i',lj,k—1) 5.133
nn n n i,],k i,j,k-1 n
AZk ¢i,_/‘,k AZk Azbk ! ’ ¢i,j,k

(fPDP *JaDa )Zj,k—1/2 MIN(‘r’ji}jj X k—l) I[a),.’fj,O]] MIN( i','j,k"r’si'fj,k—l)

KT T

1
- AZHAZH n - AZn n Bir,l;,k—l
k bk ¢l k ¢t

JJ sk JJ sk

11 {[[_w 0]]M]N ( Z,’j,k,(z%’,’j,k_l)}(prp+ded)Zj,k_l/2 MIN (¢, 4, -
(L

+| —+ i)
AL AZ] b Az} Az, b R
F

n
+[0] Bn+l _ Bi,j,k + Fdlf,s _ adv,s
ij.k+l At AZ” n AZ}'I n

k¢i,j,k k¢i,j,k

(£, +1D0), et O] | MIN (47470

- n n + . n n Bi’f;'r,lkfl
AZkAZbk AZk ¢i,j,k
I L+ [[_a);ff’o]] + (prP + 1D, )i,j,k—l/z MIN(qéitlj,k,Q}jj,k—l) Bl 5.135
At Az; Az; Az, ¢il,1j,k n
+[0] B'n+1 — Bi’,lj,k + F:ilf,s F;zdv,s

i,j,k+1 nn B nn
At Azk¢l.,].7k Azk¢i’j’k
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. . n+l n+l nel : -
This can be written as, a,.B/";, | +b,.B/[, +¢,.B/[,. =d, wherea,, b, and ¢ are the implicit

coefficients and d, is the explicit coefficient.

(£,D,+£.D,) +[[a)." O |MIN(¢,,. 4.1

i,j,k=1/2 i,j?
a, =|-— — " - , 5.136
Az Az, Az, ¢i,j,k
A N | S N R e L ey i
(2 n n n n ‘
At AZk AZk AZbk ¢1’,j,k
¢, =0 5.138
B". F, E...,
d,=—Lby A obs 5.139
At Azk¢i,j,k Az; ¢i,j,k
5.4.3.1.2 Bottom boundary conditions
The governing differential equation for a dissolved matter is written as;
9B, 0 (Bi,j,k X ¢i,j,k) 0 9B, .
6; X¢ .+, B ——— (f,D,+£,D, )m_)kx X azj 5.140
Since (prp + f,D, )l_,j’k =K. i
OB, . 0(Bix0.5s) o OB, .
i,j.k i,j,k i,j,k i,j.k
X@ . ‘@ —" = " | K xX@ ., X 5.141
ot Buix + 0, oz oz| i oz
The governing differential equation is rewritten as;
OB, 4 <b. +o (fi,j,k+1/2 _fi,j,k—uz) _ (E,j,kﬂ/z _F;,j,k—l/2) 5142
or M Az, Az, '
0B, ;, <+ (a)i,j fjk+12 T a)i“j\fi,j“k—l/z) _ (E,j,k+1/2 _F;,j,k—l,’Z) 5143
ot Az, Az,

where,
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fi,j,k+1/2 = Bi,j,k+l/2 ), J k4172 5.144

fi,j,k—vz = Bi,j,k—1/2¢i,j,k—1/2 5.145
OB. .
i,7,k+1/2
F;,_j,k+1/2 = [Ki,_/,kﬂ/z P ¢i,v/,k+1/2 5.146
OB, .
_ i,j,k=1/2
F;,_/,H/z = [Ki,_j,kl/Z o ¢i,_/‘,k—1/2 5.147

The term @, , f, ;, ,, in the equation 5.143 is replaced as F,,, , which has been computed as
the sediment-bed interface flux under the section 6.3 giving £, , = flux _b2s]',. Assume no

diffusion at the bottom boundary and hence F,, , =0.

1. Consider only the time dependency term

OB, . B\ — B/,
6’t]’k X@ :[—’j’km .S ok J%k 5.148

2. Consider only the advection term
Evaluating the concentrations implicitly and the porosities, sediment layer thickness and
burial rate explicitly;

_ n n+l n n n+l n
(a)i,jfi,j,kH/Z a)i,jfi,j,k—l/z) _ O B an® i OB nP ks

Az, Az Az

5.149

_ n n+l n
(a)i,jfi,j,kJrl/Z wi,jﬁ,j,kfl/Z) _ wi,jBi,j,k+1/2¢i,j,k+l/2 _ F:zdv,b 5.150
Az, Az} Az}

The term @, ; f; ;, ,, in the equation 5.143 is replaced as F,, , = flux _b2s, which has been

computed as the sediment-bed interface flux under the section 6.3.2.1.

Using the first order upwind scheme to evaluate the surface concentrations;
n+l n+l n
By = B if @0 5.151

i,

n+l _ pn+l : n
B, =B if @ (0 5.152

1
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Define a new operator [[A,B]] to denote the greater of 4 and B. Then the upwind scheme
implies (Patankar, 1980);
@ B =B | @l.0]- Bl [~ 0] 5.153

L) 0L k+1/2 i)k i,j? i,j,k+1 L,j?

Evaluating the control volume face porosities as the minimum between adjacent layer

porosities;

B o =MIN(8, 1.8, ) 5.154

Then the advection term can be written as;

(a)i,_jfi,j,k+l/2 - a’i,jfuj,k—l/z) 1 (B,n,ﬂk I:la)i’jj’oﬂ _Bir,l;,lkﬂ [[_a)i’?pOH)M[N(@Z,kusﬁj,k)
Az, AR 5.155

adv,b

3. Consider only the diffusion term

K aBi, k4172 é K aBi, k=172 é
i j k12 k)2 i jk=1/2 k172
(Fi,_/,k+1/z - E,j,k—l/z ) _ / Oz ! ’ 0z 5.156

Az, Az, Az,
OB, .
K, PBuwnn )y
(E,j,k+1/2 _F;,j,k—l/Z) B [ PR o he By 5.157
Az, Az, Az,

Assume no diffusion at the bottom boundary and hence F, 0.

ifb —
Evaluating the concentrations implicitly from the piecewise-linear profile and sediment layer

thickness explicitly;

n+l n+l
5Bi,j,k+1/2 _ (Bi,j,k+1 _Bi,j,k) 5158
0z Az

Az} + Az}

where, Az, =—F—k1
2

Evaluating the boundary porosities explicitly and as the minimum between adjacent layer

porosities (equations 5.57, 5.58);

E . nn—F. B\ —B"
( S az) Ai [{K (””"*Alz—"””k)JMIN(é’fj,waz’fj,k )} 5159
k k

tk
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Substituting equations  5.148, 5.155 and 5.159 in equation 5.143 and substituting

Ki,j,k = (fPDP +ded )i,j,k ’

n+l
Bi,;'r,k - Bz'r,lj,k
At

(/,D,+/.D,) 5.160

i,j,k+1/2 n+l n+l n n
+ Az"AZ" |:(Bi,j,k+1 - Bi,j,k )M[N(¢i,j,k+l,¢i,j,k ):|
k th

¢ir,lj,k = _Ln [(B:n;rlk [[a)lnj » 0]] - Bir,l;,lkarl [[_a)ir,lj » 0]]) MIN (¢i},1j,k+l ’ ¢ir,lj,k ) - Ezdv,h i|

{Bffk—ij,k}: ! {(3.”“ [e:,.0]-B/ [~ o]])MIN (%W%kq

At _AZZ ik || Yo i, j e+l ij? ¢A,,‘k
LJ
n (f!’DP + f;lDd )i,j,k+1/2 (Bn+1 _B_nJ_rI )MIN(¢1",1j,k+l,¢i’,1j,k) i F:zdv,b 5 161
Az{Az, W Az
[0] B!k
4 i_'_ ln IIa)[nj;O]] MIN(ﬁ?ﬁ,kﬂ’#fj,k) i (fl’Dl’ + J:“’D‘i )i,j,k+l/2 MIN(@%,HI%ZJ) Bjn;lk
At Az ‘ ¢i,j,k AzpAzy ¢i,j,k h
. II—G),-'f_,,O]] M[N(¢ir,lj,k+l ’¢i,,1j,k) B (fPDp *+fuDy )i,j,k+1/2 MIN(¢1’?M+L¢%%) B 5.162
Az ¢k AziAzy 9k b
_ Bir,lj,k F;zdv,b
At Azg,
[0] B
o |10 DS][ MIN (G t) ||
At Az} Az Azy P o
i n 5.163
4l - H_a)i’,lj’o]] " (fPDP + ded )i,j,k+l/2 M[N(Qﬁi,kﬂ,ﬂjj,k) n+l
%% AzjAz; 4
_ Bil:lj,k F'adv,b

At Azg,

: . n+l n+l n+l . g
This can be written as, a,.B/", | +b,.B"j, +¢,.B/[,, =d, wherea,, b and ¢ are the implicit

coefficients and d, is the explicit coefficient.
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a, =0 5.164
b = 1 i |[a)i’,lj’01| i (fPDP +ded )i,j,k+l/2 M]N(¢ilii,k+1’¢irfj,k) 5165
k| AL n n n n *
At AZk AZkAZtk ¢i,j,k
_ I[_a)i’jj’o]] (fPDP +JaDy )i,j,k+1/2 MIN(ﬁj,kﬂ,ﬁj,k)
¢ =|- — — - 5.166
AZk AZkAZtk ¢i,j,k
B". F
d, =k b 5.167

At AZ(P,
These simultaneous equations are solved using a Tri Diagonal Matrix Algorithm described in

the sub-section 5.4.4.

5.4.3.2 Particulate matter

5.4.3.2.1 Surface boundary conditions

The governing differential equation for a particulate matter is written as;

OB. . o(B. i \1-9; OB, .
i,/,k (1_¢lk)+a)l ( ’-]’k( ’j’k))zi sz(1_¢lk) Lk 5168
ot /e / Oz oz| " > Oz
SR ek
s r
1 fs,j.k—:uz 1 Fiivan
~ v
Azrk I Asz I
\ o ik o isJk
N
i, jK) Az, G, j.k) Az,
. N - v
A(.bk f = —_— A(-bk * F’ —_
I f.",j.k—l;‘Z | i, k=172
L Ve
B:'.j‘k—l Bf.j.k—l

Fig 5.17 Advection term and diffusion term at CV faces
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The governing differential equation is rewritten as;

B, i Fin) (Fln =l
i,j.k (1_¢i Ak)+a)[ A (fd,k 1/2 f,j,/c 1/2) :( JJsk+1/2 Lok 1/2) 5169
Ot - "/ Az, Az,
aBi,j,k (wi,,j-f;:,/$k+1/2 - a)i,jf;,,j,k—l/Z) (F;,’j.kﬂ/z _F;:j,k—l/Z)
—2(1-¢,,,) - 5.170
ot K Az, Az,
where,
fi,’j,kn/z = Bi,j,k+1/2 (1 _¢i,j,k+1/2) 5.171
Jijan =B i (1 - ¢i,j,k—1/2) 5.172
, OB, ;12
ijke+l2 = (Ki,j,k+l/2 é (1 _¢i,j,k+1/2) 5.173
z
' OB, ;112
ijk-12 = (Ki,j,k—l/Z éz (1_¢,~,j,k_1/2) 5.174

It has been assumed that there exists zero diffusion flux at the sediment water interface and

!

hence, F/,,,, =0. The term w, ,f/; ., in the equation 5.170 is replaced as F,,,, which has

been computed as sediment-water interface flux due to particulate matter settling or erosion.

1. Consider only the time dependency term

0B, B". ~B,
L :[—"f”‘ bk J¢ i 5.175

ot At

2. Consider only the advection term
Evaluating the concentrations implicitly and the porosities, sediment layer thickness and

burial rate explicitly;

' ' n n+l n n n+l n
(a)i,j.fi,j,kH/Z - a)z,jf;,j,kq/z ) B a)i,jBi,j,kH/Z (1 - ¢i,j7k+l/2 ) 3 a)i,jBi,j,k—l/Z (1 - ¢i,_/’,k—l/2) 5176
n n :
Az, Az; Az;

! _ ’ ' n n+l _ AN
(a)i,jfi,j,ku/z a)i,jft",j,kfl/Z) B Fo s @, B (1 ¢i7j,k—l/2) 5177
- n - n :
Az, Az, Az;
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’
F:zdv,s

is computed from the equation 4.122 as the boundary flux due to accumulation or
erosion of particulate matter at the sediment-water interface and hence;

Fl ==Flux_b(1=¢,,,.,,) 5.178

adv,s

Using the first order upwind scheme to evaluate the surface concentrations;

B n =Bl if @ )0 5.179
Biﬁtllcfl/z = Blmj+11( if a):j<0 5.180

Define a new operator [[A,B]] to denote the greater of 4 and B. Then the upwind scheme
implies (Patankar, 1980);
a)i,,ljBi’,l;'r,lk—ln = Bi’,l;‘r,lk—l [[a)‘n OH_B‘M I[_a)’n 0” 5.181

i,]? i)k i,]?

Evaluating the control volume face porosities as the minimum between adjacent layer

porosities;

¢ir,lj,k—1/2 = M]N(¢i’jj,k > ¢ii,1j,k—l ) 5.182

Then the advection term can be written as;

(w[,jﬁ,_/,m/zA;kwf,f [,j,k—1/2) _ AIZZ [F;/dm _(Bi’j;'r,lk—] [[a)i)fj70]]_B:;,lk [[—wi'fj,O]])(l—MlN( i’jj,k’¢i’,7j,k—l ))J 5183

3. Consider only the diffusion term

OB, . OB, .
, . K . i,],k+1/2 1_ . K . i,j,k—1/2 1_ -
(E,j,k+1/z - E,j,k-l/z) _ ( bk 0z ( ¢"j’k+l/2) B LI 0z ( ¢”j’k71/2) 5.184
Az, Az, Az,
, , k. Buuan (14, 502)
(Fi,j,k+1/2 _E,j,k—l/z) B Fd’if,s ~ BREUZ oy k-2 5.185
Az, Az, Az,

Assume no diffusion flux of particulate matter at the sediment water interface and hence,

F,.  =0.

dif s
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Evaluating the concentrations implicitly from the piecewise-linear profile and sediment layer

thickness explicitly;

n+l n+l
OB, k-2 = (Bf’f”‘ _B'Ff”“l) 5.186
0z Azy

Az} + Az
where, Az, =—+—*1 5 i

Evaluating the boundary porosities explicitly and as the minimum between adjacent layer

porosities (equations 5.57, 5.58);

! . nl n+l _ pn+l
(F;*jﬂ’””z E'f”‘"/z) — 1{_(1(;,!_/,1(1/2 (Bi’j’k fi’j’k_l)J(l _M[N(¢ir,lj,k’¢:j,kl)):| 5.187

Az, Azl Az

bk

Substituting equations 5.175, 5.183 and 5.187 in equation 5.170;

{B:;;—B:j,k}(l_q;n.k): ! PS(B;;;I [er,-0]- 573 [[w::-,o]l)}
1,7,

At Az (1_ MIN (4, ¢,-',’j,k_1))
BBl 5.188
+ Alz:: !(Ki:j,kl/z %](1 _MIN(¢I7J,/» , ¢ir,’j,k—1 ))]

l:B:;‘lk -B'; } __ 1 L Fons ) _(B,M [[a)f‘,,O]] _ g [[—a),.’fj,O]]) (1 —MIN(Q?/,st?/,k_l ))

At Az | (1=g0 ) VT e (1-¢/)
_ Ki’ji,k—l/Z nel _ pntl (1 - MIN (¢"jfv"v¢:fﬂ"*1 )) 5.189
ian (Bi ik~ Bk ) N
AzpAzy, (1_¢i,j,k)

— K:j,k—l/2 (l _MIN(Q'?/'J" ¢"’sl-/¥k*1 )) _ IICO:J" 0]] (1 _MIN(@"I‘i’k ’ ¢;’1j’k71 )) B!
AN (1og) Ae] (1-41.4)
X L_,_L [[_a).'",()]] M]N(¢i,,lj,k’¢i,,lj,k—l) . Kil?j,k—l/z (1 —M]N(Q’,lj,k’ﬁr,lj,k—l )) B@k 5.190
At i " ¢,-r:j,k Az} Az, (1 - ¢ir,lj,k ) o
B! Frs

0]B/ . =—L5—
+[0] ke T A Az} (1_¢:j,k)
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[K . [lwff,»o]]J (1-MIN (#0000 |

AziAzy Az (1-¢7,) ik
i L+ [[_wi’ff’o]] N Kl'ljj,kfl/z (I_MIN(¢i?j,k’¢i?j,k—l)) B."flk 5191
At Az, Az Az;, (1 _ ¢ir’tj’k ) ijs
+[0]B."+1 — Bi,,lj,k _ F:lldv,s

kAL T A Az} (1_¢il,1j,k)

: : n+l n+l n+l : s~y
This can be written as, a,.B/[, | +b,.B/, +¢c,.B/,., =d, where a,, b, and c, are the implicit

coefficients and d, is the explicit coefficient.

_ [K . [[w:f,,O]]] (10 (¢1.41,))

- A n p 5.192
’ Az; Az, Az} (1 - ¢i,j,k )
- 0| K 1-MIN(¢". .8
b= L+ |I S I|+ SAST ( ( e ) 5.193
At Az] Az} Az, (1 -4, )
¢, =0 5.194
B F!
dk — i,j.k _ adv,s 5195
At Az (1-g,)
5.4.3.2.2 Bottom boundary conditions
The governing differential equation for a particulate matter is written as;
OB, (B, (1-4.4) o OB,
i,j.k L, L, i,j.k
—L(1-¢. . )+ . =—|K . (1-¢ .  |J— 5.196
ot (1=d,.) o, 0z oz " (1=4.50) oz
The governing differential equation is rewritten as;
aB[’j,k (1 4 ) ‘o, (]pi,'j,k+1/2 _fi:i,k—l/2) _ (F;:j,k+l/2 _F;:j,k—l/z) 5197
ot 7 "/ Az, Az,
aB,—,j,k (1 3 ¢i,j,k ) N (a)i,jfi,'j,kﬂ/z - a)i,/f;','(/,k—lQ ) _ (F;,’j,k+1/2 - F:',,j,k—l/z ) 5198

or Az, Az,
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where,

Sk =B (1 ~ &, k2 ) 5.199
f;:j,k—l/z = Bi,j,k—l/z (1 - ¢i,j,k—l/2 ) 5.200
, OB, ...
F;,j,kﬂ/z = [Kuj,kn/z s j(l - ¢i,_/‘,k+1/2 ) 5.201
Oz
! aBz i,k—1/
Fiiean = (Ki,j,kl/z #j (1 =@k ) 5.202

The term @, ; f',, ,, in the equation 5.143 is replaced as F,,, which has been computed as
the sediment-bed interface flux under the section 6.3 giving F,,, , = flux _b2s!,. Assume no

diffusion at the bottom boundary and hence £}, , =0.

1. Consider only the time dependency term

0B, By — B,
R [%J b, 5.203

2. Consider only the advection term
Evaluating the concentrations implicitly and the porosities, sediment layer thickness and

burial rate explicitly;

' ' n n+l n n n+l n
(a)i,jfi,j,k+1/2 - a)i,jfi,j,k—l/z) B a)i,jBi,j,k+1/2 (1 - ¢i,j,k+1/2) B a)i,jBi,j,k—l/Z (1 - ¢i,j,k—1/2) 5204
n n
Az, Az} Az}

' ’ n n+l N ’
(a)f,jfi,j,k+1/2 -0, ; i,j,k—1/2) _ a)i,jBi,j,k+1/2 (1 ¢i,j,k+l/2) 3 Fos 5905
Az, Az} Az}

The term @, ; f; ., in the equation 5.198 is replaced as F,, , which has been computed as

the sediment-bed interface flux under the section 6.3.2.1.

Using the first order upwind scheme to evaluate the surface concentrations;

Bi’j;'.lsz =B}, if w:ﬂo 5.206

i,j.k
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Biy,l;,lkﬂ/z = Bir,l;,lkﬂ if wfj<0 5.207
Define a new operator [[A,B]] to denote the greater of 4 and B. Then the upwind scheme
implies (Patankar, 1980);

@ B =B | @.0]- Bl [~ 0] 5.208

0,770, j,k+1/2 i,j,k i,j° i,j,k+1 i,j°

Evaluating the control volume face porosities as the minimum between adjacent layer

porosities;

¢ir,lj,k+1/2 = MIN(¢ir,lj,k+l’¢ir,lj,k) 5.209

Then the advection term can be written as;

: , B [0 - B -@l,00])
(a)i,jfi,j,kﬂ/z_a)i,jfi,j,k—l/z) 1 ( ik || % i,jk+1 ij?

~ = 5.210
k k (I_M[N(Q’:j,kﬂ’@ljj,k ))_Ezdv,b
3. Consider only the diffusion term
OB, . OB, .
, , K ‘ i,j,k+1/2 1_ - K ‘ i,j,k=1/2 1_ -
(F;,_/',k+1/2 _F;,j,k—l/z) _ ( B B ( ¢”J’k+1/2) B PRI oy ( ¢1’J’H/z) 5.211
Azk Azk AZk
OB, .
. , K. oyt (g ,
(E,j,k+l/2 _F;,j,k—l/z) _ ( LA oz ( bk 1/2> a Fdif,;, 5.212
AZk AZk AZk
Assume no diffusion at the bottom boundary and hence £, , =0.

Evaluating the concentrations implicitly from the piecewise-linear profile and sediment layer

thickness explicitly;

n+l n+l
aBl.,j,Mz _ (Bi7j,k+1 _Bi,j,k) 5213
0z Az,

Az} + Az}
where, Az, = —F—*1
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Evaluating the boundary porosities explicitly and as the minimum between adjacent layer
porosities (equations 5.57, 5.58);

S =B
(E.,,.MAZ Flipn) Ai : [[ K" on (Buﬂzz—n%f)J(leN(ﬁ’,’,,kwﬁfj,k))} 5.214
il k

th

Substituting equations 5.203, 5.210 and 5.214 in equation 5.198;

{—Bf;,;—B:j—f}(l_w s C et |
At A (1= MIN (8,80~ F

5.215

n+l

B™  —B"
+é[[K:J,k+l/2 %J (1 - MIN(“%‘,M N ))]

th

Bl.’”.' -B" 1 I -, ., . . 1=MIN(, ;1> 9.
{ ’]’kAt - } T Az" (Bi,j,lk IIa),’j,O]] _Bi,j,11c+1 II_“’:',WO]])( ( e ))]

k (1_¢ir,’j,k)

Fw [ (Bl =B (1= MIN(¢,00000,4) 2216
n n i,j,k+1/2 Az" (l_¢1n/k)

th

[0]B"

ijk-1

o g o UMY s t)) | Ko (M )|
At Az | (1-¢7.) Az Az (1-4,) "

N 2 [ G AR o) G Aty | 5217
Az (1 A ) Az Az}, (1 ~4 ) i)k

[0] B

! + [[Hw’rfﬂ O]] + Ki’jj,k+1/2 J (1 _MIN(Q’;’HI ’¢ir’lj’k ))]] B

Az} Az} Az, (1 —¢, ) )k

__ H_a)z.f’o]]JrK:j,kﬂ/z (I_M[N<¢i’j.f’k+1’¢:f’k)) B! :Bir,lj,k + Fus
Az" Az'Az" (1-¢74) BIEAL (1-¢ ) Az

5.218
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1 : n+l n+l n+l _ . ..
This can be written as, a,.B/[; | +b,.B//, +c,.B[;,, =d, where a,, b, and ¢, are the implicit

coefficients and d, is the explicit coefficient.

a, =0 5.219
@,.0] LK 1 MIN (-4,
bk: L_'_ l[ Jn i, k+l;2 /kl f’k)) 5.220
At Az AZAZ (1- ¢”k)

Azl Az 1 ¢”k)

¢, = [[[_ZZ’ K WJ i) 5221

B F!

i,j.k adv,b

At (1 -4, )Az;;

These simultaneous equations are solved using a Tri Diagonal Matrix Algorithm described in

d, =

5.222

the sub-section 5.4.4.

5.4.4 Solution for the discretized equations

Solution for the discretized equation is obtained by adopting the Tri Diagonal Matrix
Algorithm(TDMA) (Patankar, 1980).

Bn+l +b Bn+l +Ck Bn+l :dk 5.223

i,j,k=1 i,j.k i,j,k+1

After setting a ,,, =0and ¢, =0, B";', and B’} do not have any meaningful role to play.

When k =—kbe,
n+l n+l _
b_pe-B; J—kbe T C_ppe- B; J—kbet] — d e 5.224
d —c Bl’l+l
n+l —kbe —kbe i, j,—kbe+1
Blj —kbe — b 5225
—kbe
This means B, is known in terms of B’;', . . This can be continued until B}, is
expressed in terms of Bl”]“1
d Bn+l
n+tl _ 70 i,j,l
B0 = —b 5.226
0
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is obtained at this stage.

But since Bi”;'l has no meaningful existence, Bi”}’lo
d
+ _ %0
i’?j,O = 5.227
bO
This enables us to begin the "back-substitution" process in which B!, in form of B,
n+l . n+l n+l . n+l n+l : n+l
B!, informof B' |, ..., B' .., mformof B"",, ~and B/, informof B" . .In
the forward substitution we seek a relation, B!}, = BB, + 0O, We obtain,
n+l _ n+l
Bk = BBy + 0 5.228
. : n+l : . n+l n+l n+l _
Substituting the value of B, | in equation a,.B;, | +b,.B/, +¢c,.B/;, ., =d,
n+l n+l n+l _
a, (Bc—lBi,j,k +0, ) +b, 'B[,j,k +¢ 'Bi,j,k+1 =d, 5.229
n+l n+l _
(akpk—l + bk)Bi,j,k + 4,0, +¢ B = d, 5.230
n+l n+l
(@B +b)B", =(—c,) B +(d, —a,0,,) 5.231
n+l __ _Ck n+l dk _akafl 5 232
i,j.k = P b i,j,k+1 P b .
ALy 0 Ly 0

o )

n+l n+l _
B =bB .+ O, .then B, = [p—b
a by +b,

If we write the equation 5.232 in the form of

d,—a, 0.,

and Q, = . Then the solution has been obtained through following steps.
a. b +b,

Step_1: Calculate P and Qwhen k =—kbe

when k =—kbe, a_,,, =0 and hence,

- d
Rkbe _ [ C_ive ] and Q—kbe — [ —kbe J
—kbe b—kbe
Step_2: Use recurrence relations to obtain Calculate P, and (@, when

k = (—kbe+1),(—kbe+2),

j and O, = [dk ~ 49, ]

a b +b
123
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Step_3: Calculate B} when k=0
When k=0, ¢, =0and that leads to B} =0

From B}, = BB +Q,

i,7,0 i,j,1
n+l __
Bi, .0 Qo
Now we are in a position to start back substitution

Step_4: Calculate Bl",“k when k=-1,-2,..... ,(—kbe + 1), —kbe

: n+l _ n+l n+l n+l n+l n+l
Use the equation B7, | =F_,B", +0O, , and calculate B |, B/ ... B \1..i» B! 1o

5.4.5 Source terms
Similar to the pelagic model (refer section 4.1.4) finite difference method with the fourth
order Runge-Kutta method which gives the approximation of solutions of ordinary

differential equations through explicit approach is used to obtain the solution for the source

term equations 5.45 and 5.90.
5.4.5.1 Kinetic equations for source terms in benthic model

The kinetic equations for source terms in benthic model are adopted refering (Ji, 2008) and

(Di Toro, 2001).

Particulate Organic Carbon Labile

dBpacL(i’jak) c e . . P
——— =-R, _dec oxic(i,j,k)—R, dec anoxic no3(i,j, k)
dt roc poct 5.233

—R, _dec_anoxic_so4(i, j, k)
Oxic carbon diagenesis rate for labile POC
RB}J(}(L ~BPOCL _dec(l’ ‘j’ k) - kBprmL =BPOCL _decx eéiizpt([’j,liz()) X BPOCL (17 j’ k) 5234
Since oxic decomposition rate is controlled by the availability of oxygen:
RB CpocL _deC_OXiC(i, j, k) = kB B pocL. _deC_OXiCX gl(;tempt(i,j,l)*ZO) x Bdax (la J> k) :

Ko, 8 poc + Bioi (15 7, k) 5.235

><BpocL (lﬂ j’ k)
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Anoxic carbon diagenesis rate for labile POC or denitrification

Rate of nitrification R, , ., _denit(i,j,k) follows Ist order reaction rate constant

Byos,BpocL _denlt :

denit(m, k) =ky g0 _denit[ By, (i, j, k)] 5.236

RBNm ,BpocL —

Since anoxic decomposition rate by the use of nitrate is controlled by the availability of
oxygen and pock and temperature coefficient also applicable for the R, =, ., _denit(i, j,k)(

temperature of the sediment has been considered as the temperature of the bottom layer of the
water column):
Ry spoer _denit(i, j,k) =k, o, denitx egefm"J D720

KozaBPoC BpocL (17 ]5k) % B (l ] k) 5237
;7 ? .. no3 \">J>
K027Bp0c + Bdox (l’ ]’ k) Kdec,Bpoc + BpocL (Z’ -]5 k)

xMIN

R, _dec anoxic no3(i,j,k)=R

pocL Byos,CpocL —

denit(i, j,k)xrCN_denit 5.238

Anoxic carbon diagenesis rate for labile POC or sulfate as electron acceptor

Since anoxic decomposition rate by the use of sulfate is controlled by the availability of

oxygen and nitrate (Sulfate is abundant and has not considered as a limiting factor):

. .. . i,j,1)=2
R, ~_dec_anoxic_so4(i, j,k) =k, _dec_anoxic_so4x Glempi i 1)=20)
o -

B, _anoxic __so4
K 5.239

K , :
< MIN 0, ,Bpoc — , Bno3,denit — v BPOC,L (l, ].’ k)
K02 ,Bpoc + Bdox (l’ Js k) KBno3,denit + Bn03 (l’ Js k)

Particulate Organic Carbon Refractory
dB,c (i JK) _

dt Broct
—R, _dec_anoxic_so4(i, j, k)

poc.

dec oxic(i, j,k)— R dec anoxic no3(i, j, k
_dec_oxic(i, j,k) - R,  _dec _no3(i, j, k) 5940

Oxic carbon diagenesis rate for refractory POC

.. _ (tempt (i, j,1)-20) ..
RBM _dec(i, j,k)= kBM _decx QBM X B, (i ],k)

Since oxic decomposition rate is controlled by the availability of oxygen:

. | 5 B,,.(i.j.k -
R, dec oxic(i,j,k) =k, _dec oxiox gm0 wllB) | p k) 5241
poc poe e KOz ,Bpoc + Bdox (l’ J> k)
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Anoxic carbon diagenesis rate for refractory POC or denitrification

Since anoxic decomposition rate by the use of nitrate is controlled by the availability of

oxygen and pock and temperature coefficient also applicable for the R, . _denit(i, j, k) (

temperature of the sediment has been considered as the temperature of the bottom layer of the

water column):

Ry poeg _denit(i, j, k) =k, 0 _denitx g i0-20
K : B ]k 5.242
XMIN 0, ,Bpoc p()LR( J ) x Bn03 (l’ j’ k)

KOZ,Bpoc + Bdox (l’ j’ k) ’ Kdec,Bpoc + BpocR (l’ j’ k)

R, _dec_anoxic no3(i,j,k) =R _denit(i, j,k)xrCN_denit 5.243

poc Byos»BpocR

Anoxic carbon diagenesis rate for refractory POC or sulfate as electron acceptor

Since anoxic decomposition rate by the use of sulfate is controlled by the availability of

oxygen and nitrate (Sulfate is abundant and has not considered as a limiting factor):

. .. : i,j,1)—2
R, dec anoxic so4(i,j,k)=k, dec anoxic_sodx @/ D20
R — — — pocR — — — pocR

poc _anoxic __so4

K , K . 5.244
< MIN 0, ,Bpoc — , Bno3,denit — % BPOL,R (l, j, k)
KOZ,Bpoc + Bdox (l’ Js k) KBno3,denit + Bno3 (l’ Js k)

Particulate Organic Carbon Inert
dB ocl (l’ j’ k) . . . .
— -~ —=—R, dec oxic(i,j,k)—R, dec anoxic no3(i,j,k)

dt ot ot 5.245
—R, _dec_anoxic_so4(i, j, k)

Oxic carbon diagenesis rate for refractory POC

.. _ (tempt(i, j,1)—20) ..
RBW _dec(i, j, k)= kBW _decx QBM X B, (i, J,k)

Since oxic decomposition rate is controlled by the availability of oxygen:

. . i,j B .7 .9 k o .
R, dec_oxic(i,j,k) =k, _dec oxicx Gy D70 x ol ] ) — |xB,,, (i, j,k) 5246
e e " K 0, ,Bpoc +B dox (l’ J> k )

Anoxic carbon diagenesis rate for refractory POC or denitrification

Since anoxic decomposition rate by the use of nitrate is controlled by the availability of

oxygen and pocl and temperature coefficient also applicable for the R, ., _denit(, j,k)
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(temperature of the sediment has been considered as the temperature of the bottom layer of

the water column):

el _ : (tempt (i, j,1)-20)
Ry spoer _denit(l, j k) =k denitx 6,

03 >Bpocl —
K B .0, j,k 5.247
< MIN 0, ,Bpoc — , poc]( J ) : x Bn03 (l, j, k)
KOZ,Bpoc + Bdox (l’ Js k) Kdec,Cpoc + Bpuc[ (l’ Js k)
RBM, _dec_anoxic_no3(i, j,k) = RBNO3 Bpoc _denit(i, j,k)xrCN_denit 5.248

Anoxic carbon diagenesis rate for refractory POC or sulfate as electron acceptor

Since anoxic decomposition rate by the use of sulfate is controlled by the availability of

oxygen and nitrate (Sulfate is abundant and has not considered as a limiting factor):

R, dec_anoxic_so4(i,j,k) =k, dec anoxic so4x @y ")
- - - poc - - -

pocl B e _anoxic_so4

xMIN KOZ,Bpoc . KBna3,denit _ XBpoc] . K) 5.249
K02~Bp05 + BdOX (l’ J> k) KBI103,denit + B;m} (la J> k)
Phosphorous
2
ZRBW _dec_oxic(i, j, k)
g=1 !
dB ia .ak 2
Pa,;t J>K) - +Z R, _dec_anoxic_no3(i, j,k) r xrPC_dec 5950
g=1 !
2
+Z R, _dec_anoxic_so4(i, j, k)
g=l !
Ammonia
2
ZRBW _dec_oxic(i, j, k)
g=1 N
dB i’ .’k 2
—NH46§t /»k) = +2RBM _dec_anoxic no3(i, j,k) ; xrNC_dec— Ry _nit(i, j, k) 5.251
q=1 . 4
2
+2 R,  _dec_anoxic_so4(i, j,k)
q=1

Rate of Nitrification flux

Rate of nitrification R, ~_nit(i, j,k) follows lst order reaction rate constant k, —_nit

R, ~_nit(i, j,k)decreases as the ammonia concentration increases R, —_nit(7, j, k) follows
NHy — NHy —
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Monod kinetics with respect to B, (i, j,k):

. . . . . . KM’BNII
Ry, _mitGi, j,k) =Ky, _nit| By, G, ”‘)][KM 4B, (i,j,k)] 2

R,  mit(i, j,k) decreases with decreasing oxygen concentration R,  nit(7, j,k) follows
NHy — NHy —

Michaelis-Menton expression:

K
RBNH4 _nit(Z, j, k)= kBNH4 _nit [BNH4 3, j’k)J[ M By, ]

KM,BM +BNH4 @, j,k)
Bdox(i9 j’ k)
[<02,BNH4 + Bdox (l’ j’ k)

Temperature coefficient also applicable to R, ~_ nit(i, j,k) and temperature of the sediment

5.253

has been considered as the temperature of the bottom layer of the water column.

K (tempt (i, j,k)-20)

R,  nit(i, j,k)=k,  nitxgle-iH=20 [BNH (i, ] k)] WPy oo

e e ‘ g OL 20 4 B (G o)

5.254
Bdox (l’ j’ k)

K02~BN/-14 + Bdox (l’ j’ k)
Nitrate
dB,,.(i, j. k o 2 o
% = RBm _nit(Z, j, k) —{Z Ry spock _demt(z,],k)} 5.255

q

Particulate Silica
dB,.(i, j, k o ) )
%f) =R, _pro(i, j,k)x1Si_PSi 5.256

Dissolved silica production rate or Particulate silica dissolution rate

Rate of silica production R, _pro(i, j, k) follows 1st order reaction rate constant k, _pro,
Ry _pro(i, j,k) 1s proportional to the silica solubility deficit [BSI.’M - By, (i, j,k)] ,
R, _pro(i, j,k) 1is proportional to the particulate biogenic silica concentration, and
R, _pro(i, j,k) follows the temperature coefficient (temperature of the sediment has been
considered as the temperature of the bottom layer of the water column):

RBS,. _pro(i, j, k)= kB&. ezgtjmpt([’j’l)izo) [BPSi @, j7k)]|:BSi,sat - B (i, J, k)] 5.257
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R, _pro(i, j, k) follows Michaelis-Menton expression:

o . B, (i, j,k) ..
R, pro(i, j, k) =k, Q50720 - By o — By (i j k 5.258
Bg; _p ( ] ) Bg; 7 Bg; BPSi(i, J,k) +KM’CP& |: Si,sat Sl( ] ):I
Dissolved Silica
dB. (i, .k .
% =R, _pro(i, j,k) 5.259
Sulfide
dBy, S(l VBNEN . :
—_— ZR g _dec_anoxic_so4(i, j,k) pxrCS_dec—R, _oxi(i, j,k) 5.260

Sulfide oxidation rate

Rate of sulfide oxidation R, ~_oxi(i, j,k)follows lst order reaction rate constant

ky . _oxi and R, ~_oxi(i, j,k)depends on the concentration of oxygen:

K rCS_oxi

i A B, (i,j,k 1
RBH s _OXI(i, j’ k) = kBH ; _OX] dox (l ] )
2 2 M’Bstqoz

Temperature coefficient also applicable for R, ~_oxi(i, j,k) and temperature of the

sediment has been considered as the temperature of the bottom layer of the water

column.

: : tempt (i, j,1)— B ‘a '9k 1
R, _oxi(i,j,k)=k, _oxix@ Y 2‘”[ il )] 5.261

rOS_oxi

M .By,5,0:

Dissolved Oxygen

M {Z R, dec oxic(i, J, k)} xrOC_dec—R ,  nit(i, j,k)xrON_nit
" 5.262

—R, . _oxi(i, j,k)>xrOS_oxi
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5.5 Evaluation of the burial rate

Assume that the accumulation or erosion occurs within the top layer of the sediment.
Burial rate has defined as upward positive. Depositional or erosion flux which has been
computed in equation 4.122 under pelagic model (4.1.3) has been considered the flux at the

bottom of the water column is downward direction . Burial rate is defined as;

Flux ss. . x107 +(Flux poc. .+ Flux psi. .+ Flux phy,  )x107°
w:_[ s, (Fhux_ poc, _psi,, _phy,;)x10° | 5263

1,]
Pouik

where bulk density is computed as the total mass of material within the control volume
including the mass of water divided by the bulk volume.

m_+m +m .+m
_ s poc psi w
Lo = 7 5.264
b

Since the concentrations of state variables are defined as the mass of material of

corresponding state variable in unit bulk volume;
Bssl.’].,o x107° V, + (Bpocl.’j’OVb + Bpsi[,].ﬁVb ) x107° + ¢,-,_,-,0Vhpw
Prutk = ” 5.265
b

+Bpsi.’j’o)><10_6 +0, 0P, 5.266

1

Py = BSS, ;¢ % 107 + (Bpoc.

i,j,0

Then the burial rate is computed as shown in the equation 5.267 and this has been computed

explicitly in the model.

[Flux 88, % 107 + (Flux _poc; ;+Flux _psi, .+ Flux _phy, , ) X 10_6]
® . =— 5.267

Ly

Bssl.,j’0 x107 + (Bpocl.,j’o + Bpszl,j’0 ) x107° + 0P
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6. BOUNDARY FLUX ANALYSIS AND BENTHIC-PELAGIC
MODEL COUPLING

Three types of boundary fluxes are discussed in this chapter in particular the flux at the
surface of the water column, flux at the water-sediment interface and the flux at the bottom of
the sediment column. It has been considered no flux at the surface of the water column for all
the state variables except for the dissolved oxygen,. At the bottom of a water body or the
sediment water interface, dissolved nutrients and dissolved oxygen constantly exchange
between the sediment bed and the overlying water through a process of diffusion which is
largely controlled by the difference in the concentrations between the sediment bed and the
overlying water. Moreover, the diffusion flux from sediment to water is controlled not only
by the concentration difference of nutrients but also by the oxygen concentration at the
bottom of the water column. It has been assumed that zero diffusion flux for the particulate
matter at the sediment-water interface. Advection flux due to burial effect also creates the
exchange of flux through the sediment-water interface for both dissolved and particulate
matter. It has been assumed that zero diffusion flux for all the state variables at the bottom of
the sediment column while advection flux is considered for both dissolved and particulate

matter due to burial effect.

6.1 Dissolved oxygen flux at the water surface

T Atmosphere

Water top layer

. . scalar

I flux
Flux_b

Fig 6.1 2D Control volume at water surface layer
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Flux through the surface diffusive boundary is applicable only for the dissolved oxygen
state variable which is affected by reaeration due to the difference in concentrations of
oxygen in the atmosphere and in the surface layer of water column, while there is no

diffusive boundary flux for all other parameters. This has treated implicitly in the following

C. .
derivation. Consider the vertical diffusion term ;{KZ a—”k} described in the equation 4.11.
4 4

oC AC AC
O lg, oot | LN g D00 || g D00 6.1
0z 0z Az Az t Az ,
According to the Fick's law, rate of dissolved matter transfer due to diffusion is inversely
oC

proportional to the gradient of dissolved matter concentration and Flux =—-K, o
Z

0 {KV aCDOX,.M

& 0z

. }:i(Flux_t—ﬂux_b) 6.2

According to (Ji, 2008) rate of reaeration is proportional to the DO deficit.

Flux; = _Kreaeration ( sat CDOX?,;’I“’ ) 63
ACpox 1 AChox,,
|:_Kv AZ o/ = Dn+1 —KV AO_WV t = _Kreaeration (CSat o CDOX:l,j,:(e ) 64
1 8 GCDOXI_ L 1 1 ACpoy, ke
il A Kv = = n+l KV B 65
D" 0o oo D™ Ao Ao
, t
1 o aCDOX. : 1 1
D 80'|: ' Ao l D™ Ac B ( R )
1 a B aCDOXw,/; ) 1 n+l
D’Hl % Kv ao' t - AO' |: reaeration (Csat - CDOXI,/‘.,/(E ):| 67
1 0 i aCDOX,, ik | 1 il
> el R s [ reacration (Cﬂ" = Coox, )J o8

L t

Bottom diffusion flux for dissolved oxygen can be written as;
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ACpoy, ‘
Fluxb = |:_Kv Tj:| 69
b

ACD())(,. ik 1 0 aCDox,. ik 1 ACDO)(,. et
_Kv - = il A | v - = Ry n+l ~ 6 10

Az D" 0o oo , Ao D" Ao

oC AC
}M O g Ton | L g St 6.11
D" oo oo , Ao D" Ao

oC. .
According to the equation 4.13 diffusion term in sigma coordinate is 1o Kvﬂ .
D oo oo

Hence;

oC oC oC
lﬂi K, DoXiu | _ lﬂi K, DOX, ;| 1+li K DOX, ;; 6.12
D" oo oo D" oo oo t D" oo oo ,

1 0 Chox. 1 1 ACpoy
2k | [K e ~Cp™ J— K 1
Dn+l 86 { v ao_ } AU reaeration ( sa DOX,-_I_kE ) AO_ |: v Dn+1AG . 6 3

e : . : 1 C ). .
Diffusion term for dissolved oxygen in sigma coordinates —ai(Kv a—”‘j is revised by
o o

using the term defined in the equation 6.13. For the convenience in the model the term

L[Krm,m” (Cm -C DOX’?fi) )} is added to the source term and computed explicitly.

Ao

6.2 Flux at sediment-water interface

It has been considered that only diffusion flux is applied for dissolved matter and
depositional or erosion flux is applied for particulate matter at the sediment-water interface.
Flux of dissolved matter at sediment-water interface is computed under this section while

particulate matter flux has at sediment-water interface has been computed under section 4.1.3.

6.2.1 Dissolved matter
6.2.1.1 Diffusion flux at the surface boundary
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y4

OB, .
According to the equation 5.36 diffusion term is —;[Ki,j’kx@j,kx a””‘} and hence
/4

diffusion flux from sediment to water is computed as;

. . aBt j,k+1/2
Diffusion _ flux _s2w=|-K, —é @ | flagl _0
/4

where, flagl 0=1 only whenk =0.
C

i,j,l
7N L

¢:‘,_NJ+I!2 T Bf‘_;“0+1!2

I /]

Py Bﬂ'.j.U AZ.[}
(i, ,0)

Az, t \ scalar: at _the _center

Az,

Do | B oin velocity : at _the _surface

4 o
Bf.,,r'.—l
Fig 6.2 2D Control volume at sediment-water interface

Boundary flux has been considered as shown in the Fig 6.3.

[ [

: il
L ¥+--- Water

C .
R | 1 SN
7 Flux ---p--¥-1--- Sediment

<0 B.

Fig 6.3 Boundary flux at sediment-water interface

6.14
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Diffusion flux from sediment to water is written as;

Cn+1 _BI’H—]
. . no_ n i,j,1 i,/,0 n
Dzﬁuszon_ﬂux_sZwiyj = —K,AL,.’OH/2 — ¢i,j,0+1/2 x flagl 0 6.15
0

2

Evaluate the control volume face porosities explicitly and as the minimum between adjacent

layer porosities. ¢, ., = MIN (¢,-',1,-,1a¢;,',-,o)

1

n+l n+l

=B
Diffusion _ flux _s2w', =| =K, ;.. %MIN( i’,qj,1>¢:j’0) x flagl _0 6.16
S0
2
Assume, ¢ =1
"B
Diffusion _ flux _s2w]', =| =K, ., %M]N(Lﬁzﬁ) x flagl _0 6.17
S0
2
c —B"
Diffusion _ flux _s2w;; = —Ki'fj’oﬂ/z%@’fﬁo x flagl 0 6.18
0
2
since K:j,ou/z = (prp +fuD, )i,j,0+1/2
Cn+l _Bn+]
Diffusion _ flux s2w!. = —(f D +f,D )n LI TS g A x flagl 0 6.19
_ — ij pp TS ) Az i,/.0 _ .
2

6.2.1.2 Advection Flux at the surface boundary

a<Bi,j,k x ¢i,j,k)

According to the equation 5.36 advection term is @, and hence advection

0z
flux from sediment to water is computed as;
n n n+l n
Slux _s2w;; = [a)i,jBi,;,kn/z(éi,j,ku/z] x flagl_0 6.20
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where, flagl 0=1 only whenk =0. From the upwind scheme;

n n+l _ n+l n n+l n .
@B, junn = By [[a),.,j,O]] =B e [[—a)i’j,O]] and hence;
no_ n+l n n+l n n 621
Slux _ S2Wi,j = |:Bi,j,k [[a)z/ > O]] - Bi,_j,k+1 I[_a)i,j ) O]H ¢i,j,k+1/2 x flagl _0

: n+l _ n+l
since B, % flagl_0=C,

il

flux _s2w;, = |:Bln;rlk [[a)i’jj , O]] - Cln;rll [[_a)i’,lj ’ O]H @12 x flagl _0 6.22

Evaluate the control volume face porosities explicitly and as the minimum between adjacent

layer porosities ¢, ,.,, = MIN (¢Z" Pk )

i, ,Jk+12

ﬂux_szvvgj{m“ [@r,.0]-cri]-er OMMIN(W ¢, )% flagl 0 6.23

i,k i,j° i,j,1 i,j° i,jk+1?

Assume, @, x flagl _0=1

fuux_s2wl, =] BIY [0, 0] - Cit [~z 0] | MIN (1,47, ) flag1 _0 6.24
Jlux _s2w;; = [anzﬂk II“’ZJ ’ 0]] -Gl II_“’;:/‘ ’ O]H ¢4 flagl_0 62>

6.3 Flux at the bottom of the sediment

It has been considered that only advection flux is applied for both dissolved matter and

particulate matter at the sediment-bed interface while diffusion flux has been assumed zero.

6.3.1 Dissolved matter
6.3.1.1 Advection flux at the bottom boundary

8<Bi,j,k x ¢i,j,k)

Oz

According to the equation 5.36 advection term is @, and hence advection

flux from bed to bottom sediment is computed as;

flux_b2s! =] @ BT, o1 % flagl _(<kbe) 6.26
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where, flagl (—kbe)=1 only when k = —kbe . From the upwind scheme;

o B =B |[a)l" ].,O]] - B, [[—CUZ ].,O]] and hence;
flux_b2s), = By [@r,,0]- B [-00,0] |4 1 x flagl_(~kbe) 6.27

Assume, B x flagl _(—kbe)= B}, x flagl (~kbe) and hence;

i,j.k

flux_b2s]; = H[a);f 0] -[-er j,o]]]B;j;ij,kf,/z x flagl (~kbe) 6.28

Evaluate the control volume face porosities explicitly and as the minimum between adjacent

R

layer porosities ¢, , ,,, = MIN (¢l.” (éfj,k_l) .

fux 0257, =[[@!;,0]~ [~ 0] | Bk x MIN (47, .41, ) % flagl _(~kbe) 6.29

Assume, @, x flagl _(—kbe) =4, x flagl _(—kbe)and hence;

e _b2s7, =|[@!,,0]~[-e!,,0] | Bl g, x flagl_(~kbe) 6.30

6.3.2 Particulate matter

6.3.2.1 Advection flux at the bottom boundary
a(B,.’j,k x(1-4, , ))

According to the equation 5.88 advection term is @, % and hence
advection flux from bed to bottom sediment is computed as;
flux _b2s7, = @l B s (1= 42 ) |% flag) _(~kbe) 6.31
where, flagl (—kbe)=1 only when k = —kbe . From the upwind scheme;
o B =B [[a)l" ].,O]] -B", [[—a)i’f_ ].,O]] and hence;
fuux_b2s =| Bt 0] B[, 0 (1= diea )¢ lagl (-kbe) 632

Assume, B'",_ x flagl _(—kbe)= B}, x flagl (~kbe) and hence;

i,j.k
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flux_b2s! = [[[ng 0] -[-a,. o]ﬂ B (1=, )% flagl_(~kbe) 6.33

Evaluate the control volume face porosities explicitly and as the minimum between adjacent
layer porosities ¢, , |, = MIN ( ST )

i,j.k>

flux _b2s],=| @, 0] =[-@r,, 0] | Bk (1- MIN (¢, 4.7, ) ) flag]_(~kbe) ~ 6.34

Assume, ¢, x flagl _(—kbe) =g, x flagl (—kbe)and hence;

fuwe_b2s), =| [ @7, 0]~ [-e!,,0] | Bk (1-41, ) < flagl _(~kbe) 6.35

6.4 Benthic-pelagic model coupling and bottom boundary

treatment

Benthic-pelagic models have been coupled through the interaction layer flux. All the flux
terms for the interaction layer and the bottom boundary which have been computed under
sections 6.2 and 6.3 are compute explicitly and the explicit coefficients in advection diffusion
equations have been corrected. Water surface boundary flux has been treated as discussed

under section 6.1.

6.4.1 Boundary flux treatment in pelagic model

6.4.1.1 Dissolved matter

No _ flux except _ DO

Reaeration No _ flux
] 1
D Water D Water
H H
Diff . _ flux Settling | erosion _ flux
Dissolved Particulate

Fig 6.4 Boundary flux in water surface and bottom boundaries
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) ) o 0 ¥
Consider the vertical diffusion term —| K — =%

z

oz oz

} described in the equation 4.11.

Q(KZ 8—CJ:L (Kza—c) —(KZ 8_CJ 6.36
Oz 0z ) Az| 0z ), oz ),

During the advection diffusion computation through discretized equations, [KZ aaCSJ has
Z b

been considered as zero at k=1. But for dissolved oxygen and dissolved nutrients it is not zero
and hence it has to be computed and corrected the explicit tem in the advection diffusion
equation in pelagic model. Since it is confirmed that there is no significant difference this
correction flux term has been computed explicitly and added to the source term of each state
variable in water.

At k=1, at the bottom of the water column receives flux from the sediment or leave the flux
from the water to the sediment due to vertical advection and diffusion. Vertical diffusion

term in sigma-coordinates is written as;

1 1 1

— i(KVa_Cj: —— [Kva_cj _(Kvﬁ_cj 6.37
D" oo do) D" Ao oo ), oo ),

Then bottom flux has to be corrected with the term;

flux _correction] = —

1 1 oC
—I K — | x flagl 1 6.38
D" AO'( V@Gl flagl_

where, flagl 1=1 only whenk =1.
According to the Flick's law of diffusion, ( K. ‘Z—Cj =—(Influx s2w) Where influx to water
Z /b

from sediment has been computed from the interface flux equation 6.19 as,
Influx _s2w/'; = Diffusion _ flux _s2w',. According to the sigma-coordinate transformation,

(KZ G_CJ _ | l(Kva—C] and hence;
oz ), D" oo ),

(KV G_Cj =—D""'(Influx _s2w) 6.39
oo ),

Then the flux is corrected as;
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1 1

flux _correction] = ——————
D" Ao

(—D"+1 ([nﬂux_sZij))xﬂagl_l 6.40

flux _correction] :ALIIflﬂux_SZW?/ x flagl 1 6.41
P 5

6.4.1.2 Particulate matter

Similar to the dissolved matter in at k£ =1, at the bottom of the water column receives flux
from the sediment or leave the flux from the water to the sediment due to vertical advection.
Hence correction term of flux at the bottom of the water column is calculated in a same

manner as in dissolved matter and computed the correction term as;

1
flux _ correction8 = A—Inﬂux_s2wfj x flagl 1 6.42
o ,

where in sediment Influx _s2w;, = [ ﬂux_sZwi'fj] gives from the equation. Even though the

above boundary flux should be computed implicitly, for the convenience this term has been
added to the source term of each state variable of particulate matter and computed explicitly

in the pelagic model.

6.4.2 Boundary flux treatment in benthic model

6.4.2.1 Dissolved matter

Diff . _ flux Settling / erosion _ flux

] N
H Sediment H Sediment
H H
Adv. _ flux Adv. _ flux
Dissolved Particulate

Fig 6.5 Boundary flux in sediment surface and bottom boundaries
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According to the solution of advection and diffusion equation fluxes at boundaries have
been considered and modified the coefficients of general equation. According to the

governing equation 5.34 the diffusion flux correction to the explicit coefficient is;

K aBi,j,kH/Z
i, j.k+1/2
b oz

Az

¢i,,lj,k+1/2

Sflux _ correctionl; , = x flagl 0 where, flagl 0=1 only when

k =0. Since equation 6.14 gives,

D. . no_ aBn,k+]/2 n
zﬁ‘uszon_ﬂux_s2wi’j = _Kn,k+1/27¢i,j,k+l/2 x flagl 0

F,, .in equation 5.139 is replaced by;

Fuo= (—Diﬁ”usion B ﬂux_s2wzj) 6.43

At k =—kbe , the bottom of the sediment column makes advection flux with the bed
sediment and this has been considered in the discretized form of the advection diffusion
computation and modified the coefficients of general equation.

Since equation 6.30 gives,
Slux_b2s!; =] @& BT, ol i % flagl_(<kbe)

F

adv,s

in equation 5.167 is replaced by;

Ezdv,s = ﬂux — bzstlf] 644

6.4.2.2 Particulate matter

Method of treatment for the boundary flux of particular matter has been done in a same
procedure as in dissolved matter. According to the solution of advection and diffusion
equation fluxes at boundaries have been considered and modified the coefficients of general
equation.

Particulate matters settle in the water column and accumulate or erode across the surface
of the sediment and this flux has been considered in the advection diffusion equation of the

sediment and modified the coefficients of general equation. The net settling flux, Flux b in

water for each state variable C is computed from equation 4.122 under section 4.1.3. Hence
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F;, .in the equation 5.195 is replaced by;

F;'dv,s =—Flux_b (1 - ¢[,j,k+l/2 ) 6.45

At k =—-kbe , the bottom of the sediment column makes advection flux with the bed

sediment and this has been considered in the discretized form of the advection diffusion
computation and modified the coefficients of general equation.

Since equation 6.35 gives,

Jlux _ bZSZj = [ijBi}?;‘r,lk—l/z (1 - ¢,-’,1j,k,1/2 )} x flagl (—kbe)
F,, ,in equation 5.222 is replaced by;

Foy = flux _b2s), 6.46
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7. RESULTS AND DISCUSSION

7.1 Water quality

Model results of water quality have been validated with the collected data (Koibuchi et al.,
2000) for the period of March 1999 to April 2000 at three locations CLH, KSB and TLH (Fig
2.6). Even though the simulation is started from March 1999, since it is confirmed that the
initial conditions affect the results during one year period of simulation, simulation has been
continued until a reasonable steady state is obtained. Validation of water quality is done with

the comparison of vertical distributions of water state variables.

7.1.1 Salinity and temperature

1113 15 17 19 21 23 25 27 29 X 1 13 15 17 19 21 23 25 27 29 W
| I N g R [ I I I — g
Salinity [psul, at CLH station (Observed) Salinity [psul, ot KSB station (Observed)

Sigma (water)
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=
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Fig 7.1 Observed and simulated salinity at (a) CLH, (b) KSB and (¢) TLH
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Water quality is highly affected by the salinity and temperature. The kinetic rates of
nutrient transformations are significantly influenced by temperature as their transformation
rates increase with increasing temperature. All the kinetic equations of the model are linked
with temperature having a temperature coefficient. Moreover, algal growth is also controlled
by the temperature as growth rate increases with temperature to an optimum level which
depends on the type of algae. Water stratification is controlled by both salinity and
temperature which affect the mixing of water column. Penetration of light which controls by
the light extinction coefficient is related with salinity of the water column. Hence, the

reproducibility of temperature and salinity are important state variables in a water quality

model.
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Fig 7.2 Observed and simulated temperature at (a) CLH, (b) KSB and (¢) TLH
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Comparison of observed and simulated variations of salinity and temperature are shown
Fig 7.1 and Fig 7.2. Even though there are some discrepancies, seasonal variation of salinity
and temperature well reproduce in the model. Surface salinity highly influence by the river
inflows especially near the river mouths. Thus, accuracy of the river discharge measurements
is important to improve the accuracy of the reproducibility of salinity. Both salinity and
temperature has been modeled for uniform initial conditions in space and in depth. The
improvement of salinity and temperature models with depth varying initial conditions may
improve their reproducibility.

After analyzing the sensitivity of magnification factor of river discharge, available river
discharge data has been enhanced by a magnification factor of 2.0. The effect of
magnification factor of river discharge on salinity has been discussed under sensitivity

analysis.

7.1.2 Chlorophyll_a

Reproducibility of seasonal hypoxia in water column has a strong correlation with the
reproducibility of Chl a concentration. Hence the seasonal hypoxia is able to reproduce
through the accurate reproduction of Chl a. Three seasonal blooms which have appeared
every year in Tokyo Bay in particular spring, summer and winter, reproduce from the model
(Fig 7.3). The strongest blooming is during spring throughout the water column due to well
mixed water while summer blooming is mainly at surface layers of the water column due to
the effect of stratification. Even though the winter blooming is not as strong as the spring
blooming, the well mixed water column has resulted in blooming throughout the water
column. Although the simulated phytoplankton variation has showed some discrepancies
quantitatively, model could well reproduce the blooming qualitatively. In order to improve
the results, focus should be especially made on the modeling of light extinction coefficient.
Light extinction coefficient which has been used in the model is only a function of Chl a,
suspended sediment and salinity while it may also have some effect due to particulate organic
carbon concentration. Moreover the reproducibility of water temperature and the accuracy of

river and sewage boundary conditions have also been responsible for those discrepancies.
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Fig 7.3 Observed and simulated Chl a concentration at (a) CLH, (b) KSB and (¢) TLH

7.1.3 Dissolved oxygen

Seasonal hypoxia which has been validated for three locations namely CLH, KSB and
TLH is shown in the Fig 7.4 . Hypoxic water which appeared especially during the summer
season which corresponded to summer blooming is well reproduced in the model. Even
though the hypoxia has well reproduced qualitatively, during the spring and summer seasons,
it is somewhat underestimated. Underestimation of settled particulate organic carbon
concentration may have resulted in this discrepancy. Improvement of the reproducibility of
seasonal hypoxia has been expected through the improvement of chlorophyll model.
Moreover, the settling velocity of particulate organic carbon taken as a constant can be
modeled considering particulate organic carbon concentration and the effect of turbulence.

One of the reasons for the underestimation of dissolved oxygen concentration in water during
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the winter is a result of underestimation of Chl a concentration during that period.
Overestimation of DO during the spring can be explained by Fig 7.3 which shows the
overestimation of spring bloom. Other than that it is noticed that the saturated dissolved
oxygen concentration which has adopted as a constant in the model has some effect on the
seasonal dissolved oxygen concentration in the surface layers of water. Comparison of
bottom DO variation with computed and measured DO at CLH, KSB and TLH are shown in
the Fig 7.5. Computed results of bottom DO at all three locations mostly follow the data
except during the spring season. The seasonal variations of computed bottom DO at three
locations follow a similar pattern as shown in the Fig 7.6. Reproducibility of bottom
dissolved oxygen at three stations is further discussed with correlation factor which computes
between observed and simulated values Fig 7.7. Reproducibility at station CLH, KSB and
CLH has been shown with 0.55, 0.60 and 0.59 correlation factors respectively.
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7.1.4 Phosphate phosphorous
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Fig 7.8 Observed and simulated phosphorous concentration at (a) CLH, (b) KSB and (c)
TLH

Most of the time phosphorous is the limiting nutrient in Tokyo Bay. Comparison of
observed and modeled phosphorous is shown in Fig 7.8. Even though the order is followed
there are some discrepancies especially at the bottom of the water column. At the bottom,
phosphorous flux is added from sediment under anoxic condition which has been
underestimated in the model. It is confirmed by sensitivity analysis that phosphorous flux
release is mainly controlled by the attached and dissolved fractions of phosphate in the
sediment. The critical parameter to model this partitioning is the diffusion coefficient of

attached sediment which controls by the benthic animal. This effect is further discussed under
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sensitivity analysis. Moreover, the overestimation of bottom DO can result a lower flux
release than expected.

Overestimation of surface phosphorous especially during the summer is found to be the
overestimation of Chl a concentration during the summer. Metabolism of phytoplankton
especially under no light condition, primary production is lower than the metabolism rate

which can cause accumulation of nutrients mainly at the surface.

7.1.5 Ammonia nitrogen
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Fig 7.9 Observed and simulated ammonia concentration at (a) CLH, (b) KSB and (c) TLH

Two kinds of nitrogen as ammonia nitrogen and nitrate nitrogen are available in water for

algae to grow on. Preference factor has been considered for phytoplankton to grow on as the
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ratio of each nitrogen concentration to the total nitrogen concentration. It has been assumed

that ammonia nitrogen is preferred five times higher than the nitrate nitrogen.

Comparison of observed and modeled ammonia is shown in Fig 7.9. Similar to the

phosphorous model the flux release from the sediment to water is underestimated.

7.1.6 Nitrate nitrogen

Comparison of observed and modeled nitrate is shown in Fig 7.10 and Nitrate-nitrogen

well reproduces in the model. The results can be improved through further tuning of the

preference factor of ammonia and nitrate on phytoplankton uptake.
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Fig 7.10 Observed and simulated nitrate concentration at (a) CLH, (b) KSB and (c) TLH
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7.1.7 Dissolved silica

Silica is an essential nutrient for diatom growth. Comparison of observed and computed

dissolved silica is shown in Fig 7.11. In general silica follows a same pattern like phosphorus.

Computed dissolved silica is considerably underestimated. It has been assumed that three

seasonal blooms are mainly diatoms which might be different during the data collected period.

Similar to phosphate bottom flux of dissolved silica is highly affected by the partitioning

coefficients of dissolved and attached phase. Hence tuning the model for different

partitioning coefficients may improve the bottom concentration.
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Fig 7.11 Observed and simulated dissolved silica concentration at (a) CLH, (b) KSB and (c)

TLH
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7.2 Sediment quality

Model results of sediment quality have been validated with the collected data of Tokyo
Bay for the year 2001 (Okada and Furukawa, 2005). Even though the simulation is started
from March 1999, since it is confirmed that the initial conditions affect the results during one
year period of simulation until the steady state is obtained, reasonable steady state has been
assumed after 45 years of simulation and last year results have been used for the validation of
the model. Validation of water quality is done with the comparison of spatial distribution of
sediment state variables. Spatial distribution of sediment quality parameters such as WC,

POCC, TNC and TPC, are validated.

7.2.1 Spatial distributions of sediment quality

7.2.1.1 Particulate organic carbon content
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Fig 7.12 Observed (left) and simulated (right) spatial distributions of POCC

The computed spatial distribution of POCC was consistent with the measurements
showing high concentration at the central part of the bay (Fig 7.12). Over estimation of
POCC may be a result of under estimation of accumulated inorganic sediment in the model.
Mainly, inorganic sediment enters to the water column at river boundaries which have been

considered as uniform during each month of the year and settles down in the water and
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accumulates on the surface of the sediment. There is a possibility to change those monthly

inorganic sediment concentrations during extreme weather conditions. Other than that,

modeling of settling velocity of particulate matter may have an important effect on settled

quantities where model has considered constant settling velocity depend on the type of the

material.

Fig 7.13 has shown the spatial distribution of POCC with 5-year interval of simulation

giving the same pattern of variation increasing the POCC at the central part of the bay.
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Fig 7.13 Simulated spatial distributions of POCC in every 5 year until model reaching a

reasonable steady state

The spatial distribution of settled particulate matter can be explained in detail with the
consideration of BSS since settling or erosion is controlled by BSS. Deposition and erosion
of particulate matter is modeled based on the BSS and, critical BSS on deposition and critical
BSS on erosion. Since the total BSS has been modeled as a vector summation of CBSS and

WBSS, effect of each component can be analysed independently.
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CBSS gets the highest near the bay mouth while WBSS stress shows the highest near to
the coast. Hence, the total BSS shows the lowest at the central part of the bay (Fig.10). These
results have shown the bottom dynamics are current dominated in the inner part of the bay
while it is wave dominated closer to the coast. BSS has a direct correlation with the sediment
grain size distribution at the surface of the bed which has been assumed uniform in the model.
Even though the spatial distribution of total BSS has showed generally expected variation,

results may be further improved if the sediment grain size distribution is considered in the

model.
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Fig 7.14 Spatial distributions of (a) current induced bed shear stress, (b) wave induced bed

shear stress and (c) total bed shear stress
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In general, towards the bay mouth the sandy bottom with intense CBSS creates erosive
effect on sediment. Furthermore, the up-welling areas may also have a high potential to build
erosion effect due to high CBSS on sediment. The outer coast with higher bottom sand
fraction than the central part of the bay and shallower characteristics can be affected by
south-westward wind causing erosive effect on sediment. In contrast, the central part of the
bay, with high cohesive sediment, can be considered as the low energy area where exists
reduced wave effect with depth and reduced current effect with insufficient CBSS to reach

the critical BSS on erosion ensuing the highest deposition within the bay.
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Effect of BSS on deposition and erosion is further discussed considering the Fig 7.15. It
shows that the BSS is high near the bay mouth while it is relatively low in the inner part of

the bay. If the critical BSS on deposition and critical BSS on erosion are set to 7, =1.0N / m’

and 7, =1.0N /m’ respectively, then the particulate organic matter mainly deposits in the

inner part of the bay while it mainly erodes at the bay mouth.

7.2.1.2 Water content
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Fig 7.16 Observed (left) and simulated (right) spatial distributions of WC

The computed spatial distribution of WC is consistent with those in measurements
showing high concentration at the central part of the bay (Fig 7.16). Simulated WC is
somewhat overestimated due to the over estimation of POCC. According to the data analysis,
it has been revealed that the WC and POCC have a positive correlation, which has been well

reproduced in the model.

7.2.1.3 Total phosphorous content and total nitrogen content

Computed spatial distributions of TNC and TPC are consistent with data showing high
concentration at the central part of the bay. Even though the Particulate organic carbon (POC)

is modeled with three components, particulate organic phosphorus (POP) and particulate
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organic nitrogen (PON) have not been modeled. Only inorganic components of phosphorous
and nitrogen are modeled with dissolved and attached fractions. Hence, in order to validate
the model for spatial distribution of nutrients, POC is converted into PON and POP through
the Redfield ratio of C: N: P=106:16:1. After adding inorganic and organic components of
PON and POP, TNC and TPC are obtained.
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Fig 7.17 Observed (left) and simulated (right) spatial distributions of (a) TP content and (b)
TN content
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Same as the relationship of WC and POCC, TNC and TPC have been showed positive
correlations with the WC and those correlations were well reproduced in the model. Even
though the TPC followed the data quantitatively, TNC showed large discrepancy with the
data. One of the reasons for this discrepancy may be the difference in C: N ratio at the site
with Redfield ratio. Other than that, overestimated POCC may have been caused some

overestimation of TNC and TPC.

7.2.1.4 Effect of bed formation on water quality

According to the data collected for the Tokyo Bay, it has been observed that similar
pattern of spatial distributions between sediment POCC and the dissolved oxygen in bottom
water. This similarity suggests that the sediment pollution represented by POCC cause severe
DO depletion (anoxia) in Tokyo Bay. Moreover, this confirms the active benthic-pelagic
coupling in the inner part of the Tokyo Bay. This phenomenon has well reproduced in the

model as shown in the Fig 7.18.
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Fig 7.18 Spatial distributions of POCC in sediment (left) and DO in bottom water (right) (a)
data (b) simulated

7.2.2 Vertical distribution of sediment quality

Vertical distributions of sediment quality variation with depth have been shown in the
Fig 7.19. It is very clear that with the increase of POCC, the thickness of the active sediment
layer has been increased and vice versa. It has shown that DO is available only within surface
few millimeters of sediment having almost no DO in sediment during the summer. Nutrients
of ammonia, phosphate and dissolved silica in pore water which have been drawn show the
accumulation of nutrients especially after the spring and summer while they have low
concentrations during spring and summer as a result of nutrient release to water column.

Nitrate variation in sediment have shown the availability of nitrate only during the
summer which has been resulted by the denitrification flux from water to sediment. Vertical
distributions of POCC, WC, TPC and TNC show the large concentration within the surface
Scm while they are uniform below that level. Moreover, POCC, TPC and TNC show positive
correlations with WC which has confirmed the relationship proposed by (T Okada and
Furukawa, 2005). With the increase of POCC Silt content has been decreased.
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Fig 7.19 Simulated vertical distributions of (a) DO, (b) ammonia (c) phosphorus (d) nitrate
(e) dissolved silica (f) POC (g) Silt (h) particulate silica (i) POCC (j) WC (k)
TPC (1) TNC (m) SiltC (n) porosity at CLH, KSB and TLH

Furthermore, the vertical distributions of ammonia, phosphate-phosphorus and nitrate
follow the distributions proposed by (Di Toro, 2001) as shown in the Fig 7.20, Fig 7.21 and
Fig 7.22. Even though the vertical distributions of nutrients are consistent with the proposed
distributions qualitatively, their quantitative reproducibility has yet to be analyzed. Since the
vertical distributions of nutrients are changing drastically, it gives difficulties to discuss the

reproducibility.
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Fig 7.21 Vertical distributions of ammonia (a) simulated and (b) data
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Fig 7.22 Vertical distributions of nitrate (a) simulated and (b) data
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Fig 7.23 Vertical distributions of POCC (a) simulated and (b) data
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Fig 7.24 Vertical distributions of WC (a) simulated and (b) data

Vertical distributions of POCC and WC have been proposed by Sano Hiroaki, 2015
analyzing collected data for Tokyo Bay. Simulated model vertical distribution follows those

proposed distributions as shown in the figures Fig 7.23 and Fig 7.24.

7.3 Effect of flux on water and sediment quality

Fig 7.25 shows the effect of sediment flux release on both water and sediment quality.
Under anoxic conditions phosphorous and ammonia flux will be released from sediment to
water increasing the bottom water concentration of corresponding nutrient while decreasing
the concentrations on the sediment surface. (This effect of flux on water and sediment quality
has been analyzed before the final tuning of the model. Even though it can be expected the

same conclusions it is recommended to perform the same analysis for the final tuned model).
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Fig 7.25 Simulated vertical distributions of (a) water nutrient, (b) water DO, (c¢) nutrient flux

2043 044

and (d) bed nutrient for phosphorous (left) and ammonia (right) at CLH

Nitrate flux is released from water to sediment under anoxic conditions reducing the

bottom water concentration and increasing the concentration on surface sediment.
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Fig 7.26 Simulated vertical distributions of (a) water nitrate, (b) water DO, (c) nitrate
flux and (d) bed nitrate at CLH

According to the Fig 7.27 SOD which has been defined as DO flux from water to

sediment, gets its lowest during the summer when the bottom DO in water column reaches its

lowest. This has resulted very low DO concentration in sediment.
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Fig 7.27 Simulated vertical distributions of (a) water DO, (b) nutrient flux and (c) bed
DO at CLH

7.4 Long term water and sediment quality

Fig 7.28 shows the results for the formation of sediment bed during 20-year period, with
high POCC at the surface and bottom mud layers. With the increase of surface POCC, silt
content is decreasing. These long term simulated results have confirmed the robustness of the
model for long term computations of sediment quality. Similarly Fig 7.29 has confirmed the
robustness of the model for long term computations of water quality giving similar yearly

variations of DO and chlorophyll within the water column.
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Dissolved oxygen [g—02/m3], at CLH station (Simulation)
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Fig 7.29 20-year simulated vertical distributions of (a) Chl_a (b) DO in water column
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During the long term simulation, initial conditions are renewed after each year of
simulation. Since it is confirmed that the initial conditions affect the results during one year
period of simulation until the steady state is obtained, the simulation is continued until the
agreeable reproduction with reasonable steady state is obtained through realistic initial

conditions. Analysis of most realistic steady state found to be important to improve the

reproducibility of the model.
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8. SENSITIVITY ANALYSIS

The consistency of the pelagic model and the benthic model are confirmed independently
towards some aspects. After coupling, model is first tuned and examined through the
sensitivity analysis of critical parameters and then validated comparing with observed vertical

variation in water quality and spatial variation in sediment quality along with the analysis of

model robustness.

8.1 Consistency of the pelagic model on settling
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Fig 8.1 Settling of suspended silt (a) with only diffusion (b) no diffusion

In order to confirm the consistency of the pelagic model, settling of suspended silt with
constant velocity is analysed under following set conditions.

e Meteorological forces such as wind speed, solar radiation and rainfall are set to zero

¢ River boundary conditions are changed to zero discharge

e Heat exchange is deactivated

e Tidal effect is deactivated

e Velocity effect deactivated
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e For (a) in Fig 8.1, diffusion is considered while for (b) diffusion computation is
deactivated.
e Settled particulate matter transformation to sediment is held.
It is confirmed that settling model is consistent accumulating silt at the bottom of the
water column under the effect of settling velocity while particles have diffusion mixing with

top layers if settling undergoes with diffusion.
8.2 Consistency of the benthic model under no flux condition

Model has set to run under no flux of dissolved matter through the sediment water
interface while particulate matter settling or erosion at the surface of sediment has been
considered, and no flux of both dissolved and particulate matter across the bottom boundary
of the sediment. Particulate matter decomposition releases nutrients and they accumulate in
the surface layers and penetrate towards the bottom due to advection and diffusion between

layers, confirming the consistency of the sediment model as shown in the Fig 8.2.
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Fig 8.2 Sediment nutrients (a) ammonia and (b) phosphorous
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8.3 Consistency of the benthic-pelagic coupled model

After coupling the benthic and pelagic models, the consistency of the coupled model is
proved. Suspended silt is settled or eroded on the sediment-water interface. Hence, during a
particular time period the cumulative settled mass of the suspended sediment (A) is computed
and during the same period, the change of mass of silt within the sediment under no flux
condition at the bottom boundary (B) is also computed. It has been proved that (A)=(B)
confirming the consistency of the coupled model. Fig 8.3 shows the accumulation of silt at
the bottom of the sediment column during a one year period under no flux condition at the

bottom boundary.
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Fig 8.3 Silt accumulation under no flux condition at the bottom boundary

8.4 Sensitivity analysis on discharge magnification factor

Water salinity and temperature are important parameters to model in order to improve the
reproducibility of seasonal variations of phytoplankton blooms. Density stratification is
largely influenced by the surface salinity and water temperature, and thus on phytoplankton
bloom. Quantity of river discharge can strongly influence on surface salinity and temperature
while the available data of river discharges may not be accurate. Hence to achieve reasonable
reproducibility of salinity and temperature, model has considered a magnification factor to
magnify all the river inflows to the bay. Following results show how magnification factor

affects surface salinity and temperature.
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Fig 8.4 Water salinity and temperature at CLH for different discharge magnification factors
The sensitivity analysis at CLH shows with increasing the river discharges both salinity

and temperature are decreasing (Fig 8.4).In order to reproduce both salinity and temperature

dismag = 2.0 has to be used.
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Fig 8.5 Water salinity and temperature at KSB for different discharge magnification factors

The sensitivity analysis at KSB also shows with increasing the river discharges both

salinity and temperature is decreasing (Fig 8.5). In order to reproduce both salinity and

temperature dismag = 2.0 has to be used.
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Fig 8.6 Water salinity and temperature at TLH for different discharge magnification factors

The sensitivity analysis at CLH also shows with increasing the river discharges both
salinity and temperature is decreasing (Fig 8.6). In order to reproduce both salinity and

temperature dismag = 2.0 has to be used.
Hence, in order to reproduce salinity and temperature at all three stations dismag =2.0

has been used in the model.
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8.5 Sensitivity analysis on sediment layers

Sediment model comprised with multi layers where layer thicknesses are changing based
on POCC. Confirming the thickness of total effective sediment layer, the number of layers
and the initial layer thicknesses are important on estimating sediment flux which is affecting
both water and sediment quality. Hence, a sensitivity analysis is made for one year period of
computation assuming initial particulate organic carbon is totally refractory to examine the
effects of total sediment layer thickness, number of layers within the sediment, individual
layer thicknesses and surface layer thickness in sediment on overall results especially, on
sediment flux. It has been found that the thickness of the surface layer of sediment has a
considerable effect on the sediment flux release while the others have no significant effect.

Fig 8.7 shows the variation of ammonia flux for different surface layer thicknesses in
sediment column at one data collected station called Chiba Light House (CLH). It is clear that
when the surface layer thickness of the sediment gets smaller flux can easily release to the
water column resulting increase in bottom concentration of nutrients in water while reducing
surface concentration of nutrients in sediment. (The sensitivity of sediment layers on model
results were analysed before the final tuning of the model. Even though it can be expected the

same conclusions it is recommended to perform the same analysis for the final tuned model).
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Fig 8.7 (a) Simulated bottom ammonia variation in water column, (b) surface ammonia
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At the same time, since the oxygen flux to sediment which has been considered as
sediment oxygen demand (SOD) has increased (Fig 8.8) with the reducing surface layer
thickness in sediment, duration of hypoxic or anoxic water has increased ensuing increased
duration of flux release.

On the other hand when the thickness of the surface layer of sediment is increased,
increased concentrations of nutrients have released flux with larger peak value during a short
period. Those sensitivity analysis results have confirmed the consistency of the model (Fig

8.9).
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According to the Fig 8.10 simulated bottom dissolved oxygen concentration in water
column when the surface sediment layer thickness got 1mm, is more realistic with data.
Hence, this analysis has been concluded that the multi-layered sediment model with
maximum Imm surface layer thickness gives the most realistic reproducibility of flux release

in Tokyo Bay.

Sigma (water)
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Sigmao (water)
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Fig 8.10 Observed and simulated (with 1mm surface layer thickness) dissolved oxygen

concentration in water column at CLH

8.6 Sensitivity analysis on sorption and desorption

It has been found that particles which we expect to be stationery in sediment mix at
approximately one-tenth the rate of pore water mixing. This movement has been confirmed as
the effect of benthic macrofauna in surface layers. Macrofauna, the large animals that inhibit
the sediment have a significant effect on flux release due to their metabolic process and/or as
a consequence of their behaviour, for example tube building (Di Toro, 2001). Hence this
mixing is highly sensitive to their existence. Under anoxic and hypoxic conditions they will

decrease drastically while they can reappear when there is sufficient oxygen.

According to the equations 5.37 and 5.38 partitioning of the dissolved nutrients B have
been considered as; Kix :(f D, + 14D, ),.,j,k where f, : Particulate fraction, f, - Dissolve
fraction, D, : Diffusion coefficient for particulate phase mixing and D, : Diffusion

coefficient for dissolved phase mixing. D, represents the availability of macrofauna and
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hence sensitivity of this parameter on sediment flux release has been analysed in this study

(Fig 8.11).
It can be concluded that the larger the particulate mixing lower the release of flux. In

another way the importance of benthic animal to restore the water quality has been confirmed
through this analysis. Thus modeling of benthic animals is essential to reproduce accurate
nutrient dynamics in Tokyo Bay. (The sensitivity of diffusion coefficient on flux release has
been analysed before the final tuning of the model. Even though it can be expected the same

conclusions it is recommended to perform the same analysis for the final tuned model).
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Fig 8.11 Simulated phosphorous and ammonia concentration in water column when (a)

D,=1x107, (b) D, =1x10" and (¢c) D, =1x107" m"2/s
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8.7 Sensitivity analysis of critical BSS on deposition and erosion

According to the equation 4.118 POC deposition or erosion is controlled by the BSS and

critical bed shear stress on deposition (7, ) and critical bed shear stress on erosion (7, ).

Hence, sensitivity of 7,, and 7, on spatial distribution of POCC is analysed at the end of 10-

year computation.
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Fig 8.12 Variation of POCC with changing 7,
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Sensitivity of 7, and 7, on spatial distribution of POCC is analysed with changing 7,
and keeping 7, constant. According to the Fig 8.12 change of 7, keeping z, constant has no

significant effect on the spatial distribution of POCC qualitatively while it is reducing with

reducing 7, quantitatively.

T, =7, =0.10

(a) < >
7,(0.10 7,)0.10
Deposition Erosion
7, =0.09 7, =0.10
(b) - >
7,(0.09 L 7,70.10
Deposition Neutral Erosion
© 7, =0.08 7, =0.10
7,(0.08 - 7,70.10
Deposition Neutral Erosion
7, =0.07 7, =0.10
(d) - ~
7,(0.07 ; 7,)0.10
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Fig 8.13 Change of neutral zone with change of 7,

According to the Fig 8.13, neutral zone has increased with the decrease of 7,,. When the BSS

is less than 7, but greater than 7,,, sediments suspend in the bottom of the water. Thus, the
possibility of sediment stratification at the water-sediment interface increases with the
increase of the interval of 7, and 7,. At the same time with the decrease of 7, possibility

of particulate matter deposition is reduced causing lower POCC on sediment.
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Fig 8.14 Variation of POCC with changing 7,

Sensitivity of 7, and 7, on spatial distribution of POCC is analysed with changing 7,

and keeping 7,, constant. According to the Fig 8.14 change of 7, keeping 7, constant has no

significant effect on the spatial distribution of POCC qualitatively while it is reducing with

increasing 7, quantitatively.
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Fig 8.15 Change of neutral zone with the change of 7,

According to the Fig 8.15 neutral zone has increased with the increase of 7, . When the
BSS is less than 7, but greater than 7,,, sediments suspend in the bottom of the water. Thus,
the possibility of sediment stratification at the water-sediment interface increases with the
increase of the interval of 7, and 7,. At the same time with the increase of 7 possibility of
particulate matter erosion is reduced. Even though the accumulation of POCC is expected to
increase with decreased erosion it cannot be observed. This can be explained as, though the
erosion is reduced particulate matter move out from the bed and suspend in the bottom of the
water column and create a barrier to settle particulate organic matter across the bottom of the
water column causing reduced particulate matter settling velocity. This has further confirmed

that the settling velocity of particulate matter is controlled by its concentration.
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Fig 8.16 Variation of POCC with changing both 7, and 7,

Sensitivity of 7, and 7, on spatial distribution of POCC is analysed when the 7,, and
7, are changed with no neutral zone. According to the Fig 8.16, change of 7, and 7, with
no neutral zone makes significant effect on the spatial distribution of POCC. Even though it

is expected to have increased POCC with increased 7, , it has reduced.
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Fig 8.17 Change of possibility for deposition or erosion with change of 7, and 7,
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As shown in the Fig 8.17, either deposition or erosion occurs keeping no neutral zone.

With the increase of 7, =7, , the possibility of erosion increases while the possibility of

erosion decreases. Hence POCC should have increased even though it has decreased. This
can be further explained by the

Fig 8.18. Silt content is high towards the TLH while relatively low towards CLH and
KSB. This may be due to the location of TLH is closer to a main river mouth. Thus, when the
possibility of deposition increases POCC become diluted due to the lager component of silt

deposition.

Thus, it is concluded that for long term computation of sediment quality, both 7, and 7,
are very sensitive in the phase of quantitative accumulation of POC changing the spatial
distribution of POCC quantitatively at the inner part of the Tokyo Bay. In order to obtain

quantitatively accurate spatial distribution of POCC, 7, and 7, has to be tuned.

8.8 Sensitivity analysis of particulate organic carbon settling

velocity on deposition

Sensitivity of particulate organic carbon settling velocity on spatial distribution of POCC
is analyzed. The settling velocity of this model has been set as a constant during the whole
model run. But sensitivity analysis results in Fig 8.19 show that the particulate organic
carbon settling velocity can significantly change the spatial distribution of POCC not only
quantitatively but also qualitatively and hence it is recommended to model this in future

studies.
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9. CONCLUSIONS

A long-term predictive model aiming for reproducing long-term dynamics of water quality and
sediment quality in estuaries, including realistic process of sedimentary bed formation have been
developed. Long term computation has been performed until the agreeable reproduction of both
water and sediment quality with reasonable steady state is obtained through realistic initial conditions
in Tokyo Bay.

The pelagic model is based on a multi-layer concept which provides a capability to
analyze the vertical profiles of water quality, including salinity, temperature, DO, Chl a, and
nutrients such as ammonia, phosphorous, nitrate and silica and three forms of POC. Through
the sensitivity analysis, it has been found that the available river discharge data has to be
corrected and to obtain the optimum results of salinity and temperature they have to magnify
with a magnification factor of 2.0. Computed model results for oxygen, Chlorophyll a,
ammonia and phosphorous dynamics of Tokyo Bay are basically consistent with those in
measurements. Reproducibility of Chl_a, DO and nutrients can further improve through the
model tuning. In addition to the above, the robustness of the model for long-term
computation of water quality has been confirmed.

The benthic model is also based on a multi-layer concept which provides a capability to
analyze the vertical profiles of sediment quality, including the porosity, WC, and POCC.
Through the sensitivity analysis, it has been found that adopting the thickness of 1 mm for the
surface bed layer gave the most realistic results in terms of nutrient flux release in Tokyo Bay.
In addition, it has been confirmed that the existence of benthic animal can decrease the
release of nutrient flux to water. Hence modeling of benthic animals is essential to reproduce
the accurate nutrient dynamics in Tokyo Bay. Computed vertical distributions of sediment
nutrients follow the vertical distributions proposed by reference data analysis while computed
vertical distributions of POCC and WC are consistent with those in measurements.
Furthermore, it is found that the computed spatial variation in sediment quality, including
POCC, WC, TNC and TPC are basically consistent with those in measurements, showing that
their highest contents are observed around the central part of the inner bay. At the same time
it has been confirmed that the positive correlation of sediment quality such as POCC, TNC
and TPC with WC. In order to improve the reproducibility of TNC and TPC, it is essential to
model PON and POP in water and sediment. Furthermore, it has been obtained that the

similar distribution of POCC in sediment and DO distribution in bottom water confirming the
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phenomena of sediment pollution represented by POCC cause severe DO depletion (anoxia)
in Tokyo Bay. The robustness of the model for long term computation of sediment quality
has also been confirmed.

It has been confirmed that there exists strong correlation between the spatial distribution
of BSS and spatial distribution of POCC, and hence accurate modeling of BSS is essential to
reproduce the spatial distributions of sediment quality thus bottom water deterioration such as

anoxia/hypoxia formation. It is concluded that, with the long term computational results, both

7, and 7, are sensitive especially for the quantitative accumulation of POC changing the

spatial distribution of POCC quantitatively in the inner part of the Tokyo Bay. Moreover,
settling velocity of particulate matter settling has significant effect on the spatial distribution
of sediment quality. Hence, further improvements should be made especially in the modeling
of settling velocity of particulate materials considering the effect of turbulence.

More considerations on boundary conditions must also be significant to improve the
computational results, including the effect of the oceanic waters intruding into the bay and
inorganic sediment flux discharged into the bay through rivers. After the validation of long
term results, this model can be adopted to predict long term conditions and to propose
measures against hypoxia in Tokyo Bay. Moreover, this modeling approach will be useful for
considering long-term strategy to improve anoxia and hypoxia in polluted embayments in the

world.

196



REFERENCES

Achiari, H., Sasaki, J., 2007. Numerical analysis of wind-wave climate change and spatial
distribution of bottom sediment properties in Sanbanze Shallows of Tokyo Bay. J.

Coast. Res. 50, 343-347.

Achiari, H., 2007, Computation of Wave-Current Field in Sanbanze Shallows of Tokyo Bay,
PhD Dissertation, Yokohama National University, 102pp.

Attari, M.J., 2012, Numerical Modeling of Water Quality Considering Sediment Biochemical
Processes in Tokyo Bay, PhD Dissertation, Yokohama National University, 154pp.

Attari, M.J., Sasaki, J., 2012. An Enhanced Numerical Model for Material Cycling and
Dissolved Oxygen Dynamics in Tokyo Bay, Japan.

Attari, M.J., Sasaki, J., others, 2012. Modeling of Light Intensity and Phytoplankton
Dynamics in Tokyo Bay Using Monitoring Dataset, in: The Twenty-Second
International Offshore and Polar Engineering Conference. International Society of

Offshore and Polar Engineers.

Bouman, H.A., Nakane, T., Oka, K., Nakata, K., Kurita, K., Sathyendranath, S., Platt, T.,
2010. Environmental controls on phytoplankton production in coastal ecosystems: A

case study from Tokyo Bay. Estuar. Coast. Shelf Sci. 87, 63-72.
Di Toro, D.M., 2001. Sediment flux modeling. Wiley-Interscience New Y ork.

Fennel, W., Neumann, T., 2004. Introduction to the Modelling of Marine Ecosystems.
Elsevier BV pp. 297.

Fossing H., Berg P., Thamdrup B., Rysgaard S., Sorensen H.M., Nielsen K., 2004, A model
set-up for an oxygen and nutrient flux model for Aarhus Bay (Denmark), NERI
Technical Report, No.483 Franz, G., Pinto, L., Ascione, 1., Mateus, M., Fernandes, R.,
Leitao, P., Neves, R., 2014. Modelling of cohesive sediment dynamics in tidal

estuarine systems: Case study of Tagus estuary, Portugal. Estuar. Coast. Shelf Sci.

151, 34-44.

197



Fujiwara, T., Yamada, Y., 2002. Inflow of oceanic water into Tokyo Bay and generation of a

subsurface hypoxic water mass. J. Geophys. Res. Oceans 107, 13—1.

Gao, G., Falconer, R.A., Lin, B., 2011. Numerical Modelling Sediment-Bacteria Interaction
Processes in the Severn Estuary. J. Water Resour. Prot. Vol.3, pp. 22—631.

Goda, Y., 2010. Random Seas and Design of Maritime Structures, 3 edition. ed. World
Scientific Publishing Company, New Jersey.

Han, M.-S., Furuya, K., 2000. Size and species-specific primary productivity and community

structure of phytoplankton in Tokyo Bay. J. Plankton Res. 22, 1221-1235.

Han, M.-S., Furuya, K., Nemoto, T., 1991. Species-specific productivity of Skeletonema
costatum (Bacillariophyceae) in the inner part of Tokyo Bay. Mar. Ecol.-Prog. Ser. -
MAR ECOL-PROGR SER 79, 267-273.

Ji, Z.-G., 2008. Hydrodynamics and water quality: modeling rivers, lakes, and estuaries.

Wiley. com.

Justi¢, D., Wang, L., 2014. Assessing temporal and spatial variability of hypoxia over the
inner Louisiana—upper Texas shelf: Application of an unstructured-grid three-
dimensional coupled hydrodynamic-water quality model. Cont. Shelf Res. 72, 163—
179.

Kim, D.-M., Nakada, N., Horiguchi, T., Takada, H., Shiraishi, H., Nakasugi, O., 2004.
Numerical simulation of organic chemicals in a marine environment using a coupled

3D hydrodynamic and ecotoxicological model. Mar. Pollut. Bull. 48, 671-678.

Kim, T., Peter Sheng, Y., Park, K., 2010. Modeling water quality and hypoxia dynamics in
Upper Charlotte Harbor, Florida, U.S.A. during 2000. Estuar. Coast. Shelf Sci. 90,
250-263.

Koibuchi, Y., Isobe, M., 2007. Phytoplankton bloom mechanism in an area affected by
eutrophication: Tokyo Bay in spring 1999. Coast. Eng. J. 49, 461-479.

Koibuchi, Y., Ogura, H., Ando, H., Gomyo, H., Sasaki, J., Isobe, M., 2000. Observation of
annual cycle of nutrients in the inner part of Tokyo Bay. Annu. J Coast. Eng JSCE
Vol. 47, pp. 1066—1070.

198



Koibuchi, Y., Sasaki, J., Isobe, M., 2001. Study on budget and circulation of nitrogen and
phosphorus in Tokyo Bay. Proc Coast. Eng JSCE Vol. 48, pp. 1076—1080.

Li, K., Zhang, L., Li, Y., Zhang, L., Wang, X., 2015. A three-dimensional water quality
model to evaluate the environmental capacity of nitrogen and phosphorus in Jiaozhou

Bay, China. Mar. Pollut. Bull. 91, 306-316.

Liu, W.-C., Chan, W.-T., Young, C.-C., 2015. Modeling fecal coliform contamination in a
tidal Danshuei River estuarine system. Sci. Total Environ. 502, 632—-640.

Lopes, J.F., Silva, C.I., Cardoso, A.C., 2008. Validation of a water quality model for the Ria
de Aveiro lagoon, Portugal. Environ. Model. Softw. 23, 479-494.

Massoudieh, A., Bombardelli, F.A., Ginn, T.R., 2010. A biogeochemical model of
contaminant fate and transport in river waters and sediments. J. Contam. Hydrol.,
Frontiers in Reactive Transport: Microbial Dynamics nad Redox Zonation in the

Subsurface 112, 103-117.

Missaghi, S., Hondzo, M., 2010. Evaluation and application of a three-dimensional water
quality model in a shallow lake with complex morphometry. Ecol. Model. 221, 1512—
1525.

Na, E.H., Park, S.S., 2006. A hydrodynamic and water quality modeling study of spatial and
temporal patterns of phytoplankton growth in a stratified lake with buoyant incoming
flow. Ecol. Model., Ecological Models as Decision Tools in the 2Ist Century
Proceedings of a conference organized by the International Society for Ecological

Modelling (ISEM )in Quebec, Canada, August 22--24, 2004 199, 298-314.

Nakane, T., Nakaka, K., Bouman, H., Platt, T., 2008. Environmental control of short-term
variation in the plankton community of inner Tokyo Bay, Japan. Estuar. Coast. Shelf

Sci. 78, 796-810.

Okada, T., Furukawa, K., 2005. Mapping sediment condition and benthos of shoreward area

in Tokyo Bay. Annu. J Coast. Eng JSCE Vol. 52, pp. 1431-1435.

Okada, T., Furukawa, K., 2005. Mapping Sediment Conditions of Shoreward Area in Tokyo
Bay Using Echo Features. Proc. Civ. Eng. Ocean 21, 749-754.

199



Patankar, S., 1980. Numerical Heat Transfer and Fluid Flow. CRC Press.

Phillips, N., 1957. A Coordinate System Having some Special Advantages for Numerical
Forecasting. J. Meteorol. 14, 184—185.

Pochai, N., 2009. A numerical computation of a non-dimensional form of stream water
quality model with hydrodynamic advection—dispersion—reaction equations.

Nonlinear Anal. Hybrid Syst. 3, 666—673.

Rasmeemasmuang, T., 2007, Integrated Modeling of Multi-Class Sediment Dynamics in a
Semi-Enclosed Coastal Sea, PhD Dissertation, Yokohama National University,

147pp.

Rasmeemasmuang, T., Sasaki, J., 2008. Modeling of mud accumulation and bed

characteristics in Tokyo Bay. Coast. Eng. J. 50, 277-307.

Sano, H., 2014. Spatial Characteristics of Organic Rich Sediment Accumulation in the inner

part of Tokyo Bay, Master dissertation, The University of Tokyo, 71pp.

Sasaki, J., Isobe, M., 2000. Development of a long-term predictive model for baroclinic
circulation and its application to Blue Tide phenomenon in Tokyo Bay, in: Coastal

Engineering 2000. ASCE, pp. 3870-3883.

Sasaki, J., Kanayama, S., Nakase, K., Kino, S., 2009. Effective Application of a Mechanical
Circulator for Reducing Hypoxia in an Estuarine Trench. Coast. Eng. J. 51, 309-339.

Sasaki, J., Koibuchi, Y., Isobe, M., 2002. Realistic Numerical Simulation of Water Quality
and Ecosystems in Tokyo Bay, in: Proc. of the Third Joint Meeting of the Coastal
Environmental Science and Technology Panel of the United States-Japan Cooperative

Program in Natural Resources. pp. 143—157.

Sohma, A., Sekiguchi, Y., Kuwae, T., Nakamura, Y., 2008. A benthic—pelagic coupled
ecosystem model to estimate the hypoxic estuary including tidal flat—Model

description and validation of seasonal/daily dynamics. Ecol. Model. 215, 10-39.

Sohma, A., Sekiguchi, Y., Yamada, H., Sato, T., Nakata, K., 2001. A new coastal marine
ecosystem model study coupled with hydrodynamics and tidal flat ecosystem effect.

Mar. Pollut. Bull. 43, 187-208.

200



Tufford, D.L., McKellar, H.N., 1999. Spatial and temporal hydrodynamic and water quality
modeling analysis of a large reservoir on the South Carolina (USA) coastal plain.

Ecol. Model. 114, 137-173.

Wan, Y., Ji, Z.-G., Shen, J., Hu, G., Sun, D., 2012. Three dimensional water quality modeling
of a shallow subtropical estuary. Mar. Environ. Res. 82, 76-86.

Zhang, W., Watson, S.B., Rao, Y.R., Kling, H.J., 2013. A linked hydrodynamic, water
quality and algal biomass model for a large, multi-basin lake: A working management

tool. Ecol. Model. 269, 37-50.

Zhang, Z., Sun, B., Johnson, B.E., 2015. Integration of a benthic sediment diagenesis module
into the two dimensional hydrodynamic and water quality model — CE-QUAL-W2.
Ecol. Model. 297, 213-231.

Zhao, L., Li, Y., Zou, R, He, B., Zhu, X., Liu, Y., Wang, J., Zhu, Y., 2013. A three-
dimensional water quality modeling approach for exploring the eutrophication
responses to load reduction scenarios in Lake Yilong (China). Environ. Pollut. 177,

13-21.

Zhao, L., Zhang, X., Liu, Y., He, B., Zhu, X., Zou, R., Zhu, Y., 2012. Three-dimensional
hydrodynamic and water quality model for TMDL development of Lake Fuxian,
China. J. Environ. Sci. 24, 1355-1363.

Zheng, L., Chen, C., Zhang, F.Y., 2004. Development of water quality model in the Satilla
River Estuary, Georgia. Ecol. Model. 178, 457—482.

201



PUBLICATIONS

1. Amunugama, A.A.W.R.RM.K., Sasaki, J., Nakamura, Y. and Suzuki, T.

Development of a benthic-pelagic coupled model for reproducing water quality in

Tokyo Bay, J. JSCE B3(Oceanic Eng.), Vol., 71, 2015.

2. Amunugama, A.A.W.R.R.M.K., Sasaki, J., Nakamura, Y. and Suzuki, T. : Spatial

distribution of sediment quality in Tokyo Bay through benthic-pelagic coupled
modeling approach, J. JSCE B2(Coastal Eng.), Vol., 71, 2015. (in press)

202



	1. Introduction
	1.1 Background
	1.2 Objectives of this study
	1.3 Literature review
	1.4 Organization of the Dissertation

	2. Model Framework
	2.1 Development of a benthic-pelagic couple model
	2.2  Application of model to Tokyo Bay
	2.2.1 Model grid system
	2.2.2 Initial conditions
	2.2.3 Boundary conditions
	2.2.4 Time step and output
	2.2.5 Model forcing and validation


	3. Hydrodynamic, WAVE HINDCASTING AND BED SHEAR STRESS MODELS
	3.1 Hydrodynamic model
	3.1.1 Initial and boundary conditions
	3.1.2 Numerical scheme
	3.1.3 Grid system

	3.2 Wave hindcasting model
	3.3 Bed shear stress model

	4. Pelagic modULE IN ECOSYSTEM MODEL
	4.1 Governing differential equations for any scalar parameter
	4.1.1 Discretization of advection and diffusion equation
	4.1.2 Surface and bottom boundary conditions
	4.1.2.1 Surface boundary conditions
	4.1.2.2 Bottom boundary conditions

	4.1.3 Particulate matter settling
	4.1.4 Source terms
	4.1.4.1 Biochemical processes in water column
	4.1.4.1.1 Modeling of Phytoplankton
	4.1.4.1.1.1 Nutrient Limit
	4.1.4.1.1.2 Light Limit
	4.1.4.1.1.3 Temperature Limit

	4.1.4.1.2 Kinetic Equations for source terms in pelagic model




	5. Benthic modULE IN ECOSYSTEM MODEL
	5.1 Porosity change with respect to particulate organic carbon content
	5.2 Layer thickness adjustment
	5.3 Renewal of concentrations of state variables
	5.4 Governing differential equations for any scalar parameter
	5.4.1 Dissolved matter
	5.4.1.1 Discretization of advection and diffusion equation

	5.4.2 Particulate matter
	5.4.2.1 Discretization of advection and diffusion equation

	5.4.3 Surface and bottom boundary conditions
	5.4.3.1 Dissolved matter
	5.4.3.1.1 Surface boundary conditions
	5.4.3.1.2 Bottom boundary conditions

	5.4.3.2 Particulate matter
	5.4.3.2.1 Surface boundary conditions
	5.4.3.2.2 Bottom boundary conditions


	5.4.4 Solution for the discretized equations
	5.4.5 Source terms
	5.4.5.1 Kinetic equations for source terms in benthic model


	5.5 Evaluation of the burial rate

	6. Boundary flux analysis and Benthic-pelagic model coupling
	6.1 Dissolved oxygen flux at the water surface
	6.2 Flux at sediment-water interface
	6.2.1 Dissolved matter
	6.2.1.1 Diffusion flux at the surface boundary
	6.2.1.2 Advection Flux at the surface boundary


	6.3 Flux at the bottom of the sediment
	6.3.1 Dissolved matter
	6.3.1.1 Advection flux at the bottom boundary

	6.3.2 Particulate matter
	6.3.2.1 Advection flux at the bottom boundary


	6.4 Benthic-pelagic model coupling and bottom boundary treatment
	6.4.1 Boundary flux treatment in pelagic model
	6.4.1.1 Dissolved matter
	6.4.1.2 Particulate matter

	6.4.2 Boundary flux treatment in benthic model
	6.4.2.1 Dissolved matter
	6.4.2.2 Particulate matter



	7. Results and discussion
	7.1 Water quality
	7.1.1 Salinity and temperature
	7.1.2 Chlorophyll_ a
	7.1.3 Dissolved oxygen
	7.1.4 Phosphate phosphorous
	7.1.5 Ammonia nitrogen
	7.1.6 Nitrate nitrogen
	7.1.7 Dissolved silica

	7.2 Sediment quality
	7.2.1 Spatial distributions of sediment quality
	7.2.1.1 Particulate organic carbon content
	7.2.1.2 Water content
	7.2.1.3 Total phosphorous content and total nitrogen content
	7.2.1.4 Effect of bed formation on water quality

	7.2.2 Vertical distribution of sediment quality

	7.3 Effect of flux on water and sediment quality
	7.4 Long term water and sediment quality

	8. Sensitivity analysis
	8.1 Consistency of the pelagic model on settling
	8.2 Consistency of the benthic model under no flux condition
	8.3 Consistency of the benthic-pelagic coupled model
	8.4 Sensitivity analysis on discharge magnification factor
	8.5 Sensitivity analysis on sediment layers
	8.6 Sensitivity analysis on sorption and desorption
	8.7 Sensitivity analysis of critical BSS on deposition and erosion
	8.8 Sensitivity analysis of particulate organic carbon settling velocity on deposition

	9. Conclusions



