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ABSTRACT 

Antenna is always one of the most remarkable wireless devices. Every wireless communication 

system need antenna to couple propagating electromagnetic waves from and to the system. The 

antenna, which is a guide wave – free space wave converter, was firstly established by Hertz 

in 1886. The wireless system worked at meter wave, used a dipole as transmitting antenna and 

a loop as receiving antenna. However, the system was only in experimental stage. Decades later, 

another researcher, Marconi, started normal wireless communication commercial service over 

Atlantic Ocean. Since then, antenna has been more and more important and is indispensable to 

our life now. 

Nowadays, antennas are designed to have diverse geometries and sizes to be used for diverse 

applications. However, as we are not able to directly see, hear or touch electromagnetic wave, 

it is not easy to design an antenna. Moreover, the antenna design means we have to consider 

how to make the design satisfy appropriate feeding impedance, radiation pattern, polarization, 

efficiency and sometimes even limited size. The appropriate feeding impedance indicates 

sufficient small reflections losses due to mismatch at the interface between transmission line 

and the antenna. Thus, we have to make radiation reactance approximate to zero, and match 

radiation resistance of the antenna to characteristic impedance of the transmission line. Besides, 

not only impedance but also other indexes must be considered. Although antenna can be 

regarded as a kind of high-frequency circuit, the process of the design is obviously more 

complex than designing other high-frequency circuits. 
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In modern times, people usually use computer simulation software to calculate and design 

antennas. These software are based on some ripe numerical analysis method, e.g. Method of 

Moment (MoM), Finite Element Method (FEM) and Finite-Difference Time-Domain method 

(FDTD). The software provide intuitionistic graphical interface, and greatly reduce calculation 

time. As a result, people can arbitrarily change antenna parameters to study antenna 

characteristics and obtain desired results. The high speed of calculation bring about 

convenience, but also cause some negative phenomenon. E.g. as the software are not able to 

provide thorough physical insight of antenna operating mechanism and fundamental design 

guidance, the people who can design antennas by using the software may not understand more 

principles of the antenna. It would bring about a severer problem that the procedure of the 

design may cost more time because of blind parameter adjustments. 

Thus, we need an analysis method providing thorough physical insight to explain antenna 

working mechanism. Theory of characteristic modes, which is based on the MoM, is one of the 

best choices for this issue. Antenna analysis based on the theory provide a set of characteristic 

modes which have characteristic currents orthogonal to each other at source area and 

characteristic fields orthogonal to each other at infinity. This set of characteristic modes are 

current modes numerically obtained for discretionarily shaped conducting bodies, only relate 

to structure, size and frequency of the antenna, and provide a physical explanation of the 

radiation phenomena taking place on the antenna. However, it can obtain and control these 

modes by setting suitable feeding position, amplitude and phase. According to the theory, the 

excited modes and their synthetic field result as antenna’s resonance and radiation field. This 

point is the reason why it worth being studied. By calculating and analyzing these characteristic 

modes in concerned frequency range it may get more information about antenna’s working 

mechanism, which may be difficult or not that clear by using common analysis. Moreover, by 

adjusting antenna structure or feeding type may control the modes’ response, therefore these 

information can provide guidance for antenna parameters adjustment and optimization. 

Study of characteristic modes for the antenna parameters optimization is going to be 

expounded as following. In chapter 1, we introduce background and our target for this study. 

In chapter 2, brief overview and the theory of characteristic modes are expounded. Before this, 
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overview of MoM will be involved as warm-up. A compact composite antenna composed of 

two orthogonally polarized component antennas is proposed to reduce correlation and realize 

miniaturization in chapter 3. In Chapter 4, we use the characteristic modes analysis to discuss 

problem of cross-polarization of a disk loaded monopole antenna which is introduced in 

Chapter 3. In Chapter 5, at first, a double notched antenna is used as an example to show how 

to make it radiate both omni-directional and bi-directional radiation patterns by adjusting the 

associated characteristic modes of the antenna. Then, characteristic modes of an omni-

directional four notched array antenna are calculated to identify the relationship between an 

unexcited mode and antenna radiation pattern. 

In Appendix I, the characteristic modes analysis is tried to explain neutralizing phenomenon 

occurring on two closely adjacent PIFA elements that are connected by a shorted line. While in 

Appendix II, A 4G cellular antenna designed for eyewear wireless devices is introduced and 

analyzed by using the theory of characteristic modes to understand the antenna’s operational 

principle and optimized antenna feeding position. 
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CHAPTER 1 

INTRODUCTION 
 

 

 

 

1.1 Background 

 

Since it was firstly invented and used, antenna has become more and more important and 

indispensable to our life. As one of the most significant applications, personal mobile 

communication system has only developed for less than 30 years, and has been evolving from 

1st generation to 5th generation during the period. A huge number of base station antennas have 

been established to form the worldwide cellular networks. At the same time, billions of wireless 

devices such as smart phones, mobile phones and tablet computers are connecting the internet 

at every minute. Especially due to the development of smart phones and tablet computers in 

these years, demand of data communication is rapidly increasing. The situation causes various 

advanced antennas to satisfy the huge demand. 

  The IEEE Standard Definitions of Terms for Antennas1 defines the antenna as “a means for 

radiating or receiving radio waves.” [1] In other words, the antennas belong to a kind of 

convertor to transform current at radio frequency to electromagnetic wave or its opposition. 

For wireless communication systems, the antenna is one of the most critical components. A 

                                                 
1 IEEE Transactions on Antennas and Propagation, vols. AP-17, No. 3, May 1969; AP-22, No. 1, January 1974; and AP-31, 
No. 6, Part II, November 1983. 
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good design of the antenna can relax system requirements and improve overall system 

performance. A typical example is TV, for which the overall broadcast reception can be 

improved by utilizing a high-performance antenna. The antenna serves to a communication 

system the same purpose that eyes and eyeglasses serve to a human. In addition, to receiving 

or transmitting energy, an antenna in an advanced wireless system is usually required to 

optimize or enhance the radiation energy in some directions and suppress it in others. Thus the 

antenna must also serve as a directional device. Then, it must take various forms to meet the 

particular need. It may be a piece of conducting wire, an aperture, a patch, an array, a reflector, 

a lens, etc. 

The field of antennas is vigorous and dynamic. Over the last 60 years antenna technology 

has been always an indispensable partner of communications revolution. Many major advances 

that occurred during this period are in common use today. However, many more issues and 

challenges are facing us today, especially since the demands for system performances becomes 

even greater. Designing a novel and high-performance antenna is a complex process. Originally, 

as we are not able to directly see, hear or touch electromagnetic wave, it is not an easy process 

to design an antenna. Moreover, the antenna design means we have to consider how to make 

the design satisfy appropriate feeding impedance, radiation pattern, polarization, efficiency and 

sometimes even limited size. The appropriate feeding impedance indicates sufficient small 

reflections losses due to mismatch at the interface between transmission line and the antenna. 

Thus, we have to make radiation reactance approximate to zero, and match radiation resistance 

of the antenna to characteristic impedance of the transmission line. Besides, not only 

impedance but also other indexes must be considered. Although antenna can be regarded as a 

kind of high-frequency circuit, the process of the design is obviously more complex than 

designing other high-frequency circuits. 

While in the first half of this century antenna designs may have been considered almost as 

“cut and try” operations, in these years people usually use computer simulation software to 

calculate and design antennas. These software are based on some ripe numerical analysis 

method, such as Method of Moment (MoM), Finite Element Method (FEM), Finite-Difference 

Time-Domain method (FDTD) and Transmission Line Method (TLM) for low frequency 
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applications, and Geometrical Theory of Diffraction (GTD) or Physical Theory of Diffraction 

(PTD) for high frequency applications, etc. These software provide intuitionistic graphical 

interface, and are able to greatly reduce calculation time. Thus, people can arbitrarily change 

antenna parameters to study antenna characteristics and obtain desired results. High speed of 

the calculation bring about convenience, but also cause some negative phenomenon. As the 

software are not able to provide thorough physical insight of antenna operating mechanism and 

fundamental design guidance, the people who can design antennas by using the software may 

not understand more principles of the antenna. Moreover, it would bring about a severer 

problem that the procedure of the design may cost more time because of the blind parameter 

adjustments. 

Therefore, we need an analysis method providing thorough physical insight to explain 

antenna working mechanism. Theory of characteristic modes, which is based on the MoM, is 

one of the best choices for this issue. Antenna analysis based on the theory provide a set of 

characteristic modes which have characteristic currents orthogonal to each other at source area 

and characteristic fields orthogonal to each other at infinity. This set of characteristic modes 

are current modes numerically obtained for discretionarily shaped conducting bodies, only 

relate to structure, size and frequency of the antenna, and provide a physical explanation of the 

radiation phenomena taking place on the antenna. However, it can obtain and control these 

modes by setting suitable feeding position, amplitude and phase. According to the theory, the 

excited modes and their synthetic field result as antenna’s resonance and radiation field. This 

point is the reason why it worth being studied. By calculating and analyzing these characteristic 

modes in concerned frequency range it may get more information about antenna’s working 

mechanism, which may be difficult or not that clear by using common analysis. Moreover, by 

adjusting antenna structure or feeding type may control the modes’ response, therefore these 

information can provide guidance for antenna parameters adjustment and optimization. 
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1.2 Numerical Methods for Antenna Analysis 

 

Generally as numerical methods, Integral Equation method and high frequency methods such 

as the Geometrical Theory of Diffraction (GTD), have been used for the analysis of many 

previously intractable antenna problems in the last three decades.  

As its name, the Integral Equation method solves the solution of the antenna problem in form 

of an integral where unknown is a part of the integrand. The unknown is usually the induced 

current density. Then, numerical calculations such as the MoM, which will be briefly discussed 

in Chapter 2, are used to solve the unknown. Once the current density is found, radiation 

integrals are used to find the fields radiated and other antenna parameters. This method is 

originally most convenient for wire-type antennas and more efficient for antenna structures that 

are electrically small [2][3]. 

When the dimensions of the antenna are too big comparing with concerned frequency 

wavelength, the Integral Equation method will be not so computationally efficient. However, 

high-frequency asymptotic methods can be used to analyze this kind of mathematically 

intractable problems. One such method that has received considerable attention and application 

over the years is the GTD, which is an extension of geometrical optics (GO), and it overcomes 

some of the limitations of GO by introducing a diffraction mechanism. Other methods, such as 

the PTD and Multi-Level Fast Multi-pole Method (MLFMM) are also the high frequency 

asymptotic methods. These methods will not be discussed in this thesis. However, for example, 

detailed introduction of the GTD can be found in [3], while some interesting advances and 

applications are found in [4][5]. 

Another method, which has received a lot of attention in scattering, is the Finite-Difference 

Time-Domain (FDTD) method. This method has also been studied and successfully applied to 

many antenna radiation problems [6]-[9]. Besides, a method named Finite Element Method 

(FEM) has also been extensively utilized [10]-[13]. 

Part of the numerical methods for antenna analysis and computational electromagnetics are 

briefly summarized and compared in following Table 1. 1 and Figure 1. 1. 
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Table 1. 1 

Comparison of part of the numerical methods for antenna analysis 

 
Most suitable 

problems 
Features of modeling Problems in computation 

MoM 
Wire and surface 

structures 
Difficult for interior constructions

Heavy for inhomogeneous mediums, 

almost only for low frequency problems 

FDTD 
Complex interior 

constructions 

Easy for inhomogeneous 

mediums 

Heavy and may cause inaccurate for 

intensive structures such as array antennas

FEM 
Effective for interior 

EM problems 

Electrical and physical dimension 

can be separately defined 

Hard for intensive structures. Boundary 

modeling is necessary 

GTD / 

PTD 

Electrically big 

structures and scatterers 

Cannot provide any antenna 

parameters information 

Fast, but only effective for high frequency 

and far field issues 

 

 
Figure 1. 1 Relation between the numerical methods. 

 

EM problems

Exact solution

Integral expression of 
Maxwell equations

MoM FEM

Differential 
expression of 

Maxwell equations

FDTD

Approximate 
solution

Directly 
approximate

Series expansion of 
Maxwell equations

GTD GO

Indirectly 
approximate

Asymptotic expansion 
of Maxwell equations

PTD PO
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1.3 Brief Overview of Characteristic Modes 

 

As it has been introduced in 1.1, other than the classical numerical methods for antenna analysis, 

some other analysis method that can provide thorough physical insight to explain antenna 

working mechanism is meaningful and interesting for both challenge and practicability. The 

theory of characteristic modes is such a method. The characteristic modes are essentially 

current modes numerically calculated for discretionarily shaped conducting bodies, and only 

relate to structure, size and frequency of the antenna. The modes are able to indicate natural 

resonance of the antenna, and are expected to provide physical explanation of the radiation 

phenomena taking place on the antenna. 

Looking back to its history, the theory of characteristic modes was firstly generalized to 

analyzing conductors in arbitrary shape by Robert J. Garbacz in 1971 [14], based on the MoM. 

Then, Roger. F. Harrington and Joseph R. Mautz summarized and improved the theory [15][16]. 

There is a point significantly noticeable that although the theory of characteristic modes is 

mainly used for perfectly conducting bodies, it was generalized to calculating dielectric and 

magnetic bodies by Harrington [17]. The major difference is verified that the characteristic 

currents in material bodies are volume distributions, while for perfectly conducting bodies they 

are surface distributions. This point will be mentioned in Chapter 2. By this time, the theory is 

named classical theory of characteristic modes. In this theory, the characteristic currents are 

orthogonal to each other over source region, and the characteristic fields are orthogonal to each 

other only over spherical surface at infinity. 

While in 1982, a Japanese researcher, N. Inagaki proposed another generalized theory of 

characteristic modes [18][19]. Inagaki treated more general case where the region of 

observation does not necessarily coincide with the source region, resulting in orthogonal 

properties over more general regions than the body surface and the sphere at infinity. According 

to the study, the modes are more general than the classical characteristic modes in that they can 
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be constructed to be orthogonal over any sector of space, as well as orthogonal over the source 

region. Except when the operator is improperly singular, the completeness and orthogonality 

properties of the eigensolutions make them attractive for expanding arbitrary fields and sources 

associated with discrete or continuous radiating or scattering systems. 2 years later, David M. 

Pozar summarized and discussed the set of the referred weighted Inagaki modes [20][21]. The 

orthogonality properties of the generalized characteristic modes are considered make them 

ideally suited for problems in antenna pattern synthesis and optimization, providing advantages 

such as versatility and computational efficiency over other methods. Pozar used the method to 

constrain pattern synthesis for a line source and a printed dipole array, and for constrained 

directivity optimization of a free-space dipole array, as examples. The examples demonstrated 

the weighted Inagaki modes’ good computational efficiency and generality. While in 1990, D. 

Liu with Garbacz and Pozar proposed another set of generalized characteristic modes which is 

similar with the Inagaki modes but can reduce computation time [22]. It was confirmed that 

new eigenvalues have a clear physical meaning, i.e., they relate the power radiated to the net 

reactive power stored around the obstacle. 

 

 

 

1.4 Early Studies on Applications for Reference 

 

Since the theory of characteristic modes was proposed, Harrington and Mautz reported its 

application for loaded N-port scatterer, scattering sections and radiation pattern synthesis [23]-

[25]. In their reports, the mode currents diagonalize the loaded N-port impedance matrix. The 

mode fields form an orthonormal set on the radiation sphere. Because of these properties, 

problems of analysis, synthesis and optimization become conceptually simpler. Moreover, if 

the resonated mode current provides the major contribution to the scattered field, then the 

reactively loaded object will have a scattering pattern approximately equal to the radiation 

pattern of the same object excited by the given set of port currents. Various synthesis and 
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optimization procedures can be used to obtain real port currents whose fields have desirable 

radiation characteristics. 

  Originally, the theory was applied to antenna shape synthesis [22][26][27], and control of 

obstacle scattering by reactive loading [23]-[25], but practically almost fell into disuse later 

during a long time. Although it has not been found there is any report explains the reason of 

disuse, the author2 thinks the computational complexity of the MoM, which is the foundational 

numerical method of the characteristic modes, is the primary restrict, especially for complex 

and electrically big antenna structures, through that period. 

However, with considerable improvement of computation, the theory was revisited little by 

little in recent years. As even whole body of a car can be calculated by MoM, a study on vehicle 

antenna was proposed [28]. This paper reviewed the problems associated with near-vertical-

incidence mode of skywave propagation via the ionosphere, and examined the stringent 

requirements that these place on the antennas. Since unusual problems often require unusual 

solutions, the method of characteristic modes was used. This determined how the natural 

distribution of currents, both on the antenna and on the vehicle itself could be used to enhance 

the radiation towards the zenith. 

There is an outstanding paper [29] in that the theory of characteristic modes is briefly and 

clearly introduced. Design examples of different types of antennas was presented in the paper, 

with the aim of demonstrating that characteristic modes are really helpful for antenna design 

and optimization. There are some studies reported the method can be successfully used to 

widen impedance bandwidth of planar dipole antenna [30], wire antenna [31] and helical 

spherical antenna [32]. The method is thought suitable for antennas with multiple potential 

operating modes, such as antennas with multiple resonances or more than one polarizations. 

These years, some antennas for MIMO systems [33]-[38] or that with UWB property [39][40] 

have been analyzed by using the theory of characteristic modes. Also, the theory can be finely 

used for circularly polarized antenna [29][41], because the two orthogonal current modes can 

be easily observed. 

                                                 
2 Shen Wang 
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Most of the related studies are for applications on various antennas, while there is one paper 

[42] is for a considerable important problem that is how to find and decide feeding position to 

excited desired mode. As an alternative feeding method, reactive near-field behaviors of the 

characteristic mode were studied, since they give insights into where the coupled energy can 

be maximized for a given mode, while reducing the probability of coupling to other modes. 

 

 

Figure 1. 2 Surface current distribution of the first three characteristic modes of a rectangular 

PCB (left). Current distribution at edges of the PCB of the first three characteristic modes (right, 

a), and the optimum location of inductive (right, b) and capacitive (right, c) exciters [42]. 
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Figure 1. 2 shows surface current distribution of the first three characteristic modes of a 

rectangular PCB as an example in [42]. The specific current distributions of the characteristic 

modes can be confirmed mainly characterized by the sinusoidal behavior at the edges of the 

PCB. It illustrates the current distributions of the characteristic modes J1, J2 and J3 at the edges 

of the major and minor axes (right, a). Also, it shows that each characteristic mode has its 

maxima and minima of the current distribution at specific positions. In addition, to the current 

distribution, we can also consider electric near field distribution on the plate. The electric near 

field and the current distribution will have a phase difference of 90°. I.e. the electric near field 

distribution will have its minima amplitude at maxima of the current distribution, and vice 

versa. Therefore, a specific mode can be excited by inductive couplers located at the maxima 

of the current distribution (right, b), while capacitive couplers should be placed in the minima 

of the current distribution (right, c). This investigation shows that a desired mode can be excited 

separately either by inductive or capacitive couplers placed in predefined positions. In addition, 

the authors of [42] were able to show that inductive couplers offer advantages over capacitive 

couplers in terms of selective excitation of specific wave modes. More details may be found in 

[43]-[46]. 

 

 

 

1.5 Objectives and Contributions of this Thesis 

 

As has been introduced in Section 1. 4, so far, studies of the characteristic modes almost 

concentrated on discussing antennas resonance characteristics. It is true that frequency response 

of the modes is directly related to antennas resonance response when specific excitation is 

decided. This special property of the characteristic modes make itself significantly useful for 

problems of deeply exploring antennas resonance characteristics. However, reports about 

relationship between modes response and radiation pattern of the antennas with specific 
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excitation are seldom seen. It is known that similar with antennas resonance response, radiation 

pattern of the antenna with specific excitation will perform that of the excited modes. However, 

to the modes which are unexcited by the specific excitation, it is not very clear how they can 

impact the antennas radiation pattern. 

Moreover, the theory of characteristic modes is used for antenna design so far. There is rarely 

not any research try to utilize the theory for clarifying physical phenomenon that cannot be 

clearly explained by utilizing general analysis methods.  

The objectives and contributions of this thesis are summarized as follows. 

 

 This thesis devotes to engineering applications of the theory but not the theory itself. 

 This thesis contributes to illustrating how to use the characteristic modes to analyze 

antenna, adjust antenna parameters and help us to effectively realize desired antenna 

performances. 

 This thesis provides a concise refinement of Integral Equation method based on the 

MoM and the theory of characteristic modes, in Chapter 2. 

 As an indoor antenna for MIMO system that is able to reduce mutual correlation 

between component antennas and meanwhile, keep compact structure and size, a 

compact composite antenna composed of two orthogonally polarized component 

antennas is proposed to reduce correlation and realize miniaturization. Besides, a 

bandwidth and radiation pattern enhanced sample antenna is proposed, in Chapter 3. 

 We use the characteristic modes analysis to discuss problem of cross-polarization of a 

disk loaded monopole antenna which is introduced in Chapter 3. It finds the feeding 

structure of disk loaded monopole tends to excite those modes have radial current 

distribution from center area to edge areas of the ground plane; and a ground mode 

providing absolutely uniform radial current distribution is considered that can reduce 

the horizontal polarization component radiated by the ground plane. Chapter 4 provides 

detailed discussion. 

 A double notched antenna is used as an example to show how to get both omni-

directional and bi-directional radiation patterns by adjusting characteristic modes of the 
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antenna, in Chapter 5. Considering the issue that it was not very clear that how the 

unexcited modes of an antenna can impact its radiation pattern, characteristic modes of 

an omni-directional four notched array antenna are calculated to identify the relationship 

between an unexcited mode and antenna radiation pattern, also in Chapter 5. 

 The characteristic modes analysis is tried to explain neutralizing phenomenon occurring 

on two closely adjacent PIFA elements that are connected by a shorted line. The 

characteristic modes are calculated to discuss how the optimized shorted line helps 

reducing S21 coefficient, in Appendix I. 

 A 4G cellular antenna designed for eyewear wireless devices is introduced and analyzed 

by using the theory of characteristic modes in Appendix II. The analysis of the 

characteristic modes, which occur on the antenna’s ground plane, clearly helped us to 

understand the antenna’s operational principle and optimized antenna feeding position. 

 

 

Figure 1. 3 The constitute of this thesis. 
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1.6 Characteristic Mode Analysis by FEKO3 

 

As it will also be talked in Chapter 2, according to [15], the characteristic modes are defined 

by an eigenvalues equation. Characteristic eigenvalues, the most important coefficient in the 

theory of characteristic modes, are solved by the equation. If calculate the eigenvalues in 

Matlab, the linear equation is transformed into a mixed-potential integral equation (MPIE) [47] 

or a Rao-Wilton-Glisson (RWG) basis functions [48] using the MoM. 

However, FEKO also started providing characteristic modes calculation function from 

September 2012 in its version 6.2 [49]. Considering convenience of antenna modeling, we 

utilize FEKO to calculate the characteristic modes in following Chapters. In addition, the 

FEKO updated Mode Tracking function in version 6.3 [50][51]. Since the modes may change 

with frequency, causing the mode index to switch if no tracking is implemented, as shown in 

Figure 1. 4 (a). Mode tracking is based on ordering the modes correctly at each frequency, 

relative to their rankings at the first frequency point. The new algorithm makes the working 

even more intuitive as shown in Figure 1. 4 (b). Moreover, it clarifies that the new version also 

extended to support dielectric and magnetic materials with the MoM with the surface 

equivalence principle, and apertures with the planar Green’s function [50]. 

 

 

         
(a)                               (b) 

Figure 1. 4 Characteristic angle plot with no tracking (a) and with tracking (b) [50][51]. 

 

                                                 
3 A commercial electromagnetic solutions software; linked to https://www.feko.info/ 
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1.7 Summary 

 

As the antenna geometry becomes more complicated, more often than not there is no closed 

formulation to analyze it. Under this circumstances, the time required for antenna design can 

be dramatically reduced by using computers and commercial simulators based on numerical 

methods. However, even with the support of computers, success of the final design still depends 

upon the intuition and previous experience of the designers. Actually in most cases, the final 

optimization is in fact made by “cut and try” methods. As a result, these days antenna design 

is very much governed by designers’ experience and know-how. 

  Because time-to-market is critical, efficiently antenna design is considerably important. The 

characteristic modes analysis is just such a method that can alleviate the problem. 

What should be underline once again is that since characteristic modes are independent of 

any kind of excitation, they only depend on the shape and size of the conducting object. Thus, 

antenna design using characteristic modes can be performed in two steps. First, the shape and 

size of the radiating element are optimized. If the size of the element is scaled, the resonant 

frequency of the modes will be modified, whereas if the shape of the element is varied, not 

only the resonant frequency but also the radiating properties of the modes will change. Next, 

the optimum feeding configuration is chosen so that the desired modes may be excited. 

In the following Chapter 2, we are going to concisely refine the MoM and the theory of 

characteristic modes. 
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CHAPTER 2 

THEORY OF CHARACTERISTIC MODES 
 

 

 

 

2.1 Introduction 

 

The author4 believe that almost all the antenna designers or researches would agree with an 

opinion that impedance problem is the most important issue to any antenna design. 

An antenna can be represented by an equivalent impedance: 

 

஺ܼ ൌ ܴ஺ ൅ ݆ ஺ܺ 

                            (2-1) 

where 

ܴ஺ = antenna resistance at feeding-point 

஺ܺ = antenna reactance at feeding-point 

ܴ஺ is consisted of two parts: 

 

ܴ஺ ൌ ܴ௥ ൅ ܴ௟ 

                             (2-2) 

                                                 
4 Shen Wang 
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where 

ܴ௥ = radiation resistance of the antenna 

ܴ௟ = loss resistance of the antenna 

The equivalent impedance is attached at the feeding-point which is used to connect the antenna 

to a transmission line. Generally, this impedance is called the feeding-point impedance. 

However, when the antenna is radiating in an unbounded medium, in the absence of any other 

interfering elements or objects, the feeding-point impedance is the same as self-impedance of 

the antenna. 

There are many methods that can be used to calculate the impedance of an antenna [52]. If 

ignore the approximate solutions for some high frequency cases, in general, these methods can 

be classified into four categories:  

 

(1) Boundary value method; 

(2) Transmission line method; 

(3) Poynting vector method; 

(4) Differential equation method; 

(5) Integral equation method. 

 

Extensive and brief discussions and comparisons of these methods have been reported in 

[52][53]. 

The boundary value approach is the most basic method. It treats the antenna as a boundary 

value problem. The solution to this method is obtained by enforcing the boundary conditions 

that usually the tangential electric field components vanish at the conducting surface. In turn, 

the current distribution and finally the impedance are determined as solutions to the problem. 

The principal disadvantage of this method is that it only has a few limited applications. It can 

only be applied and solved exactly on simplified geometrical shapes. 

The transmission line method, which has been used extensively by Schelkunoff [54], treats 

the antenna as a transmission line. This method is most convenient for the biconical antenna. 

Since it utilizes tangential electric field boundary conditions for its solution. This technique 



１７ 
 

may also be classified as a boundary value method. 

The basic approach of the Poynting vector method is to integrate the Poynting vector, which 

denotes power density, over a closed surface. The closed surface chosen is usually either a 

sphere with a very large radius ܴ or a surface that coincides with the surface of the antenna. 

Here ܴ ൒ ଶܦ2 ⁄ߣ , and ܦ is the largest dimension of the antenna. The method that utilizes the 

antenna surface was utilized for the calculation of antenna impedances [55]-[57]. 

The impedance of an antenna can also be calculated by using the Differential Equation 

method or the Integral Equation methods with a numerical technique solution, which has been 

briefly introduced in Chapter 1. Since the theory of characteristic modes is based on the MoM 

(Method of Moment), which is one of the Integral Equation methods, we ignore the Differential 

Equation method in this thesis.  

The MoM, which in the late 1960s was extended to solve electromagnetic problems, is 

analytically simple [58]-[65]. Besides the electromagnetic problems, it is versatile that can be 

applied to various problems. However, it requires large amounts of computation. The limitation 

of this Integral Equation method is usually the speed and storage capacity of the computer, as 

that has been referred in Section 1.2 of the Chapter 1. Moreover, it is important that comparing 

with exact solutions based on extraordinarily complex Sommerfeld integral formulations [66], 

a method based on Equivalence Principle [67][68] is widely utilized. Due to its convenience, 

this approach is very general, and it can be used with today’s modern computational methods 

and equipment to compute the characteristics of complex configurations of antenna elements, 

especially appropriate for dielectric materials, such as microstrip structures using substrate. 

Based on this method, characteristic modes of not only conductor but also dielectric materials 

are able to be calculated. In fact, the commercial simulator FEKO is using its numerical code 

with method based on the Equivalence Principle [50]. 

Section 2.2 will be an overview of electric field integral equation based on full equivalent 

current, and the MoM solution for the equivalent current. To demonstrate the approach, we will 

initially consider a specific antenna element using microstrip structure as example. In addition, 

because the characteristic modes are independent of any kind of excitation, we will only 

consider the self-impedance of the antenna element. 
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Section 2.3 provides a concise refinement of the theory of characteristic modes. This 

discussion will be separated to the derivation of the classical characteristic modes and the 

comparison of the characteristic modes analysis and the common antenna analysis. 

Incidentally, in [52]-[65] there are many age-old books that difficult to acquire, nevertheless, 

some excerpts of the books can be read on the Internet5. 

 

 

 

2.2 E-Field Integral Equation and Method of Moment 

 

As was introduced in Section 2.1, equivalence principle for the MoM can considerably simplify 

the complex and heavy computation. The core idea is to use the equivalence principle to replace 

all conducting bodies by equivalent surface electric currents, and all dielectrics by equivalent 

volume polarization currents. The respective boundary conditions on the conducting bodies 

and the dielectrics are utilized, establish two integral equations, and then use the MoM to solve 

for the electric current on the entire structure. 

  If appropriate primary function is selected, this approach is thought theoretically suitable for 

antennas with any structures. [68] presented some typical results to illustrate the effectiveness 

and potential of this method. 

 

 

 

2.2.1 E-Field Integral Equation Based on Full Equivalent Current 
 

In this section, we use the equivalence principle to establish electric field (E-field) integral 

equation based on full equivalent current to analyze a microstrip antenna element. The so-called 

Full Equivalent Current means that use free-space radiation from the equivalent surface 

                                                 
5 http://ieeexplore.ieee.org/Xplore/home.jsp ; http://books.google.com/ ; etc. 
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currents to replace influence by the conductors, and free-space radiation from the equivalent 

polarization currents to replace influence by dielectrics. Both the equivalent surface currents 

and the equivalent polarization currents are currents that distribute in the free-space. Thus, the 

Green’s function for free-space can be utilized to calculate equivalent E-field. As is known to 

all, the Green’s function for free-space is the simplest one comparing to other situations. In 

following analysis, we strictly take the influence by finite ground plane into consideration. 

  Essentially, E-field integral equation is established by that tangential E-field on a perfect 

conductor surface is equal to 0. Figure 2. 1 shows a basic model for the E-field problems on 

perfect conductor. 

 

 

Figure 2. 1 A basic model for E-field problems. 

 

 

Under the excitation of incident E-field, total E-field at arbitrary location ࢘ is: 

 

ሺ࢘ሻࡱ ൌ ሺ࢘ሻ࢏ࡱ ൅  ሺ࢘ሻ࢙ࡱ

                         (2-3) 

where 

 ࢘ ሺ࢘ሻ = incident E-field at location࢏ࡱ  
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 ࢘ ሺ࢘ሻ = scattered E-field at location࢙ࡱ  

The scattered E-field ࢙ࡱሺ࢘ሻ consists of two components. The first component is due to the E-

field produced by the induced current on the conductor due to the incident E-field ࢏ࡱ, while 

the second component is due to the E-field produced by the induced volume polarization 

current in the dielectric. Hence: 

 

ሺ࢘ሻ࢙ࡱ ൌ ሿࢉࡶ௖ሾܮ ൅  ሿࢊࡶௗሾܮ

                       (2-4) 

where 

 ࢏ࡱ the induced current on the conductor due to the incident E-field = ࢉࡶ  

 ࢏ࡱ the induced volume polarization current in the dielectric due to the incident E-field = ࢊࡶ  

 ࡶ	ሿ = the E-field produced byࡶሾܮ  

Figure 2. 2 shows a typical E-field problems for multi-layer structures such as microstrip 

 

 

Figure 2. 2 E-field problems for multi-layer structures. 
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We have: 

 

ሿࢉࡶ௖ሾܮ ൌ െ݆߱ࢉ࡭ െ સ߶௖

ൌ െ
଴ߤ݆߱
ߨ4

ඵ ,ሺ࢘ࡳሺ࢘ሻࢉࡶ ࢘ᇱሻ݀ݏᇱ

ୡ୭୬ୢ୳ୡ୲ୣ୰

െ
સ

଴ߝߨ4
ඵ ,ሺ࢘ࡳ௖ሺ࢘′ሻߩ ࢘ᇱሻ݀ݏᇱ

ୡ୭୬ୢ୳ୡ୲ୣ୰

 

(2-5) 

where 

࢘ = field coordinate 

  ࢘ᇱ = source coordinate 

  ߱ = angular frequency 

 ଴ = permittivity of free spaceߝ  

 ଴ = permeability of free spaceߤ  

 ௖ = charge density on the conductorsߩ  

,ሺ࢘ࡳ   ࢘ᇱሻ = Green’s function of free space 

and 

 

,ሺ࢘ࡳ ࢘ᇱሻ ൌ ݁ି௝௞బோ ܴ⁄  

                         (2-6) 

where 

 

ܴ ൌ ඥሺݔ െ ሻଶ′ݔ ൅ ሺݕ െ ሻଶ′ݕ ൅ ሺݖ െ  ሻଶ′ݖ

                 (2-7) 

݇଴ ൌ
ߨ2
଴ߣ

ൌ ߱ඥߝ଴ߤ଴ 

                            (2-8) 

According to the Equation of Continuity, the divergence of the current density ࡶ is equal to 

the negative rate of change of the charge density ߩ	 . So, the charge density ߩ௖  on the 

conductors is related to the electric currents ࢉࡶ on the conductors.  

Thus, we have: 
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௖ߩ ൌ െ
ᇱࢺ ⋅ ࢉࡶ
݆߱

 

                            (2-9) 

 

Then, we can get the fields produced by ࢉࡶ residing on all the conductors by combing (2-

5), (2-8) and (2-9): 

 

ሿࢉࡶ௖ሾܮ ൌ
1

଴ߝߨ4݆߱
቎݇଴

ଶ ඵ ,ሺ࢘ࡳሺ࢘ሻࢉࡶ ࢘ᇱሻ݀ݏᇱ

ୡ୭୬ୢ୳ୡ୲ୣ୰

൅ સ ඵ ᇱࢺ ⋅ ,ሺ࢘ࡳሺ࢘′ሻࢉࡶ ࢘ᇱሻ݀ݏᇱ

ୡ୭୬ୢ୳ୡ୲ୣ୰

቏ 

(2-10) 

   

This equation shows how to calculate the E-field produced by the induced current ࢉࡶ on the 

conductor due to the incident E-field ࢏ࡱ . On the other hand, the scattered field from the 

equivalent volume polarization currents ࢊࡶ flowing in the dielectric regions can also be solved 

in similar style. That is: 

 

ሿࢊࡶௗሾܮ ൌ
1

଴ߝߨ4݆߱
቎݇଴

ଶ ම ,ሺ࢘ࡳሺ࢘ሻࢊࡶ ࢘ᇱሻܸ݀ᇱ

୴୭୪୳୫ୣ

൅ સ ම ᇱࢺ ⋅ ,ሺ࢘ࡳሺ࢘′ሻࢊࡶ ࢘ᇱሻܸ݀ᇱ

୴୭୪୳୫ୣ

቏ 

(2-11) 

 

here the integration in this equation is carried out over the volume ௗܸ instead of the surface 

ܵௗ as in (2-10). ܵௗ is the surface enclosing the volume ௗܸ. 

  However, we have to enforce boundary condition for the dielectrics as: 

 

ᇱࢺ ⋅ ൜	ሺ࢘ᇱሻࢊࡶ
	ൌ 0,			࢘ᇱ ∈ ௗܸ

	് 0,			࢘ᇱ ∈ ܵௗ
 

                    (2-12) 

The boundary condition in (2-12) indicates that the current flowing in a homogeneous 

dielectric region is divergenceless, i.e. there is no charge density associated with this current in 

the interior of the dielectric except that at the interface of the inhomogeneous dielectric regions. 
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Hence, the second integral in (2-11) reduces to a surface integral: 

 

ሿࢊࡶௗሾܮ ൌ
1

଴ߝߨ4݆߱
ቐ݇଴

ଶ ම ,ሺ࢘ࡳሺ࢘ሻࢊࡶ ࢘ᇱሻܸ݀ᇱ

୴୭୪୳୫ୣ

൅ સඵሾെࢊࡶሺ࢘′ሻ ⋅ ,ሺ࢘ࡳሿ࢔ ࢘ᇱሻ݀ܵᇱ

ௌ೏

ቑ 

(2-13) 

 

here ࢔ represents the unit normal vector of the surface ܵௗ. 

  On the conductor surface ܵ௖, tangential E-field is 0. So, (2-3) is simplified as: 

 

ሾ࢏ࡱሺ࢘ሻ ൅ ሺ࢘ሻሿ௧௔௡࢙ࡱ ൌ 0,					࢘ ∈ ܵ௖ 

                      (2-14) 

Combing (2-4), (2-10), and (2-11), the integral equation on the surface of the conductors is 

given by: 

 

ሺ࢘ሻ௧௔௡࢏ࡱ ൌ െܮ௖ሾࢉࡶሿ െ ࢘					,ሿࢊࡶௗሾܮ ∈ ܵ௖ 

                   (2-15) 

where ܮ௖ሾࢉࡶሿ is given by (2-10) and ܮௗሾࢊࡶሿ is given by (2-11). 

  In order to apply the E-field integral equation to the dielectric region, definition of the 

volume polarization current is utilized: 

 

ሺ࢘ሻࢊࡶ ൌ ௥ߝ଴ሺߝ݆߱ െ 1ሻࡱ௧௢௧௔௟ሺ࢘ሻ,					࢘ ∈ ௗܸ 

                 (2-16) 

where 

 ௧௢௧௔௟ሺ࢘ሻ = total E-field inside the dielectric regions denoted by ௗܸ that we haveࡱ

 

௧௢௧௔௟ሺ࢘ሻࡱ ൌ ሺ࢘ሻ࢏ࡱ ൅ ࢘					,ሺ࢘ሻ࢙ࡱ ∈ ௗܸ 

                   (2-17) 

 ௥ = relative complex permittivity of the dielectric mediumߝ  
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  By combing (2-16) and (2-17): 

 

ሺ࢘ሻ࢏ࡱ ൌ
ሺ࢘ሻࢊࡶ

௥ߝ଴ሺߝ݆߱ െ 1ሻ
െ ࢘					,ሺ࢘ሻ࢙ࡱ ∈ ௗܸ 

                   (2-17) 

Here the problem is to solve the total scattered fields ࢙ࡱሺ࢘ሻ. Since it has been computed as 

before, from the two electric currents that are the surface currents on the conductors and the 

volume polarization currents on the dielectrics, it is same with (2-4) but ࢘ ∈ ௗܸ. 

Hence in the dielectric regions, we can get: 

 

ሺ࢘ሻ࢏ࡱ ൌ
ሺ࢘ሻࢊࡶ

௥ߝ଴ሺߝ݆߱ െ 1ሻ
െ ሿࢉࡶ௖ሾܮ െ ࢘					,ሿࢊࡶௗሾܮ ∈ ௗܸ 

               (2-17) 

  So, finally we got two important equations (2-15) and (2-17). By given an incident E-field 

 we can utilize the coupled integral equations (2-15) and (2-17) to solve for the induced ,࢏ࡱ

currents on the conductors ࢉࡶ, and the induced volume polarization currents in the dielectrics 

 .Once the currents are known, any other indexes of interest can be obtained .ࢊࡶ

 

 

 

2.2.2 Overview of Method of Moment 
 

If under some specific underlying assumptions, we can utilize Method of Moment (MoM) to 

obtain an approximate numerical solution of the coupled integral equations described by (2-

15) and (2-17). In the case that we discuss above, the assumptions are: 

 

I. The shapes of the conductors are only in the form of rectangular flat plates all located in 

one specific plane (something like x-y plane). 

II. The dielectric regions exist as cubic elements and all inhomogeneous lossy dielectric 

regions consist of cubes. 

III. The dielectric and permeability of every layer are constant. 
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  Harrington introduced the MoM very in detail [59], thus in this thesis we just summarize 

some important points. One of them is about treatment of singular points in the medium volume 

integral equations. In the full equivalence current integral equation method based on the MoM 

for the analysis of microstrip antennas, whether in the conductor surface integral equation, or 

the integral equation of dielectric region, there are singular points exist due to the presence of 

Green’s function. In order to save computational time, several studies proposed substituted 

analysis methods for that in the conductor surface integral equation [69][70] and the dielectric 

region integral equation [71], respectively. 

 

 

A) General process 

 

  Generally, if try to use a diagram to overview the MoM, that will be Figure 2. 3. The original 

linear operator equation is: 

 

ሻݔሺܮ ൌ ݂ 

                            (2-18) 

where 

 is a known linear operator = ܮ  

݂ = is a known excitation function 

 is basis function which is waiting to be determined = ݔ

While the inverse problem is often intractable in closed form, the linearity of the operator ܮ 

makes a numerical solution possible. The MoM requires that the unknown response function 

be expanded as a linear combination of N terms and written as 

෍ݑ௡ݔ௡

ே

௡ୀଵ

 

where each ݑ௡ is an unknown constant and each ݔ௡ is a known function usually referred to 

as a basis function. Substituting the combination into (2-18), and using the linearity of the ܮ 

operator can reduce (2-18) to: 
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෍ݑ௡ܮሺݔ௡ሻ

ே

௡ୀଵ

ൌ ݂ 

                       (2-19) 

  The basis functions ݔ௡  are chosen, so that each ܮሺݔ௡ሻ  in (2-19) can be evaluated 

conveniently. The only task remaining then is to find the unknown constants ݑ௡ . The 

expansion of (2-19) leads to one equation with N unknowns. It alone is not sufficient to 

determine the N unknown ݑ௡ (n = 1, 2, . . . , N) constants.  

To resolve the N constants, it is necessary to have N linearly independent equations. This can 

be accomplished by evaluating (2-19), e.g., applying boundary conditions, at N different points. 

This is referred to as point-matching (or in some books it is called as collocation). Thus, now 

provides an appropriate inner product 〈߱, ݂〉. Inside the domain of the linear operator ܮ, N 

weighting functions ߱௠ (m = 1, 2, . . . , N) are defined. 

Thus, we have the inner product of ߱௠ and the (2-19): 

 

෍ݑ௡〈߱௠, 〈௡ሻݔሺܮ
ே

௡ୀଵ

ൌ 〈߱௠, ݂〉 

                       (2-20) 

  In matrix form, (2-20) can be expressed as: 

 

ሾݑ௡ሿሾߗ௠௡ሿ ൌ ሾܨ௠ሿ 

(2-21) 

Then the unknown coefficients ݑ௡ can be found by solving (2-21) using matrix inversion 

techniques, etc. 
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Figure 2. 3 Overview of general process of the MoM. 

 

 

B) Basis functions 

 

The choice of the basis functions ݔ௡ is a very important step in any numerical solution. In 

general, one chooses as basis functions the set that has the ability to accurately represent and 

resemble the anticipated unknown function, while minimizing the computational effort 

required to employ it.  

Theoretically, there are many possible sets of basis functions. However, only a limited 

number are used in practice. These sets may be divided into two general classes. The first class 

consists of subdomain functions, which are nonzero only over a part of the domain of the 

function. Its domain is the surface of the structure.  

The second class contains entire-domain functions that exist over the entire domain of the 

unknown function. The entire-domain basis function expansion is analogous to the well-known 

Fourier series expansion method. 

Concerning the choice of the basis functions, more details can be found in [72]-[74]. 

 

Linear operator equation

ܮ ݔ ൌ ݂

Discretization

෍ݑ௡ܮ ௡ݔ

ே

௡ୀଵ

ൌ ݂

Point-Matching

෍ݑ௡ ߱௠, ܮ ௡ݔ

ே

௡ୀଵ

ൌ ߱௠, ݂

Matrix equation

௡ݑ Ω௠௡ ൌ ௠ܨ

Solve ݑ௡
௡ݑ ൌ Ω௠௡

ିଵ ௠ܨ
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C) RWG basis function 

 

A very commonly used basis function that deserve to be mentioned is Rao-Wilton-Glisson 

(RWG) basis function, which was firstly proposed by S. M. Rao, D. R. Wilton and A. W. 

Glisson in [75] to solve electromagnetic scattering problems by conductor surfaces of arbitrary 

shape, and then was generalized inhomogeneous dielectric mediums by D. H. Schaubert [76]. 

  By the RWG method, a lot of small planar triangular components are used to approximate 

the arbitrary surfaces. The model which is established by this method is called the Rao model. 

Linear superposition of unit currents along the three sides of any a triangle is used to 

approximate the constant vector current distribution inside the triangle area. This method can 

be calculated by using Matlab that S. Makarov provided a code package in 2002 [77], while 

many commercial simulators also utilize this basis function for the computation of the MoM. 

Figure 2. 4 shows an example that an oval-shaped surface is meshed in FEKO by small 

triangular components. More details about the RWG basis functions and derivations can be 

obtained from [75]-[77]. 

 

 
Figure 2. 4 An oval-shaped surface meshed in FEKO by small triangular components. 

 

 

D) Weighting functions 

 

The inner product of the weighting functions ߱ defined above (2-20) and the linear basis 

function ܮሺݔሻ, with that of ߱ and the excitation function ݂ are found in (2-20). This two 
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inner product can be rewrite to integral form: 

 

ە
ۖۖ
۔

ۖۖ
ۓ
	〈߱, 〈ሻݔሺܮ ൌ ඵ߱∗ ⋅ ܵ݀	ሻݔሺܮ

ௌ

〈߱, ݂〉 ൌ ඵ߱∗ ⋅ ݂	݀ܵ
ௌ

 

(2-22) 

where the asterisk ( ∗ ) indicates complex conjugation, and S is the surface of the structure 

being analyzed. This is the core part of the MoM.  

The point-matching process has solutions that can satisfy the electromagnetic boundary 

conditions only at discrete points. Between these points the boundary conditions may not be 

satisfied. However, the MoM can be utilized in conjunction with the inner product of (2-22), 

so that it forces the boundary conditions to be satisfied in an average sense over the entire 

surface S [58]-[65]. 

       

 

 

2.3 Theory of Characteristic Modes 
 

An overview and early studies on applications of the theory of characteristic modes have been 

introduced in Section 1.3 and 1.4. In this Section, we summarize the classical theory which is 

the most important derivation of eigenvalue, eigen current, etc. of the characteristic modes 

[14]-[22], and derive correlated equations and definitions. 

This Section will be divided into two parts. In 2.3.1, we derive the classical theory of 

characteristic modes which was firstly generalized to analyzing conductors in arbitrary shape 

by Robert J. Garbacz [14] and then summarized and improved by Roger. F. Harrington and 

Joseph R. Mautz [15][16]. In 2.3.2, we compare the theory of characteristic modes and the 

common antenna calculations based on the MoM. Since there are several paper can be referred 

to understand the generalized characteristic modes, we ignore this part. All the derivations in 

this Section are limited for only conductor surface. 
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2.3.1 Classical Theory of Characteristic Modes 
 

A) Eigenvalues and Eigen Currents 

 

Suppose S is the surface of a conductor. The tangential component of E-field on the surface 

is: 

 

ሻࡶሺܮൣ െ ௜൧ܧ
௧௔௡

ൌ 0 

(2-23) 

where 

 ௜ = incident E-field in the scatter problems, or input power in antenna problemsܧ

 induced current on the conductor surface S due to the incident E-field or input power = ࡶ

 ࡶ ሻ = scattered E-field due to the induced currentࡶሺܮ

The operator ܮ is defined by (2-10). While in the case of dielectrics, it is defined by (2-11) or 

(2-13). 

Reorganize (2-23) to: 

 

ሾܮሺࡶሻሿ௧௔௡ ൌ  ௜௧௔௡ܧ

(2-24) 

Define ܮሺܫሻ as: 

 

ܼሺࡶሻ ൌ ሾܮሺࡶሻሿ௧௔௡ 

(2-25) 

So (2-24) becomes: 

 

ܼሺࡶሻ ൌ  ௜௧௔௡ܧ

(2-26) 

  This is an inhomogeneous equation. Its corresponding homogeneous equation is: 
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ܼሺࡶሻ ൌ 0 

(2-27) 

According to the theory of reciprocity, Z is a symmetric operator but not a Hermitian operator. 

In some sense, the Hermitian operator plays the role of the real numbers (being equal to their 

own “complex conjugate”) and form a real vector space [78]. However, since Z is symmetric, 

its Hermitian component is real and can be expressed as: 

 

ܴ ൌ
1
2
ሺܼ ൅ ܼ∗ሻ 

(2-28) 

ܺ ൌ
1
2݆
ሺܼ െ ܼ∗ሻ 

(2-29) 

Here the asterisk ( ∗ ) indicates complex conjugation, so we have: 

 

ܼ ൌ ܴ ൅ ݆ܺ 

(2-30) 

R and X are real symmetric operators as well as the Hermitian operator. Then, we define 

weighting eigen equation as: 

 

ܼሺ࢔ࡶሻ ൌ ሺ1 ൅  ሻ࢔ࡶሺܯ௡ሻߣ݆

(2-31) 

here 

1 ൅  ௡ is real eigenvalueߣ ௡ = complex eigenvalue, andߣ݆

 eigen function as well as eigen current = ࢔ࡶ

 weighting operator which is chosen = ܯ

We choose ܯ ൌ ܴ, and combine (2-30), (2-31): 

 

ሺܴ ൅ ݆ܺሻሺ࢔ࡶሻ ൌ ሺ1 ൅  ሻ࢔ࡶ௡ሻܴሺߣ݆

(2-32) 

Remove the common item ܴሺ࢔ࡶሻ, we obtain simplified weighting eigen equation: 

 

ܺሺ࢔ࡶሻ ൌ  ሻ࢔ࡶ௡ܴሺߣ
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(2-33) 

Moreover, the choice of R as a weighting operator in equation (2-33) is responsible for the 

orthogonality properties of characteristic modes. According to [14], the orthogonality 

properties can be summarized as: 

 

,࢓ࡶ〉 ܴሺ࢔ࡶሻ〉 ൌ ࢓ࡶ〉
∗, ܴሺ࢔ࡶሻ〉 ൌ  ௠௡ߜ

(2-34) 

,࢓ࡶ〉 ܺሺ࢔ࡶሻ〉 ൌ ࢓ࡶ〉
∗, ܺሺ࢔ࡶሻ〉 ൌ  ௠௡ߜ௡ߣ

(2-35) 

,࢓ࡶ〉 ܼሺ࢔ࡶሻ〉 ൌ ࢓ࡶ〉
∗, ܼሺ࢔ࡶሻ〉 ൌ ሺ1 ൅  ௠௡ߜ௡ሻߣ݆

(2-36) 

Where ߜ௠௡ is a Kronecker delta [79] that satisfies: 

 

௠௡ߜ ൌ 	 ቄ
	1,			݉ ൌ ݊
	0,			݉ ് ݊ 

                    (2-37) 

Consistent with (2-33), the eigen current ࢔ࡶ  can be defined as the real currents on the 

surface of a conductor surface that only depend on its shape and size, and are independent of 

any specific source or excitation. Physically, R and X are the real and imaginary parts of the 

impedance operator Z. In practice, to compute characteristic modes of a particular conducting 

body, (2-33) needs to be reduced to matrix form, as explained in [15], using the Galerkin 

formulation [59]: 

 

ሾܺሿ࢔ࡶ ൌ  ࢔ࡶ௡ሾܴሿߣ

(2-38) 

The term ߣ௡, in above equations, corresponds with the eigenvalue associated with the nth 

characteristic mode. This eigenvalue is considerably important, because its magnitude gives 

information about how well the associated mode radiates. It is deduced that power radiated by 

modes is normalized to unit value [14]. In contrast, reactive power is proportional to the 

magnitude of the eigenvalue. Considering a mode is at resonance when its associated 

eigenvalue is zero, ߣ௡ ൌ 0, it is inferred that the smaller the magnitude of the eigenvalue, the 

more efficiently the mode resonates and radiates when excited. In addition, the sign of the 

eigenvalue determines whether the mode contributes to storing magnetic energy as an 
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inductance modes, that when ߣ௡ ൐ 0; or electric energy as a capacitance mode, that when 

௡ߣ ൏ 0. 

 

 

B) Modal Excitation  

 

The content in this sub-section is called modal solutions in [15]. However, the author think 

modal excitation or modal synthesize may be more appropriate, because it indicates that how 

much a specific eigen current ࢔ࡶ of nth characteristic mode can contribute itself to the actually 

excited antenna. 

Suppose ࡶ is the induced current on the conductor surface which is excited by some specific 

excitation, and ࢔ࡶ is the eigen current of nth characteristic mode defined in above sub-section. 

Also, ࢔ࡶ is seen as a basis function in the MoM. We assume ࡶ to be a linear superposition of 

the mode currents so that expand it as: 

 

ࡶ ൌ ෍ݑ௡࢔ࡶ

ே

௡ୀଵ

	

                       (2-39) 

Where 

 ௡ = weighting coefficient which is a coefficient to be determinedݑ

Substituting (2-39) into (2-26), since Z is a linear operator, we can get: 

 

෍ݑ௡ܼሺ࢔ࡶሻ

ே

௡ୀଵ

ൌ 	௜௧௔௡ܧ

(2-40) 

By using the MoM, the inner product of (2-40) with each ࢓ࡶ in turn is taken, giving the set 

of equations similar with (2-20) that we have: 

 

෍ݑ௡〈࢓ࡶ, ܼሺ࢔ࡶሻ〉
ே

௡ୀଵ

ൌ ,࢓ࡶ〉 ,〈௜௧௔௡ܧ ݉ ൌ 1,2, … ,ܰ	
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(2-41) 

If only observe one mode, so let ݉ ൌ ݊, substitute (2-36) into (2-41): 

 

෍ݑ௡ሺ1 ൅ ௡ሻߣ݆

ே

௡ୀଵ

ൌ ,࢔ࡶ〉 	〈௜௧௔௡ܧ

(2-42) 

Define: 

 

,࢔ࡶ〉 〈௜௧௔௡ܧ ൌ ௡ܸ
௜	

(2-43) 

We call ௡ܸ
௜ as modal excitation coefficient. This coefficient obviously indicates that how 

much the specific eigen current ࢔ࡶ  of nth characteristic mode can contribute itself to the 

actually excited antenna. 

Combining (2-39), (2-42) and (2-43), we obtain the induced current ࡶ on the conductor 

surface: 

 

ࡶ ൌ ෍ ௡ܸ
௜࢔ࡶ

1 ൅ ௡ߣ݆

ே

௡ୀଵ

	

(2-44) 

This equation expresses the composition of the total current ࡶ induced by some specific 

excitation. And, both the modal excitation coefficient ௡ܸ
௜  and the eigenvalue ߣ௡  denote 

contribution degree, or weight of the eigen current ࢔ࡶ of nth characteristic mode to the total 

current more clearly. The two coefficients are demonstrated as following, respectively. 

 

௡ܸ
௜ --- reflects the relationship between mode n and the chosen specific excitation. The modal 

excitation coefficient accounts for the way the position, magnitude and phase of the 

applied excitation influence the contribution of each mode to the total current. 

Consequently, the term ௡ܸ
௜࢔ࡶ in (2-44) indicates the coupling between the excitation 

and the nth characteristic mode. In short, it determines if a particular mode is excited by 

the antenna feeding or the incident field. 
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 ௡ --- reflects resonance degree of mode n itself. Its magnitude expresses information aboutߣ

how well the associated characteristic mode resonates and radiates when the mode is 

fully excited. 

 

 

C) Modal Significance and Characteristic Angle 

 

Since the modal expansion of the current described in (2-44) is inversely dependent upon 

the eigenvalues, it seems more consistent to analyze the variation of the term 

 

ܵܯ ൌ ฬ
1

1 ൅ ௡ߣ݆
ฬ 

(2-45) 

rather than the variation of the isolated eigenvalue. This term is usually called modal 

significance (MS), as it represents the normalized amplitude of the current modes [28]. Same 

with the eigenvalue, this normalized amplitude only depends on the shape and size of the 

conducting object, and it does not account for excitation. 

Deriving from the eigenvalue, we can find the domain of the modal significance is 

0 ൏ ܵܯ ൑ 1 

Identically, a mode is at resonance when its associated modal significance is ܵܯ ൌ 1. It is 

inferred that the closer the modal significance to 1, the more efficiently the mode resonates and 

radiates when excited. However, the sign of the modal significance cannot determine whether 

the mode contributes to storing magnetic energy as an inductance modes or electric energy as 

a capacitance mode, like the eigenvalue. 

 

There is another representation, characteristic angle, that more convenient to use. The 

characteristic angle is defined in [26] by: 

 

௡ߙ ൌ 180° െ ଵି݊ܽݐ  ௡ߣ

(2-46) 

From a physical point of view, the characteristic angle indicates the phase difference between 

a characteristic current ࢔ࡶ  and the associated characteristic field ࢔ࡱ . Also, because the 

coefficient is from the eigenvalue, it is able to represent the status of modes. That is, a mode 
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resonates when its characteristic angle is ߙ௡ ൌ 180°. Therefore, when the characteristic angle 

is close to 180°, the mode is a good radiator. Thus, the radiating bandwidth of a mode can be 

obtained from the slope at 180°  of the curve described by the characteristic angles vs. 

frequencies. When the characteristic angle is near 90° or 270°, the mode mainly stores 

energy. Moreover, different with the modal significance, the value of the characteristic angle 

can indicate whether the mode contributes to storing magnetic energy as an inductance modes, 

that when 90° ൏ ௡ߙ ൏ 180°; or electric energy as a capacitance mode, that contrarily when 

180° ൏ ௡ߙ ൏ 270°. 

The three important coefficients of characteristic mode are summarized in Table 2. 1. 

 

Table 2. 1 

Summary of the three coefficients of characteristic mode 

Eigenvalue 

 ࢔ࣅ

Modal Significance

 ࡿࡹ

Characteristic Angle

 ࢔ࢻ
Mode Status 

࢔ࣅ ൐ ૙ 0 ൏ ܵܯ ൏ 1 90° ൏ ௡ߙ ൏ 180° Inductive 

0 1 180° Resonant 

࢔ࣅ ൏ ૙ 0 ൏ ܵܯ ൏ 1 180° ൏ ௡ߙ ൏ 270° Capacitive 

 

 

 

2.3.2 Comparison of Characteristic Modes Analysis and Common Antenna 
Analysis Based on MoM 

 

There is an important question worth to answer that what is the difference between the theory 

of characteristic modes and the common antenna analysis based on the MoM. The two methods 

are same on the calculating process, which is the integral equation method based on the MoM. 

However, there are merely two key parts in the MoM, the discretization process and the point-

matching process, to transform a linear operator equation to a matrix equation. 

To a common antenna analysis problem, we have two important known conditions that are 

the structure of the antenna and the excitation, or the incident E-field. Thus, the calculation 

based on the MoM is the most principle procedure to obtain remaining indexes such as radiation 

resistance, current distribution, radiation pattern, etc. 
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While to the characteristic modes analysis problem, we have only one known condition that 

is the structure of the antenna. Since both the excitation and the incident wave are not 

considered in this theory, the most remarkable feature of the theory is the existing of a lot of 

possibilities. In other words, there are a lot of characteristic modes with different current 

distributions as well as different possible feeding style to excite these modes. Nevertheless, as 

one of the characteristic modes, it has to satisfy the requirements given by (2-34), (2-35) and 

(2-36), and where ݉ ൌ ݊. That is to say, as characteristic modes, their eigen currents must be 

orthogonal to each other over source region, and the characteristic E-fields are orthogonal to 

each other over spherical surface at infinity. Then, the eigenvalue, ࢔ࣅ is used to stamp the 

status of each mode. This procedure looks like a qualification verification procedure. 

Figure 2. 5 shows overview and comparison of procedure of the two analysis. 

 

    

                 (a)                                 (b) 

Figure 2. 5 Overview and comparison of (a) common antenna analysis and (b) characteristic 

modes analysis. 
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2.4 Summary 
 

In this Chapter, firstly, we introduced the E-field integral equation based on the theory of full 

equivalent current to find induced current density on conductor surfaces or induced polarization 

current density in dielectric bodies, by a known incident E-field or an excitation when in most 

of the antenna problems. Secondly, the method of moment (MoM), which is a very versatile 

method that can be applied to various problems including electromagnetic problems, is briefly 

concluded. The discretization and point-matching are the most important processes in the MoM, 

to create appropriate matrixes and integral equations. The procedure of the MoM can be 

described as assembling the current density at each point on the antenna to find total current 

distribution. Finally, as the theme of this thesis, the classical theory of characteristic modes is 

summarized. As the condition of judging a current mode is a characteristic mode or not, its 

eigen current must be orthogonal at the source region to any other characteristic mode. Figure 

2. 6 summarizes the three subjects in Chapter 2. 

 

 

Figure 2. 6 Summary of the content in Chapter 2 

E-Field Integral Equation
• How to solve induced current density ࢟࢞ࡶ by a given 

incident E-field or excitation at every point

Method of Moment (MoM)

• How to calculate current distribution ࡶ ൌ ∬ ܵ݀࢟࢞ࡶ
ᇹ
ௌ

by using specific basis fuctions and weighting fuctions 
as the MoM

Theory of Characteristic Modes
• How to find various of current distributions that are 

possible to be excited for the antenna without specific 
excitation
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CHAPTER 3 

COMPACT DUAL-POLARIZATION MIMO 

ANTENNA 
 

 

 

 

3.1 Introduction 

 

In recent years, Multiple-Input Multiple-Output (MIMO) system becomes a noticeable 

technology due to its communication speed enhancement without extra frequency band, 

especially in multipath fading environment, and the resulting demand. The selection and design 

for MIMO antennas are extraordinarily important to realization of the MIMO system. When 

considering MIMO technology, Line-of-Sight (LOS) propagation is a problem that increase 

correlation of channels, and lead to bad performance of the system. The LOS cannot be ignored 

especially in indoor environment. Figure 3. 1 shows a 2×2 MIMO concept map which indicates 

operating principle of the MIMO system. Two signals ሾݏ଴,  ଵሿ are input into an encoder at theݏ

same time, distributed to two routes and radiated by two transmitter antennas. On the other side, 

two receiver antennas receive signals respectively from the transmitter antennas through 

channels ሾ݄଴଴, ݄ଵ଴ሿ and ሾ݄଴ଵ, ݄ଵଵሿ. The received signals are ሾݎ଴,  ଵሿ, which are converted byݎ

the air channel. Then, these received new signals are inversed by a decoder to returning to the 

original signals ሾݏ଴,  .ଵሿݏ
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Figure 3. 1 A 2×2 MIMO concept map. 

 

The process of transmitting from the encoder to the decoder can be denoted by a matrix 

equation as: 

 

ቂ
଴ݎ
ଵݎ
ቃ ൌ ൤

݄଴଴ ݄଴ଵ
݄ଵ଴ ݄ଵଵ

൨ ቂ
଴ݏ
ଵݏ
ቃ 

(3-1) 

which has a simplified form as: 

 

ሾܴሿ ൌ ሾܪሿሾܵሿ 

(3-2) 

Hence, the inversed process which decodes the ሾܴሿ to the ሾܵሿ is: 

 

ሾܵሿ ൌ ሾܪሿିଵሾܴሿ 

(3-3) 

It is clear that if want to decode the ሾܴሿ to the ሾܵሿ, we must solve the inversion of ሾܪሿ. 

However, the inversion will be difficult if correlation coefficient of ሾܪሿ is large. Generally, 

the correlation coefficient between multipath channels is small, while the LOS make it large. 

Unfortunately, the LOS usually occurs in an indoor environment because of the limited space 

in a room. 

Until now, spatial multiplexing antenna has been applied as most of the MIMO antennas. 

However, to reduce the impact caused by the LOS, space between the component antennas of 

spatial multiplexing antenna should be large enough. In general, a distance longer than half 



４１ 
 

wavelength is considered appropriate. That is why just as people’s impression that the MIMO 

antenna usually has big entire size, involving large space between the components. 

Nevertheless, dual-polarization antenna, which combines a pair of component antennas with 

orthogonal polarizations, is proved one of the best choices for MIMO system because it 

provides very low correlation coefficient between its component antennas even in a very 

limited space [80], as shown in Figure 3. 2.  

Various dual-polarization antennas have been proposed. All these antennas can be classified 

into two types according to their constitution. As one type, same component antennas are in-

stalled orthogonally to radiate orthogonally polarized waves like which is shown in Figure 3. 

2 (b). As a typical example, an antenna composed of two orthogonal print dipoles and a PIN-

diode switch circuit is proposed in [81].  

 

 

(a)                         (b) 

Figure 3. 2 Spatial multiplexing antenna (a) and dual-polarization antenna (b). 

 

 

Figure 3. 3 A dual-polarized antenna composed of two orthogonal print dipoles . 
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However, the component antennas of most of the dual-polarized antenna in this type quoted 

above are not able to radiate same pattern. The component antennas used for MIMO base 

station is supposed to have radiation patterns in same shape. Although this is not a necessary 

condition, radiation patterns in same shape are helpful for power covering. 

Correspondingly, antennas of the other type solved this problem. Such as an antenna 

comprising a wire-loop antenna and a notch array was calculated and discussed in [82]. It was 

proved that this combined antenna with component antennas in different types can radiate 

orthogonally polarized waves with same pattern. The structure of the wire-loop antenna is 

simple but bandwidth is very narrow. Besides, it is better to use microstrip lines as a power 

divider to feed the notched array antenna. Characteristics of notched array antenna using 

microstrip lines was discussed in [83]. A compactly composed polarization diversity antenna 

has been proposed and designed at lower frequency band for vehicle communication systems 

[84]. Even if the operating frequencies are different, the antenna size in [84] is pretty big 

comparing with the antenna which is proposed in this thesis.  

In the initial stage of this subject, some earlier proposals have been discussed [85][86]. In 

[85], bandwidth of vertical polarized component is very narrow, and mutual coupling is large 

due to its one-piece structure. While in [86], separated component antennas was proposed. 

However, the adjacent arrangement cannot provide us satisfactory radiation patterns. 

As another way to place the two component antennas, overlapped arrangement is proposed, 

and practically confirmed to realize compact conformation. Moreover, the overlapped 

arrangement is considered able to enhance the uniformity of radiation patterns in horizontal 

pane. This proposal will be shown and discussed in Section 3.2. A further upgraded model is 

then proposed for commercialized application. This sample antenna, which will be introduced 

in Section 3.3, is composed of redesigned component antennas providing very wide bandwidth 

as well as excellently uniform radiation patterns in the horizontal plane. The performance of 

the enhanced antenna satisfy the requirement of indoor MIMO base station. 

Finally in Section 3.4, we conclude this Chapter. 
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Figure 3. 4 The one-piece structure proposed in [85]. 

 

     
Figure 3. 5 The adjacent arrangement proposed in [86]. 
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3.2 A Compact Orthogonally Polarized Antenna 

 

In this Section we present a combined antenna with dual-polarization which composed of a 

vertically polarized disk loaded monopole antenna and a horizontally polarized notched array 

antenna. Both of their radiation patterns of the principle polarization is omni-directional in 

horizontal plane, similar in shape with that of a monopole set on semi-infinite ground. In 

respect of bandwidth, the wide bandwidth of 210 MHz of the vertical polarization component 

makes itself possible to cover the whole 2 GHz band defined by IMT-2000, which is wider than 

any other vertical polarization components in [82][84][85][86]. On the other side, double layer 

of microstrip parasitic elements is proposed for the horizontal polarization component to 

provide double resonances that they cover uplink band as well as downlink band separately. 

The two components will be separately presented in 3.2.1 and 3.2.2, and the combined model 

will be in 3.2.3.  

 

 

 

3.2.1 Vertical Polarization Component 
 

A vertically polarized disk loaded monopole antenna is used to be the vertical polarization 

component because it behaves excellent performance that e.g. the antenna usually has same 

bandwidth in spite of half antenna height, comparing with a traditional inverted-F antenna, for 

the conductor plate provides bigger distributed capacitance and smaller distributed inductance 

to cause reduced Q-value. The proposed disk loaded monopole antenna in the thesis consists 

of a triangular conductor plate, a feeding pin, three shorted pins and a ground plane. As shown 

in Figure 3. 6, the feeding point is located at the center of the triangular plate, and the three 

shorted points are placed around it central-symmetrically. 
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Figure 3. 6 Geometry of the disk loaded monopole antenna. 

 

    

Figure 3. 7 Input responses of the disk loaded monopole, and radiation patterns when short pin 

is used. Solid lines denote ࣂࡱ and dotted lines denote ࣐ࡱ. Lines in black stand for 1.95 GHz, 

lines in gray stand for 2.14 GHz. 
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Radiation characteristic of the disk loaded monopole antenna mainly depends on the current 

flowing through the feeding pin and the shorted pins. Comparing with a wavelength, when 

distance between the feeding pin and the shorted pin is sufficiently small, the radiation pattern 

in vertical plane is similar with that of a monopole antenna. The conductor plate is a non-

radiating element because of image current produced by the ground plane. However, the 

electrical size of the conductor plate impacts on frequency response of the antenna. 

It is found that the height of antenna and the edge length of the triangular conductor plate 

basically influence resonant frequency of the antenna, because they handle path of the current 

flowing through the feeding pin and shorted pins. The resonant frequency increases along with 

reducing of the antenna height or the edge length of the triangular conductor plate. At the 

meantime, the height of antenna relates to the impedance bandwidth. The bandwidth broadens 

along with increased antenna height, since higher antenna height provides larger electrical size 

of the main radiating part of the antenna. When the antenna height is 6 mm, the bandwidth can 

reach 13 %. Another parameter, the space between feeding pin and shorted pins, is a key factor 

that it handles the input impedance of antenna. In addition, the diameter of the pins also impact 

on the input impedance more or less.  

The disk loaded monopole antenna has two dominant modes, one is called coaxial mode and 

the other is patch mode. The coaxial mode occurs only when the shorted pins exist and are 

close enough to the feeding pin, whereas the patch mode occurs when there are no shorted pins, 

or they are far away from the feeding pin. The input response of the antenna is shown in Figure 

3. 7. It is observed that the coaxial mode appears at 2 GHz when the shorted pins are used, 

while disappears when there is no shorted pins. However, the patch mode always appears at 4 

GHz whatever the shorted pins exist or not. The coaxial mode of the disk loaded monopole 

antenna is the desired mode to be excited for this low frequency mode enables a 60% smaller 

antenna size than the patch mode. Moreover, when the antenna works at 4GHz, the patch mode, 

horizontally polarized radiation strongly increase due to the resonant patch. While the radiation 

pattern forms similar with a monopole antenna when the antenna works at 2GHz band, the 

coaxial mode, as is shown in Figure 3. 7. 
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3.2.2 Horizontal Polarization Component 
 

A notched array antenna used for the horizontal polarization antenna will be introduced in this 

Section. Although a horizontally placed dipole is able to easily provide horizontally polarized 

radiation pattern, the radiation pattern cannot be satisfied as being a base station antenna. Three 

or more centrally symmetry horizontally placed dipoles can provide us omni-directional 

radiation pattern in the horizontal plane, while the total volume cannot answer the requirement 

of miniaturization, especially for indoor base station. Selection of a horizontally polarized 

antenna with omni-directional radiation pattern is considered a problem. 

As an excellently proposed antenna which radiate omni-directional as well as horizontally 

polarized waves, notched array antenna has been proposed by some researchers [82]-[84]. The 

antenna’s well performances have been proved in the references. However, the problem of the 

antenna miniaturization is one of most important tasks which is solved in this thesis. The 

miniaturization relates to that resolve contradiction between antenna height and bandwidth. 

The notched array antenna combining three notched radiators which are placed 

symmetrically is shown in Figure 3. 8. The three notches are cut on bottom conductor layer of 

a dielectric substrate, and three microstrip lines feed the notches, respectively, on the top layer. 

A feed point is placed at the center of the antenna connecting the microstrip lines to feed the 

notches separately. For this antenna with dimensions recorded in Table 3. 1, a ground plane is 

used as the ground of the disk loaded monopole antenna as well as a reflector plate to reduce 

the impact caused by installing place of the base station. Whereas, the conductor ground plane 

intensely influences the input characteristic of a horizontally polarized antenna which is close 

to the ground. It is known that the antenna’s resonant frequency rises when the antenna height 

reduces, as is shown in Figure 3. 9. If consider the antenna and the ground plane as an entirety, 

the phenomenon can be explained by reduced entire size. However, although the input 

impedance and the resonant frequency can be readjusted by optimized width and length of the 

microstrip line, the impedance bandwidth becomes narrow when antenna height reduces. 
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Figure 3. 8 Geometry of a designed notched array antenna with integrate power divider. Part in 

gray is on the top layer and parts drawn by dotted lines are the layout of the bottom layer. 

Dielectric coefficient is 2.6, and substrate thickness is 0.8 mm. 

 

Table 3. 1 

Dimensions of the notched array antenna shown in Figure 3. 9. 

Parameter TL TS Na Nb Nc Ma Mb 

Values [mm] 50 18 19 14 2.4 4.8 21.1 

Parameter Mc Md Mw α β γ θ 

Values [mm, deg.] 10.1 19.5 5 25.7 64.3 60 33.6 

 

 

Figure 3. 9 Input response of the notched array antenna with changed antenna height. 
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As what has been shown in Figure 3. 9, the bandwidth of such a horizontally polarized 

antenna closely placed to the ground plane is very narrow. Physically, the radiation of antenna 

is affected by the reflection wave with approximate 180° changed phase. And, coupling current 

and surface wave on the reflector board consume the power of the antenna. The power divider, 

which is simply equipped, causes the bandwidth to become narrower. Because the bandwidth 

of only 1% of the notched array antenna is too narrow to use, approach to widening bandwidth 

is necessary.  

Parasitic elements are widely applied in antenna designs as one of the most significant 

approaches to exciting another resonance or widening the bandwidth [87]. Some printed 

antennas with printed parasitic elements located at the same layer have been introduced [88]-

[93].  

For the notched array antenna, three pairs of parasitic microstrip lines is installed to the 

outboard blank space in both layers of the dielectric substrate, as shown in Figure 3. 10. In this 

figure, outline of the antenna indicates the shape of the dielectric substrate. The notched array 

shown by dotted lines is cut on the bottom conductor layer, and microstrip lines are cut on the 

top conductor layer to feed the three notches. Three pieces of wide microstrip lines (PL × PW) 

are cut on the top layer and close to the notches. If we only add this three parasitic elements on 

the top face, the bandwidth of antenna can be broadened to 40 MHz, which is shown in Figure 

3. 11. Producing another resonance is one of the most feasible approaches to cover both the 

uplink and downlink frequency bands specified by the IMT-2000. Consequently, another set of 

parasitic elements on the bottom layer is added and shown in Figure 3. 10. Central lines of the 

two set of parasitic elements on two layers are overlapped. Both terminals of the parasitic 

microstrip lines on the bottom layer turn by a corner of 60°, and extend outside of the range of 

parasitic elements on the top layer. Another resonance which is caused by mutual coupling 

between the parasitic elements on the two layers appears can be found in Figure 3. 11. By using 

optimized dimensions recorded in Table 3. 2, the double resonances are adjusted to cover both 

the uplink band of 1.94~1.96 GHz and the downlink band of 2.13~2.15 GHz. 
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(a) 

 

(b) 

Figure 3. 10 Geometry of the notched array antenna with parasitic elements. (a) Parts in gray 

are in the top layer and parts by dotted lines are the layout of the bottom layer; (b) separately 

shows the layout of the bottom layer and side view including the disk loaded monopole antenna. 
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Table 3. 2 

Dimensions of the notched array antenna shown in Figure 3. 10. 

Parameter TL TS Na Nb Nc Ma Mb Mc Md Mw

Values [mm] 50 18 19 14 2.4 4.8 19.7 11.7 14 0.5 

Parameter TTL TTS Ed NT NH PL PW pa pb pt 

Values [mm] 51.2 44.8 0.7 0.8 12 44.7 7 37.5 10 1 

 

 
Figure 3. 11 Input response of the notched array antenna. 

 

      
(a)                         (b) 

Figure 3. 12 Radiation patterns of notch array antenna. (a) Horizontal plane, (b) Vertical plane. 

Solid lines denote ࣂࡱ and dotted lines denote ࣐ࡱ. Lines in black stand for 1.95 GHz, lines in 

gray stand for 2.14 GHz. 
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The radiation patterns of the notched array antenna working at the uplink band and the 

downlink band are shown in Figure 3. 12. Because of the in-phase excitation, the radiation 

pattern of the notch array antenna is similar with that of a monopole antenna. In addition, 

because the linear parasitic elements are too close to main radiator, the notched array, they only 

slightly increase the amplitude of the outboard composite waves. This causes the circularity 

degree of the radiation patterns in the horizontal plane is maintained.  

 

 

3.2.3 Characteristic Modes Analysis for Antenna Elements Combination 
 

Structure of a composite antenna which is composed of the two component antennas is 

introduced in this part. Because of the increased size of notched array antenna with parasitic 

elements, an adjacent arrangement will cause a larger total size of the composite antenna. As 

another way to arrange the two component antennas, an overlapped arrangement is proposed, 

practically confirmed that can realize not only a compact conformation but also uniform 

radiation patterns in horizontal plane. Figure 3. 13 shows side view and top view of the 

proposed composite antenna. Because of the existence of its feeding pin and shorted pins, the 

disk loaded monopole antenna has to be arranged to the under layer. 

Characteristic modes of the antenna elements is calculated to investigate mutual influence 

due to their combination. Figure 3. 14 and Figure 3. 15 show current distribution and 

characteristic angles of two primary modes of the disk loaded monopole. Detailed illustration 

about the two modes can be found in Chapter 4. Figure 3. 16 and Figure 3. 17 show current 

distribution and characteristic angles of three primary modes of the notch array with ground 

plane. After the combination, it can find light frequency move shown by solid lines in Figure 

3. 18; frequency of the notch array increase due to conductor plate of the disk loaded monopole, 

while frequency of the disk loaded monopole reduce because of volume increasing of the whole 

antenna system. Figure 3. 19 shows S-parameters of the composite antenna. 

To find more information, two patterns I and II are also calculated and results are shown in 

Figure 3. 20 and Figure 3. 21. The resonant frequency of ࡶ૚ of the disk loaded monopole is 

adjusted to coincide with that of ࡶ૚  and ࡶ૜  of the notch array before combination, 

respectively, for the pattern I and II, by increasing or reducing size of the conductor plate of 

disk loaded monopole. By observing the results, we can find the frequency shift become larger 
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after the combination. It is interesting that frequencies of the modes of notched array vary in 

approximately same degree. This can be considered as interlock between the modes because of 

their common resonant components. Moreover, S21 become larger because more mutual 

influence produced when the two element antennas are combined. 

 

 

(a) 

 
(b) 

Figure 3. 13 (a) Side view and (b) top view of proposed composite antenna. 

 

  
(a)                               (b) 

Figure 3. 14 Characteristic current distribution of (a) ࡶ૚  and (b) ࡶ૛  of the disk loaded 

monopole. 
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Figure 3. 15 Characteristic angle of ࡶ૚ and ࡶ૛ of the disk loaded monopole. 

 

 

 

(a)                    (b)                     (c) 

Figure 3. 16 Characteristic current distribution of (a) ࡶ૚, (b) ࡶ૛ and (c) ࡶ૜ of the notch array. 

Upper and lower sides show the two surface, respectively. 
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Figure 3. 17 Characteristic angle of ࡶ૚, ࡶ૛ and ࡶ૜ of the notch array. 

 

 
Figure 3. 18 Characteristic angle of each mode before and after (*_C) combining. 

 

 

Figure 3. 19 Calculated S-parameters of the composite antenna. 
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Figure 3. 20 Characteristic angles and S-parameters of Pattern I. 

 

 

 
Figure 3. 21 Characteristic angles and S-parameters of Pattern II. 
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3.2.4 Composite Antenna and Experiment 
 

To the notched array antenna which is arranged to the upper layer, an appropriate way to feeding 

it by using a thin coaxial cable is necessary to think about. As one of the applicable ways which 

is shown in Figure 3. 13, the thin coaxial cable connects the center part of the microstrip line 

and conductor plate on which the notched array antenna is cut, passing through two holes made 

in the plate of disk loaded monopole antenna and the ground plane, before finally connecting 

to input port at the other end. The radius of holes is 1 mm, while the distance between the hole 

and the feeding pin of the disk loaded monopole antenna is 5 mm. Because the hole is not on 

main current route, the current distribution of the disk loaded monopole almost not change. It 

has been verified that the input impedance of the disk loaded monopole antenna has little 

affected by the existence of hole and coaxial cable. 

The designed notched array antenna with parasitic elements is fabricated and shown in 

Figure 3. 22, and the combined composite antenna is shown in Figure 3. 23. 

 

     

Figure 3. 22 Fabricated sample of the notched array antenna with parasitic elements. 

 

 

Figure 3. 23 Proposed composite antenna. 
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Figure 3. 24 Input response of port 1: disk loaded monopole; and port 2: notched array. 

 

 

Figure 3. 25 Calculated correlation coefficient between the two component antennas. 

 

 
Figure 3. 26 Radiation efficiency of the two component antennas. 
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(a)                         (b) 

    

(c)                         (d) 

Figure 3. 27 Measured radiation patterns of the disk loaded monopole (a, b) and the notched 

array (c, d); (a, c) are in horizontal plane and (b, d) are in vertical plane. Solid lines denote ࣂࡱ 

and dotted lines denote ࣐ࡱ. Lines in black denote 1.95 GHz, lines in gray denote 2.14 GHz. 

 

The input responses of the two component antennas and the mutual coupling characteristic 

determined by both calculation and experiment are shown in Figure 3. 24. It clearly shows the 

measured results agree with the calculated results very well. Both the uplink band and downlink 

band are covered by the composite antenna. Moreover, the mutual coupling coefficient in both 

of the operation bands is less than -18 dB, which is low enough to be a MIMO antenna. 

In order to investigate the correlation between the two component antennas, correlation 

coefficient is calculated in two ways which are solved by utilizing 2-D radiation patterns and 

S-parameters, respectively. It should be noticed that using 3-D radiation patterns and the S-

parameters may obtain coincident results [94]. The correlation coefficient calculated by 

utilizing the 2-D radiation patterns in horizontal plane is given by: 
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଴

 

(3-4) 

Results given by this equation are shown by black solid line in Figure 3. 25. 

On the other hand, the correlation coefficient calculated by utilizing the S-parameters is 

given by: 

 

௘ߩ ≃
| ଵܵଵ

∗
ଵܵଶ ൅ ܵଶଵ

∗ ܵଶଶ|
ሾ1 െ ሺ| ଵܵଵ|ଶ ൅ |ܵଶଵ|ଶሻሿሾ1 െ ሺ|ܵଶଶ|ଶ ൅ | ଵܵଶ|ଶሻሿ

 

(3-5) 

Here the antenna is assumed to be a lossless antenna. Results given by this equation are shown 

by black dotted line with red marks in Figure 3. 25.  

The low level of the correlation coefficients sufficiently proves the effectiveness of the 

proposed antenna of reducing correlation as a MIMO antenna, even having such a 12 mm close 

space between the two component antennas. 

Besides, radiation efficiency is calculated by MoM, and measured in the experiment by 

measuring Total Radiated Power (TRP) of the fabricated antenna. The radiation efficiency 

calculated by TRP is given by: 

 

௥ߟ ≃
்ܲோ௉

்ܲோ௉|௦
 

(3-6) 

where 

்ܲோ௉ = Measured TRP of the antenna under test 

்ܲோ௉|௦= Measured TRP of a standard dipole antenna 

The ்ܲோ௉ is calculated by the integral of Effective Isotropic Radiated Power (EIRP) over the 

entire solid angle surrounding the antenna [95], that is given by: 

 

்ܲோ௉ ൌ
1
ߨ4

න න ܴܫܧൣ ఏܲሺߠ, ߮ሻ ൅ ܴܫܧ ఝܲሺߠ, ߮ሻ൧
గ

଴

ଶగ

଴
 ߮݀ߠ݀
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(3-7) 

While for those antennas which has identical or approximatively identical radiation power in 

the ߮-plane, equation (3-7) can be simplified to: 

 

்ܲோ௉ ≃
1
2
න ܴܫܧൣ ఏܲሺߠ, ߮ሻ ൅ ܴܫܧ ఝܲሺߠ, ߮ሻ൧
గ

଴
 ߠ݀

(3-8) 

Moreover, it improves precision of the result if solve an average of the ்ܲோ௉ measured from 

two orthogonal ߮-planes. The results given by measuring the zx-plane and the zy-plane of the 

two component antennas are shown in Figure 3. 26 by dotted lines with marks. The measured 

 ௥ of disk loaded monopole antenna are lower than calculated valued because of the not veryߟ

well physical coupling of the fabricated sample. 

Finally, radiation patterns of the two component antennas are shown in Figure 3. 27. The 

radiation patterns in both uplink band and downlink band of both the antennas are similar with 

monopole antenna’s radiation pattern. 

This composite antenna is patented6. 

 

 

 

3.3 Enhanced Orthogonally Polarized Antenna for 

Indoor MIMO Base Station 
 

Comparing with the proposed orthogonally polarized antenna in Section 3.2, a further upgraded 

composite antenna is proposed in this Section for commercialized application. This sample 

antenna, which is technically fabricated, is composed of redesigned component antennas 

providing very wide bandwidth as well as excellently uniform radiation patterns in the 

horizontal plane. The component antennas operate at the 2 GHz band of IMT-2000 that are1.94 

~ 1.96 GHz for uplink and 2.13 ~ 2.15 GHz for downlink; the enhanced impedance bandwidths 

of over 300 MHz for the disk loaded monopole antenna and 155 MHz for the notched array 

                                                 
6 Huiling Jiang, Keizo Cho, Hiroyuki Arai, Shen Wang, “Antenna,” P2013-46331A, Japan Patent Office, 2013/03/04 
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antenna. The performance of the enhanced antenna is confirmed that can satisfy the practical 

requirement of indoor MIMO base station. 

As proposed in [84]-[86] and the previous Section, the disk loaded monopole generally 

consists of a top loaded conductor plate, a feed pin, one or more shorted pins and a ground 

plane. However, when using plural shorted pins, we can also use multiple feed pins, as is shown 

in Figure 3. 28. In this case, there is almost no current flowing on the center part of the 

conductor plate so that it is non-radiating. So, it does not impact antenna characteristics even 

though a hole is punched at the center of the conductor plate.  

On the other hand, different with the notched array antenna in the previous Section, we 

arrange four notched array symmetrically on the bottom conductor layer of the dielectric 

substrate to further improve the omni-directionality. As shown in Figure 3. 29, there are four 

notches cut on the bottom conductor layer, and four microstrip lines feeding them, respectively, 

on the upper layer. The quantity of the parasitic elements is also added to four sets. 

This composite antenna sample is enhanced and fabricated by Nihon Dengyo Kosaku Co., 

Ltd.7 with NTT DOCOMO, Inc.8 Photographs of the manufactured composite antenna sample 

are shown in Figure 3. 30 and Figure 3. 31. The notched array antenna is placed above the disk 

loaded monopole antenna. The feed pins of disk loaded monopole are in-phase fed by 

microstrip lines distributing on the top layer of the bottom substrate. Matching circuit is made 

on the transmission lines for better impedance matching. The notched array antenna is fed by 

a coaxial post which is placed through the hole punched on the center of the disk loaded 

monopole antenna. The composite antenna is fixed on a mounting plate, and covered by a 

radome (not shown in the figures). 

The imput responses of the two component antennas are shown and compared with that of 

the previous design in Figure 3. 32. To the narrow band antenna, the notched array, the 

bandwidth widened from 70 MHz to 155 MHz. The bandwidth enhanced due to the increment 

of notches’ quantity. To the disk loaded monopole, its bandwidth widened due to the usage of 

the matching circuit. S21 is confirmed still lower than -17 dB, shown in Figure 3. 33. Radiation 

patterns of the two component antennas are shown in Figure 3. 34. In horizontal plane, 

circularity of the disk loaded monopole is 1.92 dB at 1.95 GHz and 1.53 dB at 2.14 GHz; the 

value of the notched array is 1.59 dB at 1.95 GHz and 1.28 dB at 2.14 GHz. The identity of 

both the antennas in the horizontal plane becomes better than the previously proposed antenna. 

                                                 
7 7-4, Nissai Hanamizuki, Sakado, Saitama, 350-0269, Japan 
8 3-6, Hikari-no-oka, Yokosuka, Kanagawa, 239-8536, Japan 
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Figure 3. 28 Geometry in 3-D view of the enhanced disk loaded monopole antenna. 

 

    

(a)                        (b) 

Figure 3. 29 Geometry of enhanced notched array antenna; (a) Top view and (b) bottom view. 

 

 
Figure 3. 30 Photographs of the manufactured composite antenna in top view. 

134 mm
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(a) 

 

(b) 

Figure 3. 31 Photographs of the manufactured composite antenna in side view; (a) Details about 

microstrip transmission line and (b) feeding posts of the antennas. 

 

 

Figure 3. 32 Measured input responses of the two component antennas of previous design and 

new design. Port 1 denotes the disk loaded monopole and port 2 denotes the notched array. 
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Figure 3. 33 Measured mutual coupling response between the two component antennas. 

 

     

(a)                         (b) 

 

     

(c)                         (d) 

Figure 3. 34 Measured radiation patterns of the two component antennas. (a), (b) are patterns 

of the disk loaded monopole; (c), (d) are patterns of the notched array. (a), (c) are in horizontal 

plane and (b), (d) are in vertical plane. Black lines are at 1.95 GHz and red lines are at 2.14 

GHz. Thinner lines denote patterns of cross-polarization. 
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3.4 Summary 
 

A compact composite antenna composed of two orthogonally polarized component antennas is 

proposed to reduce correlation and realize miniaturization. The two low-profile component 

antennas, a disk loaded monopole antenna and a notched array antenna are utilized for the 

vertical polarization component and horizontal polarization component, respectively. 

Characteristic modes analysis is used to confirm mutual influence between the two components 

when they are combined. The interlock phenomenon between different modes is confirmed that 

is very important to antenna combination. 

The proposed antennas has further miniaturized size and improved isolation. The whole 

antenna is developed for covering 2 GHz of IMT-2000, that is uplink band of 1.94~1.96 GHz 

and downlink band of 2.13~2.15 GHz. Parasitic elements are utilized for bandwidth 

enhancement of the narrow band notched array antenna. Correlation coefficient between the 

component antennas is confirmed very low in the two operating bands. Moreover, radiation 

efficiency and radiation patterns show good status of the antenna. Due to the overlapped 

arrangement, which is used to combining the double component antennas, the composite 

antenna has a finally designed size of 0.8 λ × 0.8 λ×0.08 λ (ground plane included). 

As an enhanced model for indoor MIMO base station, a further upgraded composite antenna 

is proposed. This technically fabricated sample antenna is composed of redesigned component 

antennas providing very wide bandwidth as well as excellently uniform radiation patterns in 

the horizontal plane. Impedance bandwidth of the disk loaded monopole antenna is improved 

to 300 MHz for, and 155 MHz bandwidth is provided by the notched array antenna. The 

performance of the enhanced antenna is confirmed that is able to satisfy the practical 

requirement of indoor MIMO base station. 
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CHAPTER 4 

CHARACTERISTIC MODES ANALYSIS FOR 

CROSS-POLARIZATION REDUCTION OF DISK 

LOADED MONOPOLE 
 

 

 

 

4.1 Introduction 

 

So far, studies and application approaches of the characteristic modes almost concentrated on 

discussing the question how the characteristic modes impact on the excited antennas resonance 

characteristics. It is true that frequency response of the modes is directly related to antennas 

resonance response when specific excitation is decided. If an antenna is resonant without any 

external matching component, e.g. a matching circuit, there must be one mode or multiple 

modes resonate at the nearby frequency. This special insight property of the characteristic 

modes analysis make itself significantly useful for the problems about antennas resonance 

characteristics.  

However, reports about relationship between the characteristic modes and the radiation 

pattern of antennas with specific excitations are seldom seen. It is known that similar with the 

antennas resonance response, radiation pattern of an antenna with specific excitation will 
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perform resemble patterns of the excited modes. Nevertheless, with regard to the modes which 

are unexcited by the specific excitation, it is not very clear how they can impact the antennas 

radiation pattern. 

Theoretically, if a current mode ࢔ࡶ which cannot be excited by the given antenna feeding, 

the associated modal excitation coefficient in (2-43): 

 

௡ܸ
௜ ൌ ,࢔ࡶ〉 〈௜௧௔௡ܧ ൌ 0 

(4-1) 

The inner product of ࢔ࡶ and the incident E-field (in this case it is the excitation by antenna 

feeding) ܧ௜௧௔௡  is 0, so it indicates the mode does not contribute to the excited antenna’s 

current as well as radiation pattern at all. 

However, there are quite a number of modes are excited more or less, especially when the 

antenna size is electrically large. In this case, there are more modes existing in the concerned 

frequency band. As a matter of fact, we often observe this phenomenon, the existent undesired 

current and undesired radiation, in ordinary antenna designs. As a simple example combing the 

theory of characteristic modes to illustrate in detail, Figure 4. 1 shows a microstrip antenna. 

We discuss three modes occurring on the patch.  

 

 
Figure 4. 1 A microstrip patch antenna and three modes occurring on it. 



６９ 
 

 

	૚ࡶ and ࡶ૛  are the two modes parallel with the edges (along y-axis and x-axis), and 

orthogonal with each other, respectively shown as the figure. ࢔ࡶ is an arbitrary mode other 

than the first two modes, and we assume the current has both y-axis and x-axis components. 

Then we consider the patch antenna is fed by microstrip line along the y-axis, and at the center 

of one of the edges. Although it is impossible in the reality, particularly, we ignore the influence 

to the characteristic modes from this feeding structure. Moreover, suppose all the edges have 

half wave length. 

In this case, obviously we have: 

 

ଵܸ
௜ ൐ ⋯ ൐ ௡ܸ

௜ ൐ ⋯ ൐ ଶܸ
௜ 

(4-2) 

This expression indicates ࡶ૚ is the most excited mode by the given feeding, among the three 

modes and even among all the possible modes occurring on the patch. Correspondingly, ࡶ૛ is 

believed the worst excited mode, or can be called unexcited mode. However, due to its y-axis 

component, ࢔ࡶ will be excited by the given feeding to a certain degree. 

Therefore, we face two questions so common in most of the antenna design procedures that 

worth to consider about: 

 

(1) How to modify an antenna to excite a desired mode which is now inadequately excited? 

(2) How to reduce excitation for an undesired mode as far as possible? 

 

This two question also have practical meaning for the study of characteristic modes. The 

answer to the questions may be simple: revise the structure of the antenna or change the feeding. 

Nevertheless, in practical antenna design, this simple answer is not an eligible answer but one 

of the most significant problems and tasks. Hence, it is necessary to find answer from the 

characteristic mode itself. To the both question (1) and (2), we are going to demonstrate 

practical solutions to illustrate how to apply characteristic modes analysis for cross-polarization 

reduction and for radiation pattern optimizations, in this Chapter and the next Chapter. 
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In this Chapter, we calculate the characteristic modes of the disk loaded monopole antenna 

proposed in 3.2.1 of previous Chaper, and analysis radiation properties of the modes to discuss 

how to reduce the cross-polarization component radiated by the antenna. 

Generally, the cross-polarization component radiated by the disk loaded monopole or just a 

monopole with square ground plane of finite size is not very small. When the antenna is with 

dimension shown in Figure 3. 6, the cross-polarization, horizontal polarization, is near to -10 

dB which can be confirm by observing Figure 3. 7. However, it is found if the size of ground 

plane becomes bigger, the cross-polarization will become larger. Figure 4. 2 shows the 

geometry of the disk loaded monopole antenna with a bigger square ground plane which has a 

150×150 mm size. The size of the triangular conductor plate is also lightly changed to make 

the antenna resonate at 2.05 GHz covering the uplink band and the downlink band. Figure 4. 3 

shows radiation pattern of the antenna in horizontal plane (xy-plane). When the ground plane 

size is 150×150 mm, maximum gain of the cross-polarization increase to about -5 dBi. Large 

cross-polarization will reduce antenna polarization purity, and increase the correlation with 

other component antenna, which is the horizontal polarization component in the previous 

Chapter. Therefore, it is necessary to discuss how to reduce the cross-polarization component 

radiated by the disk loaded monopole antenna. 

The horizontal polarization component of this antenna is considered radiated by the ground 

plane. Because the square side length of 150 mm is near to one wavelength related to 2 GHz. 

Hence, the strong horizontal polarization component may be radiated by the side part of the 

ground plane. However, it is difficult for general antenna parameters, such as input response, 

radiation pattern, and current distribution, to provide more information about the resonance of 

the ground plane. We exactly need to know the characteristic of this resonance to find a way 

by which to avoid the resonance. The characteristic modes analysis is exactly a great method 

to quantitatively show the whole insight of this ground mode. Hence, in this Section 4.2, we 

calculate the characteristic modes of the disk loaded monopole antenna and focus on the mode 

associated with the ground plane. Then in Section 4.3, we propose circular ground plane to 

replace the square one and explain why circular ground reduces the cross-polarization radiation. 
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Figure 4. 2 Geometry of the disk loaded monopole antenna with 150×150 mm square ground 

plane. 

 

 

Figure 4. 3 Radiation gain patterns of the disk loaded monopole antenna in xy-plane. Red lines 

are with a 120×120 mm square ground plane, and black lines with marks are with a 150×150 

mm square ground plane. Solid lines denote ࣂࡱ and dotted lines denote ࣐ࡱ.  
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4.2 Characteristic Modes Analysis for Disk Loaded 

Monopole Antenna 

 

A disk loaded monopole antenna consisting of a triangular conductor plate, a feeding pin, three 

shorted pins and a ground plane is an evolution of monopole antenna. In spite of the very low 

profile, the antenna has wide bandwidth. However, same with the monopole antenna, a 

conductor ground plane is necessary to the disk loaded monopole antenna. A ground plane with 

finite size obliquely upward reflects antenna radiation, and obliquely downward leaks some 

radiation. 

First of all, we observe the first 6 modes occurring on a 150×150 mm conductor plate in 1.5 

GHz ~ 2.5 GHz band. Figure 4. 4 shows current distribution of the modes, and Figure 4. 5 

shows frequency response of characteristic angle of each mode. From the characteristic angle 

it can confirm only ࡶ૞ and ࡶ૟ are in capacitive status in the band, while other modes are in 

inductive status. Moreover, only ࡶ૞ and ࡶ૟ is possible to be excited because they all have 

minima of current distribution at their center position, and a capacitive coupler such as the disk 

loaded monopole should be placed at this position to excite the mode [42]. ࡶ૛ and ࡶ૜ also 

have minima of current distribution at their center position, whereas their current distribution 

is asymmetric so that difficult to be excited due to feeding structure of the disk loaded 

monopole. 

  As shown in Figure 4. 3, the antenna radiates horizontal polarization component, which is 

the cross-polarization, in xy-plane. This component is thought radiated by the ground plane. To 

further investigate the radiation, we calculate characteristic modes of the antenna. Two 

characteristic modes occurring on the antenna, ࡶ૚ and ࡶ૛, are confirmed strongly excited by 

the used feeding type. Current distribution of the two modes is shown in Figure 4. 6. In both 

the modes, current flowing on feeding pin and shorted pins is in phase and strong, especially 

in the ࡶ૚ mode. It can also be observed that current flow on the ground plane and is relatively 
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concentrated in area near four edges of the ground plane. In middle area near the edge, the 

current change orientation, and current amplitude (density) is small. By carefully observation, 

we find the current distribution on the ground of ࡶ૚ is similar with the ࡶ૞ of single conductor 

plate, while the current distribution on the ground of ࡶ૛  is similar with the ࡶ૟  of single 

conductor plate. 

Horizontally polarized radiation patterns of ࣐ࡱ associated with the two modes are shown 

in Figure 4. 7. Both the pattern has eight beams with maximum radiation in the horizontal plane. 

The horizontally polarized radiation of ࡶ૛ mode is strong, while the radiation of ࡶ૚ mode is 

weak. Actually, the horizontally polarized radiation patterns of ࡶ૚ and ࡶ૛ are similar with 

that of the ࡶ૞ and the ࡶ૟ of single conductor plate, caused by the strong current flowing on 

the area near the edges of the square ground plane. 

Frequency response of characteristic angle of the two modes comparing with the ࡶ૞ and the 

 ૟ of single conductor plate shown in Figure 4. 8, in 1.5 GHz ~ 2.5 GHz. In summary of whatࡶ

was analyzed above, we consider ࡶ૚ to be a mode containing excited form of the ground’s ࡶ૞, 

while ࡶ૛	to be a mode containing excited form of the ground’s ࡶ૟. However, feeding pin and 

shorted pins are the main part in both ࡶ૚ and ࡶ૛, by observing the current distributions.  

Figure 4. 9 shows input response of the antenna which resonate at 2.05 GHz. This frequency 

is close to the resonance frequency of ࡶ૚. It obviously shows ࡶ૚ is dominant mode, while ࡶ૛ 

is subsidiary mode. Actually, it seems that ࡶ૛ substantially correlates with the ground plane, 

whereas ࡶ૚ approximately does not correlate with the ground plane, at least in the frequency 

band higher than 2.1 GHz. 

If turn back to observe the ࡶ૞ and the ࡶ૟ of single conductor plate again, we can find 

another common point except the strong current flowing on the area near the edges; current 

around the center area is radial. This kind of radial current exactly makes it possible to be 

excited by the disk loaded monopole. Nevertheless, the current near the center area is not 

absolutely radial since the square is not centrosymmetry, and the semi-radial current may 

exactly cause the current near edge due to voltage difference. Therefore, in next Section, we 

discuss a centrosymmetry ground plane, a circle, on which a mode with absolutely radial 

current distribution exist that can be excited. 
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 ૜ࡶ                       ૛ࡶ                      ૚ࡶ

   
 ૟ࡶ                       ૞ࡶ                      ૝ࡶ

Figure 4. 4 First 6 characteristic modes of a 150×150 mm conductor plate. 

 

 

Figure 4. 5 Characteristic angle response of the 6 modes of the 150×150 mm conductor plate. 
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(a) 

 

(b) 

Figure 4. 6 Eigen current distribution (a) ࡶ૚ and (b) ࡶ૛ of the disk loaded monopole. 
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(a)                          (b) 

Figure 4. 7 Horizontal polarized ࣐ࡱ characteristic radiation pattern of (a) ࡶ૚ and (b) ࡶ૛. 

 

 

Figure 4. 8 Characteristic angles of the modes of antenna and that of single ground. 

 

 
Figure 4. 9 Input response of the disk loaded monopole antenna. 
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4.3 Cross-Polarization Reduction Due to Circular 

Ground Plane 
 

In previous Section, we discussed the cross-polarized radiation component of the disk loaded 

monopole antenna in the case of utilizing a square ground plane. The feeding of disk loaded 

monopole antenna usually excite the characteristic mode of a ground in which radial current 

distribute around the center area. When utilize a square ground plane, the current near the center 

area is not absolutely radial since the square is not centrosymmetry. The semi-radial current 

may exactly cause the current near four edges due to voltage difference. In this Section, we 

discuss a circular ground, which is centrosymmetry, to find whether the cross-polarization 

reduce due to exciting a mode with absolutely radial current distribution. 

The first 6 modes occurring on a circular conductor plate with perimeter of 600 mm in 1.5 

GHz ~ 2.5 GHz band. The perimeter equals to that of the square ground plane discussed in the 

previous Section for comparison. Figure 4. 10 shows current distribution of the modes, and 

Figure 4. 11 shows frequency response of characteristic angle of each mode. From the current 

distribution, we find ࡶ૟ has strong radial current around the center area. This mode radiates 

little component of horizontal polarization. Figure 4. 12 shows current distribution of two 

characteristic modes, ࡶ૚ and ࡶ૛, occurring on the antenna utilizing the circular ground plane. 

It is noticed that in both the modes, current flowing on the ground plane is radial style which 

is similar with that of the ࡶ૟ belonging to the single circular plate. This result indicates ࡶ૟ is 

the only mode excited by the feeding of disk loaded monopole. Figure 4. 13 shows horizontally 

polarized radiation pattern ࣐ࡱ of ࡶ૚ and ࡶ૛. Both the radiation level is extraordinarily small 

because the ࡶ૟  ground mode originally radiates little horizontally polarized E-field. 

Characteristic angle of the two modes comparing with the ࡶ૟ of circular conductor plate is 

shown in Figure 4. 14, and input response of the antenna is shown in Figure 4. 15. It indicates 

 .૛ is subsidiary high order modeࡶ ૚ is still the dominant mode, whileࡶ
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 ૜ࡶ                       ૛ࡶ                      ૚ࡶ

   
 ૟ࡶ                       ૞ࡶ                      ૝ࡶ

Figure 4. 10 First 6 characteristic modes of circular conductor plate with perimeter of 600 mm. 

 

 

Figure 4. 11 Characteristic angle response of the 6 modes of the circular conductor plate. 
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(a) 

 
(b) 

Figure 4. 12 Eigen current distribution (a) ࡶ૚ and (b) ࡶ૛ of the disk loaded monopole. 
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(a)                             (b) 

Figure 4. 13 Horizontal polarized ࣐ࡱ characteristic radiation pattern of (a) ࡶ૚ and (b) ࡶ૛. 

 

 

Figure 4. 14 Characteristic angles of the modes of antenna and that of single ground. 

 

 

Figure 4. 15 Input response of the disk loaded monopole antenna. 
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Figure 4. 16 Cross-polarization gain of the disk loaded monopole antenna along with variant L 

which denotes the side length of the square ground plane or a quarter of perimeter of the circular 

ground plane. λ0 is wavelength corresponding to 2.05 GHz. 

 

We calculated a series of cross-polarized radiation gain of the disk loaded monopole antenna 

utilizing the square ground plane and the circular ground plane, respectively, with different size. 

The results are shown in Figure 4. 16. In this figure, horizontal axis represents L, which denotes 

the side length of the square ground plane or a quarter of perimeter of the circular ground plane, 

normalized by λ0, which is wavelength corresponding to 2.05 GHz. The range of L / λ0 is 0.8 

~ 1.3, because too small ground plane causes strong downward radiation, while too big ground 

plane cannot satisfy the miniaturization of antenna. In the case of utilizing the square ground 

plane, cross-polarization gain varies in -4 ~ -12 dBi and has a peak when L is 1.12λ0. While if 

utilize the circular ground plane, cross-polarization gain greatly reduces to -24 ~ -39 dBi and 

decreases along with increased L. The reduced cross-polarization gain is considered due to the 

excited ࡶ૟  ground mode which has absolutely centrosymmetry radial current distribution. 

Increased L decreases resonant frequency of the ࡶ૟ to close to the operating band so that this 

non-horizontal-polarization mode provides antenna decreased cross-polarization component. 

-40

-35

-30

-25

-20

-15

-10

-5

0

0.8 0.9 1 1.1 1.2 1.3

C
ro

ss
-p

ol
ar

iz
at

io
n

 G
ai

n
 [

d
B

i]

L / λ0

Square ground
Circular ground



８２ 
 

 

4.4 Summary 

 

In this Chapter, we used the characteristic modes analysis to discuss the problem of cross-

polarization of the disk loaded monopole antenna. The antenna feeding excites characteristic 

modes of the ground plane so that horizontally polarized E-field is radiated by the ground plane 

to be the cross-polarization component in the antenna radiation pattern. 

Since its feeding structure, the disk loaded monopole tends to excite those modes have radial 

current distribution from center area to edge areas of the ground plane. Although it is not a 

centrosymmetry shape, a square ground plane has two characteristic modes provide the radial 

current. However, the radial current distributions are not uniform due to the ground plane’s 

shape; and the imbalanced semi-radial current causes voltage difference on the edge areas so 

that strong current distribute along the edge areas to radiate horizontally polarized E-field. 

When the antenna is fed and the ground mode is excited, the horizontal polarization component 

will be radiated by the ground so that mutual coupling between the disk loaded monopole and 

the horizontally polarized notched array will increase. 

In order to reduce the horizontal polarization component radiated by the ground plane, a 

ground mode providing absolutely uniform radial current distribution is desired, because this 

current distribution radiates little horizontally polarized E-field. A centrosymmetry circular 

ground plane is conformed that involve the characteristic mode and can be excited by the 

antenna. The uniformly radial current flowing on the ground plane make the horizontal 

polarization radiation component greatly reduce to a very low level. 
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CHAPTER 5 

CHARACTERISTIC MODES ANALYSIS FOR 

RADIATION PATTERN OPTIMIZATION OF 

NOTCHED ARRAY 
 

 

 

 

5.1 Introduction 
 

In Chapter 4, we discussed conductor plates with different geometries providing different 

characteristic modes. In Chapter 5, we discuss how to move specific characteristic modes by 

revising local dimensions, and to optimize antenna radiation pattern. The notched array 

antennas are used for examples in this Chapter and separated to two step; firstly, we calculate 

the characteristic modes of a double notched antenna to show how to change antenna radiation 

pattern by exciting desired mode or removing undesired mode, while keeping primary 

geometry; secondly, we apply the method to a four notched array that help to propose a 

horizontally polarized reference antenna with perfectly identical radiation pattern in horizontal 

plane. 

A notched antenna can be regarded as an evolution from a slot antenna. Due to its good 

performances, the slot antennas are widely used, especially in the case of low-profile 
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requirements, such as airplanes or satellites. Figure 5. 1 (a) shows a general model of slot 

antenna using a conductor plate. The slot can well resonate when the length is about ߣ଴ 2ൗ , and 

ignore the width. However, effectively the width is certainly existent so that the length is 

usually not exactly ߣ଴ 2ൗ . The slot antenna can be fed by a coaxial cable, or a microstrip line 

when it is fabricated by dielectric substrate. Whatever the slot antenna is fed, the feeding 

position will impact on antenna input impedance. If the feeding is at the center of slot, the 

impedance is about 500Ω. Thus, the feeding position is usually offset as shown in the figure. 

On the conductor surface, current distribute around the slot as shown in the figure. When a 

time-varying current is distributed around the slot, a time-varying magnetic field is excited 

inside the slot and surround the conductor plate. Then, electric field is excited. Electromagnetic 

wave is radiated all around, and the maximum radiation is along the ± z-axis. 

The notched antenna which is originally proposed in [96] can be imagined as the half of slot 

antenna as shown in Figure 5. 1 (b). Extremely similar with a monopole antenna, an image is 

symmetrically formed at the other side of the open end, where the disappeared part. The 

notched antenna can be considered as the complementation of a monopole antenna, too. In 

other words, the radiation pattern can also be contrastively analyzed as the magnetic radiation 

pattern of the monopole. Also, oppositely with that the radiation of a monopole antenna is 

partly reflected by the finite ground plane, the radiation of a notch antenna partly scatters 

toward the free space due to the disappearance of the other side. 

The above analysis can be verified by simulating a notched antenna shown in Figure 5. 2 (a). 

Its radiation patterns in (b) xy-plane and (c) zx-plane indicate lightly strong radiation scattering 

toward the +x-axis, that pointing to the free space. Cross polarization which can be found in 

(d) zy-plane is considered the radiation of the wire feeding used for excitation of the notched 

antenna. 
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(a) 

 

(b) 

Figure 5. 1 Slot antenna (a) and notched antenna (b). 

 

 

 

(a) 
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(b)                       (c)                       (d) 

Figure 5. 2 A notched antenna in free space and the simulated radiation patterns 

 

 

 

5.2 Double Notched Antenna 

 

Two collinear notched antennas can be arranged symmetrically in opposite direction to provide 

varied performance. This kind of antenna has been proposed in [97] and [98] applying to 

common cellular system in highway tunnel. Figure 5. 3 shows the proposed antenna geometry 

in [98], two notched antennas cut on one of the conductor plates of a dielectric substrate above 

a ground plane are excited by two inversely orientated probes in simulation. This double 

notched antenna has two operating modes, patch mode and probe mode. In low frequency band, 

due to the half wavelength length, the conductor plate resonates and radiate bi-directional ࣐ࡱ 

pattern to ± y-axis; in high frequency band, due to a quarter wavelength active length (the length 

of the probes in simulation), the active part of microstrip lines resonate as two monopoles, and 

radiate bi-directional ࣐ࡱ pattern to ± x-axis. In this case, since its size does not match the 

resonant frequency of microstrip line, the two notches does not dominantly resonate. However, 

the antenna maybe radiate to both ± x-axis and ± y-axis like double orthogonal “8” if the notches 

resonate together with the conductor plate under a revised geometry. 
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Figure 5. 3 The bi-directional notched antenna (ground not included) proposed in [98]. Gray 

part denotes conductor plate where the notches are cut on; black lines denote microstrip lines. 

 

 

The double notched antennas proposed in [97][98] are low gain antenna that installed in 

short tunnels of less than 2 km with about 200 m interval [99], while for long tunnels longer 

than 2 km, another approach with higher gain is proposed [100]. Similar with that in [98], the 

proposal in [100] also has bi-directional radiation pattern in both xy -plane and zy -plane (same 

with the xy-plane and zy-plane in Figure 5. 3). The high gain of about 5 dBi is obtained for the 

probe mode by using directors placed on both sides of the notches as that in a Yagi-Uda array.  

In this Chapter, we also use a double notched antenna as an example to illustrate how to use 

characteristic modes to analyze antenna and contribute to realizing required performances by 

exciting desired characteristic modes. Different with the previous designs in [97]-[100], this 

time an electrically small conductor plate is attempted for the discussion to reduce 

characteristic modes occurring on the antenna. Figure 5. 4 shows the geometry of the proposed 

antenna. As is mentioned in its caption, two wide mouth notches is cut on the bottom conductor 

sheet of a dielectric substrate, and a microstrip line is on the top conductor sheet used for 

feeding the notches. Dielectric constant of substrate is 2.6, and the thickness is 0.8 mm. 
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Comparing with the previous antennas, space between the two notches is very narrow so that 

the notches are close to each other. As a result, maximum radiation to ± x-axis is difficult 

because of the mutual out-phase radiation by the two elements. 

The antenna is fed from the center of the microstrip line. The size of an original type (in this 

thesis) is recorded in Table 5. 1. The original type is designed to working at 1.5 GHz. This is 

an arbitrary frequency without any supposed application. Input characteristic vs. frequency is 

shown in Figure 5. 5. The antenna has well matching, but the bandwidth is merely 3.3% because 

of the small conductor ground plate. Figure 5. 6 shows antenna’s radiation pattern at 1.5 GHz, 

in xy-plane and zy-plane, respectively. Thus, it can confirm the maximum radiation is on ± y-

axis. Radiation on ±x-axis is weak because of the short space between the two inversely 

orientated elements so that radiation from them cancel each other on ±x-axis. In addition, the 

maximum radiation is in both E-plane and H-plane. 

However, the radiation pattern in xy-plane indicates the antenna is neither omni-directional 

nor absolutely bi-directional in the horizontal plane. In order to change the antenna’s radiation 

pattern, in next Section we calculate the characteristic modes occurring on the antenna to study 

its operating mechanism. 

 

 
Figure 5. 4 Geometry of the double notched antenna. Microstrip line (e, f, g, etc.) is on top face 

and notches (c, d, etc.) are on bottom face. 

 



８９ 
 

Table 5. 1 

Size of the original type double notched antenna. 

a b c d e f g al h 

70 45 32 25 15 25 24 21.5 0.8 

 

 

Figure 5. 5 Input characteristic of the original type double notched antenna. 

 

 

    
xy-plane                     zy-plane 

Figure 5. 6 Radiation pattern of the original type double notched antenna at 1.5 GHz. 
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5.2.1 Characteristic Modes Analysis for Double Notched Antenna 
 

Characteristic modes of the antenna in spectrum of 1~2 GHz are calculated. Although antenna 

excitation is not taken into account in the theory of characteristic modes, in this case, since the 

feeding position is established and certain, we calculate the model with center feeding pin to 

reduce investigation range.  

There are two important characteristic modes, ࡶ૚  and ࡶ૛ , are found by observing 

calculation results. Although there are several other modes observed in the concerned band, 

only this two modes are possible to be excited by the supposed feeding style we use. So, it is 

sufficient to discuss only ࡶ૚ and ࡶ૛. Figure 5. 7 shows characteristic current distribution of 

the two modes. It is noticed that current on the conductor ground plane (bottom face) is strong 

in the ࡶ૚ mode, while relatively weak in the ࡶ૛ mode. And, current of the ࡶ૛ mode relatively 

concentrate on the microstrip line. Figure 5. 8 shows the top view of 3-D characteristic radiation 

pattern, which are horizontally polarized patterns, of the two modes. The radiation pattern of 

the ࡶ૚ mode approximates to omni-directional, while that of ࡶ૛ is similar with practically 

excited antenna’s radiation pattern that approximates to bi-directional.  

Frequency response of characteristic angles of this two significant modes are shown in 

Figure 5. 9 to provide resonance information. Since a mode is at resonance status when its 

characteristic angle is close to 180°, we can be informed of the resonant frequency of the two 

modes; ࡶ૚ mode resonates at 1.09 GHz, while ࡶ૛ mode resonates at 1.54 GHz. If combining 

the excited antenna’s input response property shown in Figure 5. 5, the ࡶ૛ mode would be 

considered the dominant mode, because its resonant frequency is close to the excited antenna’s 

resonant frequency. Besides the frequency, the radiation pattern of ࡶ૛ which is similar with 

the practically excited antenna’s radiation pattern is also an important hint. 
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Figure 5. 7 Characteristic current distribution of the two modes. Black arrows represent current 

orientations. 

 

       
 ૚                   J2ࡶ

Figure 5. 8 Top view of 3-D ࣐ࡱ characteristic radiation patterns of the two modes. 

 

 
Figure 5. 9 Characteristic angles of the two modes. 

90

120

150

180

210

240

270

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

C
h

ar
ac

te
ri

st
ic

 A
n

gl
e 

[d
eg

.]

Frequency [GHz]

J1_orig.

J2_orig.



９２ 
 

 

However, the antenna’s practical resonance should be explained as a cooperation which is 

contributed by both the two modes, for the resonant frequency is little lower than that of ࡶ૛ 

due to the existent of the ࡶ૚ mode. 

Nevertheless, it is difficult to get more information for antenna parameters adjustment in 

next step depending on only the characteristic current distributions and frequency responses of 

the two modes. We have to know which part of the antenna respectively causes the modes. 

Therefore, some parameter studies are supplemented for obtaining more details. Figure 5. 10 ~ 

Figure 5. 17 show the results of parameter studies. 

Figure 5. 10 and Figure 5. 11 show variations on the characteristic angles and the input 

response caused by different g, the length of the last part of microstrip line, respectively. Along 

with shortened g, the frequency response of both ࡶ૚ and ࡶ૛ ascend, and the antenna’s input 

response ascend, too. However, the fluctuation ratio of ࡶ૛ is larger than that of ࡶ૚. This result 

indicates ࡶ૛ depends on the microstip line more than ࡶ૚. 

Figure 5. 12 and Figure 5. 13 show the variations caused by different f, the length of the 

second part of microstrip line. Similar with g, shortened f also make the frequency response of 

 ૚ࡶ ૛, and the antenna’s input response ascend. However, this time the fluctuation ratio ofࡶ ,૚ࡶ

is almost same with that of ࡶ૛, because the f relates to both microstrip line length and its 

feeding position on the notches. 

Figure 5. 14 and Figure 5. 15 show the variations due to different a, the length of the 

conductor ground plane. This result is interesting because increased a causes the frequency 

response of ࡶ૚ ascend, while that of ࡶ૛ descend, and finally the antenna’s input response a 

little descend by the same fluctuation ratio with ࡶ૛. This result indicates ࡶ૚ much more relates 

to the microstrip line’s feeding position, and ࡶ૛ has correlation with the ground’s length. 

Figure 5. 16 and Figure 5. 17 show the variations caused by different c, the length of the 

notches. Shortened c causes frequency response of both the modes ascend, especially ࡶ૚ , 

because ࡶ૚ is considered deeply depending on the microstrip line’s feeding position. 
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Figure 5. 10 Characteristic angles according to different g. 

 

 

Figure 5. 11 Antenna input response according to different g. 
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Figure 5. 12 Characteristic angles according to different f. 

 

 

Figure 5. 13 Antenna input response according to different f. 
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Figure 5. 14 Characteristic angles according to different a. 

 

 

Figure 5. 15 Antenna input response according to different a. 
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Figure 5. 16 Characteristic angles according to different c. 

 

 

Figure 5. 17 Antenna input response according to different c. 
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By analyzing the parameters study results, we understand the following key points, and use 

these points to guide parameter adjustment to excite desired mode or restrain undesired mode. 

 

i. Both ࡶ૚ and ࡶ૛ relate to the current flowing on both the microstrip line and the ground 

plane. This is also indicated by the current distributions. 

ii. ࡶ૚  correlates with the current on ground plane more, particularly the surrounding 

current under the microstrip line and close to the two notches. 

iii. ࡶ૛ almost depend on every part of the antenna, and this is why it’s the principle mode 

directly leading to antenna resonance. 

 

 

 

5.2.2 Radiation Pattern Adjustment by Controlling Characteristic Modes 
 

From the characteristic modes analysis in last Section, we know adjusting the length of ground 

plane and the notches move the frequency response of ࡶ૚ and at the same time slightly move 

that of ࡶ૛. And, adjusting the length of microstrip line’s last part mostly move response of ࡶ૛, 

while the middle part f correlates the feeding position of the notches so that relate to both the 

two modes. Besides, it should be noticed that the part al shown in Figure 5. 4 is active part to 

excite the notches. So, only changing al can effectively move the response of ࡶ૛. That means 

changing the length of microstrip line’s beginning part e will lead to the change of the al, so 

that this change causes opposite result with changing g. 

Once we know these important points, we can obtain desired characteristics by efficient 

adjustment. In this case, we expect two possible type as targets. Considering the radiation 

pattern of the ࡶ૚ mode approximates to omni-directional, and the radiation pattern of ࡶ૛ is 

similar to bi-directional; hence, one type is omni-directional antenna in which the ࡶ૚ mode is 

supposed to be excited, while oppositely the other type is bi-directional antenna by restraining 

 ,૚ mode. Therefore, we shorten the length of the ground plane, lengthen the microstrip lineࡶ

and at the same time keep the size of notches to obtain omni-directional pattern. The size of the 
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omni-directional type is shown in Table 5. 2. On the other hand, we lengthen the length of the 

ground plane and shorten the microstrip line to obtain bi-directional pattern. The size of the bi-

directional type is shown in Table 5. 3.  

When the antenna is omni-type, resonant frequencies of ࡶ૚ and ࡶ૛ close to each other at 

about 1.1~1.2 GHz, shown by blue lines in Figure 5. 18. ࡶ૚ can be also excited due to its 

approach to the dominant mode ࡶ૛. Therefore, bi-resonance is observed by blue line in Figure 

5. 19. Omni-directional radiation pattern of ࣐ࡱ in xy-plane is shown by blue line in Figure 5. 

20. Ripple of the pattern in xy-plane is ±1.06 dBi at 1.11 GHz, and ±1.23 dBi at 1.22 GHz (not 

shown).  

When the antenna is bi-directional type, resonant frequency of ࡶ૚ reduces slightly but that 

of ࡶ૛ is almost invariant. It is observed that the resonant frequency of the antenna slightly 

descends while bandwidth decreases, as in Figure 5. 19. Bi-directional radiation pattern of ࣐ࡱ 

in both xy-plane and zy-plane is obtained due to the larger interval between the two modes. 

Additionally, the radiation patterns in zy-plane are almost same because the geometries of the 

all three types at ±y-axis are almost invariant. 

 

Table 5. 2 

Size of the omni-directional type double notched antenna. 

a b c d e f g al h 

50 45 22 25 15 21 30 27.5 2 

 

Table 5. 3 

Size of the bi-directional type double notched antenna. 

a b c d e f g al h 

80 45 32 25 15 25 22 19.5 0.8 
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Figure 5. 18 Characteristic angles of the two modes. Black lines denote the original, blue lines 

denote the omni-directional and red lines denote the bi-directional type. 

 

 

Figure 5. 19 Antenna input responses. Black line denotes the original, blue line denotes the 

omni-directional and red line denotes the bi-directional type. 
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xy-plane (E-plane) 

 

 

zy-plane (H-plane) 

 

Figure 5. 20 Radiation patterns of ࣐ࡱ in xy-plane (E-plane) and zy-plane (H-plane) of the 

antenna. Black line (with circular marks in zy-plane) denotes the original type, blue line (with 

triangle marks in zy-plane) denotes the omni-directional type (at 1.11GHz), and red line denotes 

the bi-directional type. 
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5.3 Four Notched Array with Identical Radiation in 

Horizontal Plane 

 

As was introduced in Chapter 3, a triple notched array with parasitic elements is used to be 

horizontal polarization component antenna of the orthogonally dual-polarized antenna in 

Section 3.2. However, due to the only three notches, ripple coefficient which is an important 

index to evaluate circular degree of radiation patterns in horizontal plane are ±1 ~ 2.5 dB. The 

number indicates more than 40 % energy weaken at somewhere in the horizontal plane. As an 

enhanced model to solve this issue, the four notched array with parasitic elements proposed in 

Section 3.3 has reduced ripple coefficient of about ±0.65 ~ 0.8 dB due to the increased quantity 

of notch. 

However, we intend to utilize a four notched array without parasitic elements to propose a 

horizontally polarized reference antenna with ripple coefficient in horizontal plane less than 

±0.1 dB. To improve the omni-directional property to such an extraordinarily low level by using 

some other approaches except adding even more array elements, we need to know more 

physical insight of the antenna’s operating principles. The theory of characteristic modes is one 

of the best methods to help us penetratingly understand the antenna’s mechanism. As an 

advanced part of the previous Section, this Section is devoted to apply the theory of 

characteristic modes to provide an in-depth physical insight into the behavior of a four notched 

array antenna and subsequently get the desired uniform radiation property. 

Comparing with the double notched antenna analyzed in the previous Section, there are more 

related characteristic modes occurring on a four array due to increased antenna size. However, 

these modes can also be classified to two basic fundamental types; one owns omni-directional 

radiation pattern in horizontal plane, and the other does not. While in the previous Section 

directive radiation pattern is obtained by moving the mode with omni-directivity further away 

from the directive dominant mode, in this Section we do it reversely. 
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5.3.1 Characteristic Modes Analysis for Four Notched Array 
 

In order to obtain horizontal polarization and omni-directivity in horizontal plane, a notched 

array antenna with four array-elements is originally proposed at 1.5 GHz. Geometry of the 

antenna is shown in Figure 5. 21. 

As shown in the figure, there are four notches cut out from the bottom conductor layer, and 

four microstrip lines feed them, respectively, on the upper layer. A power divider is constructed 

and fed from center. The relative dielectric coefficient of dielectric substrate is 2.6, while the 

thickness of the substrate is 0.8 mm. Horizontally polarized wave radiated by each notch 

element form semi-omni-beam in horizontal plane (the plane of antennas’ surface). Four such 

beams compose a dipole-like omni-directional radiation pattern as expected. Figure 5. 22 shows 

input characteristics of the antenna.  

In order to further investigate the operating principle of this antenna, we use the theory of 

characteristic modes to calculate the antenna. Current distributions of characteristic modes ࡶ૚ 

 ૜ concentrate on theࡶ ~ ૚ࡶ ૝ on the antenna are shown in Figure 5. 23. The current ofࡶ ~

microstrip line but is weak on the ground plane at where the four notches are formed. While to 

the ࡶ૝, current flowing on the ground plane is strong, but the current on two sides of the notches 

are generally in-phase. It should be noticed that ࡶ૚ ~ ࡶ૝ are not the all characteristic current 

modes occurring in concerned frequency spectrum, but are the modes that possible to be excited 

by the central feeding type. Discussion about other current modes is ignored because it is 

extraordinarily difficult to excite them by the central feeding. 

Figure 5. 24 shows normalized characteristic radiation patterns which are calculated based 

on the distributions of characteristic currents ࡶ૚ ૝ࡶ ~  , respectively. By observation of the 

radiation patterns, it can be found obviously that ࡶ૚ ૛ࡶ ,  and ࡶ૝  contribute to radiating 

identical radiation patterns in horizontal plane, while different with others, characteristic 

radiation pattern of ࡶ૜  acts like two orthogonally arranged “8”. Hence ࡶ૜  is considered 

contribute to exciting the tail-end of microstrip lines to make them operating as monopoles.  

Figure 5. 25 presents frequency responses of the characteristic angles associated with the 
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characteristic current modes ࡶ૚ ~ ࡶ૝ of the originally designed antenna. From Figure 5. 25 it 

is found that the mode ࡶ૚, ࡶ૛, ࡶ૜ and ࡶ૝ are in resonant state at 1.02 GHz, 1.4 GHz, 1.55 

GHz and 1.8 GHz, respectively. Since the length of each branch of the microstrip lines is 96.8 

mm, the value which approximately equals to 1/2 λg[0.96 GHz], (1/4+1/2)λg[1.44 GHz] and λg[1.92 GHz], 

it is not difficult to comprehend the curves of characteristic angles shown in Figure 5. 25. 

Figure 5. 26 shows variation associated with frequencies of antenna’s ripple coefficient of 

radiation patterns in horizontal plane. In the range of bandwidth 1.2 ~ 1.6 GHz, the ripple 

coefficient varies in ±0.35 ~ 0.8 dB, and increases along with operating frequency. 

By observing and comparing the curves of S11 and characteristic angles, we may affirm that 

the double resonances of the antenna are generated by the cooperating of ࡶ૚, ࡶ૛ and ࡶ૛, ࡶ૝. 

For one reason, radiation pattern of the practically excited antenna performed similarly with 

that of the mode ࡶ૚, ࡶ૛ and ࡶ૝. On the other hand, the actual current distribution act as similar 

with ࡶ૚ if frequency is below 1.25 GHz, similar with ࡶ૛ when frequency is between 1.25 

GHz ~ 1.5 GHz, and similar with ࡶ૝ if frequency is above 1.5 GHz. Here we only simulate 

the antenna in the frequency spectrum 1 ~ 2 GHz. Oppositely, it is considered that ࡶ૜ is not 

adequately excited by the actual feeding, since the actual current distribution and radiation 

pattern do not perform as that of ࡶ૜. However, we believe the existence of ࡶ૜ in antenna’s 

operating band does impact on antenna operating so that the ripple coefficient rapidly rises 

when the frequency is above 1.4 GHz.  

From above results, we conjecture ࡶ૜ greatly impacts on the ripple coefficient of horizontal 

plane radiation pattern, although this mode is not adequately excited by the feeding. To 

optimize the antenna that reduce the ripple it is considered effective that remove ࡶ૜ from the 

antenna operating band. To adjust the resonant frequency of ࡶ૜, we should change the length 

of the last part of microstrip lines. However, since the length of microstrip line not only relate 

to ࡶ૜ but also relate to ࡶ૚ and ࡶ૛, the optimization should be a comprehensive procedure. In 

addition, for circularity of the radiation pattern of ࡶ૝ in horizontal plane is not quite identical, 

it is maybe efficacious to remove ࡶ૝ from the antenna operating band, too. 
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Figure 5. 21 Geometry of the originally proposed notch array antenna. Area in gray denotes 

microstrip lines arranged on top layer of dielectric-slab, area with gray panes denotes ground 

conductor arranged on bottom layer. 

 

 

Figure 5. 22 Input response of the originally proposed notch array antenna. 
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 ૚ࡶ

    

 ૛ࡶ

    

 ૜ࡶ

    

 ૝ࡶ

Figure 5. 23 Normalized current distributions of the four characteristic modes. 
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 ૛ࡶ                    ૚ࡶ

    

 ૝ࡶ                    ૜ࡶ

Figure 5. 24 Normalized characteristic radiation patterns of the four characteristic modes. 

 

 

Figure 5. 25 Variation with frequencies of the characteristic angles. 
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Figure 5. 26 Ripple coefficient characteristics of radiation pattern in horizontal plane of the 

originally proposed notch array antenna. 

 

 

 

5.3.2 Optimized Four Notched Array and Experiment 
 

In order to improve the ripple coefficient characteristic, an optimized notched array antenna is 

proposed. Figure 5. 27 shows the antenna’s geometry. The entire area reduces by 43 % of the 

original one. The shape of notches becomes a little shorter and wider. Microstrip lines are 26 % 

shorter, while only the tail-ends parts are longer and designed to circular-arc.  

The characteristic angles of the four characteristic modes of the optimized antenna are 

calculated. Figure 5. 28 shows variation with frequencies of the characteristic angles associated 

with characteristic modes ࡶ૚ ~ ࡶ૝ of the proposed antenna. It can be found that the resonant 

frequency of ࡶ૚ and ࡶ૛ rises to 1.27 GHz and 1.68 GHz, respectively, due to the shortening 

of microstrip lines.  

While due to the smaller ground sheet, resonant frequency of ࡶ૝ rises over 2 GHz, and is 

estimated to 2.6 GHz. It merits special attention that the ࡶ૜ mode resonates at 1.1 GHz this 

time, which is also outside the range among the resonant frequencies of ࡶ૚  and ࡶ૛ . This 

change is considered due to the lengthening of microstrip lines’ tail-ends which operate as a 
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monopoles in the mode 3. Besides, the slopes of these curves near 180˚ become bigger. This 

change indicates narrower bandwidth of the antenna, which can be confirmed by input response 

curve shown in Figure 5. 29. The input response illustrates that the optimized antenna resonates 

at 1.5 GHz and its bandwidth is only 20 % of that of the original one. The resonance is regarded 

as the cooperating of ࡶ૚ and ࡶ૛. However, existence of the ࡶ૜ mode does not contribute to 

antenna resonance at 1.1 GHz. But bad influence of ࡶ૜ to the antenna can be verified clearly 

by observing ripple coefficient curve shown in Figure 5. 30. In Figure 5. 30, we find the values 

become very small except that in frequency band around 1.2 ~ 1.3 GHz. The sudden change at 

this band is considered as a cooperating of ࡶ૚ and ࡶ૜. However, the performance in this band 

is indifferent, while in the concerned antenna operating band of 1.46 GHz ~ 1.54 GHz, ripple 

coefficients reduce to ±0.1 dB. 

This optimized antenna is fabricated and measured in experiment. When a diplopore SMA 

shown in Figure 5. 31 (a) is utilized for connector, the radiation pattern in horizontal plane 

distorts; while using a slim coaxial cable shown in Figure 5. 31 (b) can avoid the distortion, but 

the extra cable is unwanted. To reduce the influence on radiation property, we manually filed a 

disc SMA, which is shown in Figure 5. 32. Photographs of the sample model with the specially-

made disc SMA connector are shown in Figure 5. 33. Measured input response and radiation 

pattern in horizontal plane are shown in Figure 5. 34 and Figure 5. 35. The measured resonant 

frequency rises to 1.54 GHz due to the usage of connector which was ignored in the simulation. 

Measured antenna’s radiation pattern of horizontal polarization in horizontal plane at the 

resonant frequency is illustrated in polar coordinate. Ripple coefficient of the measured pattern 

is ±0.44 dB. Nevertheless, this value is thought acceptable when precision of the sample is 

taken into account. 

When utilize a circular substrate shown in Figure 5. 36, we find the frequency response of 

the characteristic modes is almost invariant except that of ࡶ૜. Figure 5. 37 shows resonant 

frequency of ࡶ૜ decreases after utilizing the circular substrate and the peak of ripple curve 

also decreases, which is shown in Figure 5. 38. As another experiment, we increase a branch 

of microstrip line on each notch like what in Figure 5. 39 that can provide another resonance 

shown in Figure 5. 40. Figure 5. 41 shows that ripple in both the resonant bands is very small. 
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Figure 5. 27 Geometry of the optimized notch array antenna. Area in gray denotes microstrip 

lines arranged on top layer of die-lectric-slab, area with gray panes denotes ground conduc-tor 

arranged on bottom layer. 

 

 

Figure 5. 28 Variation with frequencies of the characteristic angles. 
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Figure 5. 29 Input response of the originally proposed antenna (dotted line) and the optimized 

antenna (solid line). 

 

 

Figure 5. 30 Ripple coefficient characteristics of radiation pattern in horizontal plane of the 

originally proposed antenna (dotted line) and the optimized antenna (solid line). 
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(a)                             (b) 

Figure 5. 31 Fabricated model with diplopore SMA (a) and slim coaxial cable (b). 

 

 
Figure 5. 32 A manually filed disc SMA. 

 

    

(a)                             (b) 

Figure 5. 33 The fabricated model with disc SMA; (a) top face and (b) bottom face. 
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Figure 5. 34 Input response of the fabricated antenna. 

 

 

Figure 5. 35 Measured radiation pattern of the fabricated antenna in horizontal plane. 

 

 

 

  

-30

-20

-10

0

1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2

S
11

 [
d

B
]

Frequency [GHz]

Sim._disc SMA

Mea._disc SMA

Mea._slim coaxial



１１３ 
 

 

Figure 5. 36 An improved design using circular substrate. 

 

 

Figure 5. 37 Variation of J3 of using different substrate. 

 

 

Figure 5. 38 Variation of ripple coefficient of using different substrate. 
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Figure 5. 39 Double branch of microstrip lines to provide double resonances. 

 

 

Figure 5. 40 Input responses of the proposed antennas. 

 

 

Figure 5. 41 Ripple coefficient of the proposed antennas. 
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5.4 Summary 

 

In Section 5.2 of this Chapter, we used a double notched antenna as an example to show a way 

to solve “ how to modify an antenna to excite a desired mode which is now inadequately 

excited? ”, and “ how to reduce undesired excitation of an undesired mode as far as possible? ” 

this two questions mentioned in the beginning of Chapter 4. To the first question, we excited 

the ࡶ૚ mode by moving it close to the dominant ࡶ૛ mode. Bi-resonance is obtained in lower 

frequency band and omni-directional pattern is radiated in the operating band, due to the 

excited ࡶ૚ mode. Certainly, the antenna gain is very low because of the reduced antenna size 

and widened bandwidth. However, it is still interesting as an example. In addition, we should 

notice that although the radiation pattern of ࡶ૛ mode is not omni-directional in terms of the 

original type, after the adjustment the new geometry and resonant frequency changed the 

pattern. In other words, the radiation pattern of a specific characteristic mode is not invariant 

along with different frequencies.  

On the other hand, to the second question, we restrain the ࡶ૚ mode by moving it further 

away to the dominant ࡶ૛ mode. By this adjustment, although the bandwidth becomes narrow, 

bi-directional radiation pattern is obtained in both E-plane and H-plane. In summary, antenna 

parameter adjustment is substantially to adjusting the fundamental characteristic modes 

occurring on the antenna, excite some or restrain some, and the example in this Chapter simply 

illustrated how to efficiently implement this process. 

While in Section 5.3, we used the ripple problem of horizontal plane radiation pattern of a 

four notched array to illustrate “ how to reduce undesired excitation of an undesired mode as 

far as possible? ” The theory of characteristic modes is used to analyze the potential 

characteristic current modes of the originally designed four notched array to identify the 

reasons which affect the antenna’s radiation property. The existence of ࡶ૜, in which the tail-

end of microstrip lines operate as monopoles, is thought the major factor makes the radiation 

pattern unsmooth. It should be noticed that ࡶ૜ is not the only cause of non-uniformity. ࡶ૝ and 

some other minor modes existing on the antenna are thought may potentially affect the radiation 
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of antenna. However, the optimization of antenna’s structure especially the microstrip lines 

makes ࡶ૜ resonate at lower frequencies that is outside antenna’s operating band. As a result, 

simulation shows that ripple coefficient reduced to ±0.1 dB in operating band; and, the 

antenna’s performances are confirmed in the experiment. 
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CHAPTER 6 

CONCLUSIONS 
 

 

 

 

As the antenna geometry becomes more complicated, the time required for antenna design can 

be dramatically reduced by using computers and commercial simulators based on numerical 

methods. However, even with the support of computers, success of the final design still depends 

upon the intuition and previous experience of the designers. Actually in most cases, the final 

optimization is in fact made by “cut and try” methods. As a result, these days antenna design 

is very much governed by designers’ experience and know-how.  

Therefore, we need an analysis method providing thorough physical insight to explain 

antenna working mechanism. Theory of characteristic modes, which is based on the MoM, is 

one of the best choices for this issue. Antenna analysis based on the theory provide a set of 

characteristic modes which have characteristic currents orthogonal to each other at source area 

and characteristic fields orthogonal to each other at infinity. This set of characteristic modes 

are current modes numerically obtained for discretionarily shaped conducting bodies, only 

relate to structure, size and frequency of the antenna, and provide a physical explanation of the 

radiation phenomena taking place on the antenna. However, it can obtain and control these 

modes by setting suitable feeding position, amplitude and phase. According to the theory, the 

excited modes and their synthetic field result as antenna’s resonance and radiation field. This 

point is the reason why it worth being studied. By calculating and analyzing these characteristic 

modes in concerned frequency range it may get more information about antenna’s working 

mechanism, which may be difficult or not that clear by using common analysis. Moreover, by 

adjusting antenna structure or feeding type may control the modes’ response, therefore these 
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information can provide guidance for antenna parameters adjustment and optimization. 

However, so far, studies and application approaches of the characteristic modes almost 

concentrated on discussing the question how the characteristic modes impact on the excited 

antennas resonance characteristics. While, reports about relationship between the characteristic 

modes and the radiation pattern of antennas with specific excitations are seldom seen. In this 

thesis, we contributed to solve the two questions of “ how to modify an antenna to excite a 

desired mode which is now inadequately excited? ” and “ how to reduce excitation for an 

undesired mode as far as possible? ” The two questions have practical meaning for the study 

of characteristic modes. Hence, it is necessary to find answer from the characteristic mode itself. 

Concerning the both questions, we demonstrated practical solutions to illustrate how to apply 

characteristic modes analysis for cross-polarization reduction and for radiation pattern 

optimizations 

First of all, the thesis provides a concise refinement of Integral Equation method based on 

the MoM and detailed theory review of characteristic modes, in Chapter 2. 

In Chapter 3, we proposed a compact composite antenna composed of two orthogonally 

polarized component antennas for indoor MIMO system that is able to reduce mutual 

correlation between component antennas and meanwhile, keep compact miniaturization. 

Besides, a bandwidth and radiation pattern enhanced sample antenna is proposed. In this 

Chapter, the characteristic modes analysis is utilized to analyze mutual influence between the 

component antennas when they are combined. 

Then, we use the characteristic modes analysis to discuss problem of cross-polarization of a 

disk loaded monopole antenna which is introduced in Chapter 3. It finds the feeding structure 

of disk loaded monopole tends to excite those modes have radial current distribution from 

center area to edge areas of the ground plane; and a ground mode providing absolutely uniform 

radial current distribution is considered that can reduce the horizontal polarization component 

radiated by the ground plane. Chapter 4 provides detailed discussion. 

In Chapter 5, at first, a double notched antenna is used as an example to show how to make 

it radiate both omni-directional and bi-directional radiation patterns by adjusting the associated 

characteristic modes of the antenna. Considering the issue that it was not very clear that how 
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the unexcited modes of an antenna can impact its radiation pattern, characteristic modes of an 

omni-directional four notched array antenna are calculated to identify the relationship between 

an unexcited mode and antenna radiation pattern, also in Chapter 5. 

In following Appendix I, the characteristic modes analysis is tried to explain neutralizing 

phenomenon occurring on two closely adjacent PIFA elements that are connected by a shorted 

line. While in Appendix II, A 4G cellular antenna designed for eyewear wireless devices is 

introduced and analyzed by using the theory of characteristic modes to understand the antenna’s 

operational principle and optimized antenna feeding position. 
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APPENDIX I 

CHARACTERISTIC MODES ANALYSIS FOR 

NEUTRALIZING EFFECT OF SHORTED LINE 

LINKING TWO ADJACENT PIFA ELEMENTS 
 

 

 

 

Indoor base stations are used to spread conventional cellular mobile communication systems. 

Antennas such as that proposed in Chapter 3 providing monopole-like radiation pattern are 

generally useful for the indoor base stations or access points installed on ceiling, while this 

kind of radiation pattern may cause black area directly under the antenna. Some beam 

switchable antennas providing both monopole-like radiation pattern and patch-like radiation 

pattern are proposed to solve the problem [101][102].  

In [102], the author proposed two closely arranged Planar Inverted-F Antenna (PIFA) 

elements as the beam switchable antenna to provide the monopole-like beam and uni-

directional patch-like beam, and used a shorted line to reduce mutual coupling between the two 

elements which was called neutralization in [103]. 

Nevertheless, in [102], peak value of S21 curve barely reduced to -15 dB, and the author has 

not analyzed and explained more for the neutralizing effect of the shorted line in details. In this 

Appendix, on one hand, we attempt to make the S21 of the antennas in [102] further lower by 

adjustments and optimizations, on the other hand, we calculate the antenna and numerically 
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analyze the shorted line’s mechanism by using the theory of characteristic modes. 

Geometry of the antenna is shown in Figure AI. 1. The two PIFAs are adjacent in 

centrosymmetry on a ground plate. Deal to the very close arrangement, mutual coupling 

between the two antennas is very strong. Figure AI. 2 shows S-parameters between the two 

antenna ports. When a shorted line is inserted to connecting the joint points of feeding pins and 

plates of the two antennas, peak value of S21 reduces to that below -10 dB. Additionally, by 

observing the changes of S21 associated with variation of shorted line’s total lengths, it can 

confirm that the lowest peak value of S21, which approaches -15 dB, appears when L=0.21λ0, 

which is a little longer than the straight distance between the two feed pins. Reason of the 

reduced S21 is thought due to current flowing through the shorted line neutralized the coupling 

current. Besides, the gap between the antennas is modulated to further learn the characteristics 

of bandwidth and mutual coupling. We change the gap g, and the distance of feeding pin to 

shorted plate, d. Impedance matching can be obtained by adjusting the parameter d. 4 patterns 

of the dimensions A~D, which is shown in Table AI. 1 are calculated. Figure AI. 3 and Figure 

AI. 4 show S-parameters of the antenna under different dimensions without and with optimized 

shorted lines, respectively. Although bandwidth behaves unsatisfied, a depression on the S21 

curves obviously appears when the gap g becomes small. This phenomenon can be explained 

as resonance of the shorted line. The mutual coupling is able to be entirely neutralized in theory 

when proper dimensions are used. If consider that bandwidth of about 30 MHz is sufficient for 

normal indoor base stations, the proposed antenna with C dimensions provides adequately low 

S21 to about -18 dB. 

Radiation patterns of the antenna with the C dimensions are calculated and shown in Figure 

AI. 5. The antenna behaves uni-directivity under the out-phase feeding, and monopole-like 

radiation pattern under the in-phase feeding, respectively. However, the monopole-like 

radiation pattern can improve if a larger ground is used. 

A fabricated antenna with the C dimensions shown in Figure AI. 6 is measured in experiment. 

Figure AI. 7 and Figure AI. 8 respectively show Calculated and measured S-parameters of the 

antenna without and with the shorted line. The neutralizing effect can be confirmed by the 

experiment. 
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Figure AI. 1 Geometry of the proposed PIFA elements with shorted line. pl=52, pw=9, h=10, 

d=11, g=32 [mm], Lmin=0.19λ0, GND:150×150 [mm2]. 

 

 

Figure AI. 2 S-parameters with variation in length of the shorted line. 

 

Table AI. 1 

Dimensions of the 4 patterns. Other dimensions do not change. 

 A type B type C type D type 

g [mm] 32 26 22 18 

d [mm] 11 12.5 14 16.5 

L / λ0 0.21 0.18 0.16 0.13 
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Figure AI. 3 S-parameters of optimized antenna of the 4 patterns without shorted line. 

 

 

Figure AI. 4 S-parameters of optimized antenna of the 4 patterns with shorted line. 

 

               

(a) In-phase feeding at zx-plane        (b) In-phase feeding at zy-plane 
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(c) Out-phase feeding at zx-plane       (d) Out-phase feeding at zy-plane 

Figure AI. 5 Radiation patterns of the antenna with shorted line with C dimensions. Black lines 

denote Eθ and red lines denote Eφ. 

 

    
Figure AI. 6 Fabricated antenna with shorted line with the C dimensions. 

 

 

Figure AI. 7 Calculated and measured S-parameters of that without the shorted line. 
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Figure AI. 8 Calculated and measured S-parameters of that with the shorted line. 

 

In order to understand mechanism of the shorted line, we calculate characteristic modes of 

the antenna. Figure AI. 9 shows first 6 modes of the antenna. It is clearly observed that current 

concentrate on the two PIFAs only in ࡶ૛ and ࡶ૞, hence discussion about the two modes is 

enough. In Figure AI. 10, current orientation of the two dominant characteristic current modes 

is shown. By observation we can find that ࡶ૛ on the two PIFAs is out-phase, and ࡶ૞ is in-

phase. Figure AI. 11 shows characteristic angles of the two modes under the C dimensions. The 

result shows that no matter is there shorted line inserted or not, no variations appear on the in-

phase mode; while, resonant frequency of the out-phase mode increases from 1.25 GHz to 1.35 

GHz when the shorted line is inserted. This point indicates that mode ࡶ૞ does not contain any 

component about the mutual influences between the two antennas, but mode ࡶ૛  deeply 

depends on the mutual relationship between them.  

If we observe phase difference between the two modes, we notice large phase difference in 

antenna operating band exists when there is no shorted line. The large phase difference may be 

the reason leading to the large S21. While when the shorted line is installed, the two curves 

close to each other, and the phase difference reduces to 50°~60° in the antenna operating band. 

The approach indicates approximately same modal excitation ௡ܸ
௜ of the two modes, when the 

antenna is fed to measure the S-parameters. Additionally, the small phase difference which 
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close to propagation phase difference associated with the space between the two PIFAs is 

considered helpful for the mutual offset of the two modes’ current that with same modal 

excitation ௡ܸ
௜. This is an approximative analysis for the neutralizing effect. 

 

   
 ૜ࡶ                       ૛ࡶ                      ૚ࡶ

   
 ૟ࡶ                       ૞ࡶ                      ૝ࡶ

Figure AI. 9 First 6 characteristic modes of the antenna. 

 

  

 ૞ In-phase modeࡶ                      ૛ Out-phase modeࡶ

Figure AI. 10 Current orientation of ࡶ૛ and ࡶ૞. 
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Figure AI. 11 Characteristic angle of the two modes with variation of that without shorted line 

and that with shorted line in C dimensions. 
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APPENDIX II 

CHARACTERISTIC MODES ANALYSIS FOR A 

4G CELLULAR ANTENNA OF EYEWEAR 

WIRELESS DEVICES 
 

 

 

 

In recent years, wireless devices have quickly developed and earned wide interests and 

demands all over the world. As a prominent one, Google Glass is currently on development 

and is planned to be released in 20149. However, the wireless connection of Google Glass 

version one is currently limited to Bluetooth and WLAN, not operating with cellular mobile 

networks [104]. Concerning this issue, a feasibility study of 4G cellular antennas for eyewear 

wireless devices was approached in [105]. In this study, three possible designs with simple 

printed coupling element antennas, using a printed circuit board (PCB) of FR4 substrate, were 

proposed to operate within the following frequency bands 700–960 MHz and 1.7–2.7 GHz to 

support several cellular networks, i.e. LTE, GSM, DCS, PCS and 2.4GHz WLAN standards. 

Besides, specific absorption rate (SAR) levels in phantom was also taken into account in this 

feasibility study. 

In this Appendix, characteristic modes are calculated and analyzed to further understand how 

currents flow within the PCB of the eyewear, what is the operational principle and where is the 

                                                 
9 Currently (11th Dec. 2014) not yet and unknown 
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best feeding position of the proposed antenna. 

As the proposed antenna solutions are described in detail in [105], we just make here a simple 

summary of its characteristics. First of all, a resonant antenna is evaluated as impractical in a 

naturally limited space within an eyewear device in normal size to cover both of the target 

operating bands, especially the 700-960 MHz frequency interval. So, a non-resonant coupling 

element which excites currents on the ground plane of the PCB is proposed to solve the problem, 

and the antenna is adjusted to the desired matched impedance in the target frequency band by 

using a proper matching network. Figure AII. 1 shows the antenna model and specific 

anthropomorphic mannequin (SAM) phantom model. The coupling element is placed behind 

the ear to excite the ground plane on the outer side of the PCB. Figure AII. 2 shows the 

simulated reflection coefficient and the bandwidth potential of the antenna. Also, the target 

bandwidth potential is included in red in this figure. A dual-band response is confirmed 

covering target bands of 700–960 MHz and 1.7–2.7 GHz with reflection coefficient below -6 

dB by using a 2-element matching network. The radiation patterns are shown in Figure AII. 3 

in both bands showing suitable behavior for off-body communications. 

The characteristic modes are calculated in order to clearly understand the antenna’s 

operational principle. As the ground plane is the key radiating structure, especially in low 

frequency, only the PCB substrate with the ground plane is calculated and the coupling element 

is excluded. Moreover, since it is very hard to find characteristic modes when the phantom is 

added due to multiple wave reflections inside the phantom, only the antenna is considered. 

Figure AII. 4 shows our simulation model of the antenna for calculating characteristic modes. 

Structure and size are the same with the model from [105]. 

On the ground plane, there are six modes ࡶ૙ ~ ࡶ૞ occurring within the frequency range 

0.5–2.8 GHz, that are confirmed can resonate. Current distributions of each mode are shown in 

Figure AII. 5. Then, Figure AII. 6 shows characteristic angles of each mode of the eyewear 

device from 500MHz to 2.8 GHz. Although it seems that ࡶ૙ and ࡶ૚, ࡶ૛ and ࡶ૝ have the 

same distributions, the actual distributions are indeed different. Here we also calculate 

characteristic angle of the ground plane without substrate and show the results in Figure AII. 6. 

In this case, there are two modes can be found that are ࡶ૙ and ࡶ૚, denoted by dotted lines. We 
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notice that these two modes are very close to the ࡶ૚ and ࡶ૝ of the ground plane with the 

substrate. Although the frequencies are a little higher, but similar current distribution is 

confirmed. So, for ࡶ૚ and ࡶ૝, currents mainly distribute on the surface of the ground plane 

which faces free space, as the length of the ground is respectively λ1’/2 and two times λ4’/2. 

But for other modes (ࡶ૛, ࡶ૜, ࡶ૞), currents exist in terms of volume distributions [17], and are 

thought to be sandwiched between the metallic ground plane and the substrate. Moreover, 

although it is understandable that the characteristic angle and the reflection coefficient or the 

bandwidth potential shown in Figure AII. 2 cannot perfectly match each other because the 

coupling element, the matching network and the phantom are ignored in this calculation, we 

confirm that the resonance in the lower band is caused by ࡶ૙, ࡶ૚ and ࡶ૛, while the resonance 

at higher band are caused by ࡶ૜, ࡶ૝ and ࡶ૞, respectively. Figure AII. 7 shows the radiation 

patterns of each individual mode. The combinations and effects of the modes can be better 

understood by comparing the radiation patterns of modes and that in Figure AII. 3. From this, 

we confirm the contributions from ࡶ૛ at 800 MHz and ࡶ૜ at 2.2 GHz are very limited.  

Figure AII. 8 shows characteristic electric near field of the modes. The electric near field is 

calculated at the position that 10 mm above the ground plane. According to [42], a specific 

mode can be excited by inductive couplers located at the minima of the electric near field, while 

capacitive couplers should be placed in the maxima of the electric near field. Because the 

electric near field and current distribution have a phase difference of 90°; i.e. the electric near 

field distribution have its minima amplitude at maxima of the current distribution, and vice 

versa. Since the coupling element which is used to excite the ground plane in [105] is a 

capacitive coupler, two open ends of the ground plane are appropriate feeding position that can 

excite almost all the modes. However, if considering eyes more easily absorb electromagnetic 

wave, the open end which is near eyes maybe not so good. Actually, the results and analysis 

coincide with measured SAR values reported in [105]. 
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Figure AII. 1 Antenna model with matching network placed on the SAM head phantom [105]. 

 

 
Figure AII. 2 Calculated reflection coefficient and achieved bandwidth potential [105]. Target 

bandwidth potential is presented in red. 

 

 
Figure AII. 3 Calculated radiation patterns of the antenna at 800 and 2200 MHz [105]. 

 

 

Figure AII. 4 Simulation model of the antenna for calculating characteristic modes. 
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Figure AII. 5 Characteristic current modes occurring on the ground plane of the PCB. λn’ means 

the resonant wavelength of ࢔ࡶ  distribution on metal surface only, and λn for volume 

distributions (presence of the dielectric of the PCB) 

 

 
Figure AII. 6 Frequency response of characteristic angles of the modes. 
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Figure AII. 7 Radiation patterns generated by each of the characteristic modes. 

 

 

Figure AII. 8 Characteristic electric near field of the modes. 
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