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ABSTRACT

Characteristics of Shear-Driven Micro Flow between Stationary and Rotating Disks 

Ho-Joon Lee 

Yokohama National University 

Chair of Advisory Committee : Professor Koichi Nishino  

Recently, quantitative flow visualization has become an important tool to investigate 

three-dimensional complex flow structures in microfluidic. The development of laser, 

computer and digital image processing techniques made it possible to extract velocity 

field information from visualized flow images of tracer particles. Particle image 

velocimetry (PIV) / particle tracking velocimetry (PTV) method has become one of the 

most useful flow diagnostic technologies in the modern history of fluid mechanics. The 

particle based velocimetry techniques measure the whole velocity field information in a 

plane by dividing that is placements x! and y!  of tracer particles with the time 

interval t!  during which the particles were displaced. Since the flow velocity is 

inferred from the particle displacement, it is also important to select proper tracer 

particles that follow the flow motion accurately without changing the flow properties.  

These methods have been accepted as a reliable and powerful velocity field 

measurement technique. The PIV method in a strict sense provides the representative 

velocity vector averaged over each interrogation window. As the PTV method can 

identify individual particles and track them from image to image, the PTV method has 

higher spatial resolution than the PIV method for low-particle-density flows such as 

micro-scale flows in microfluidics. We develop two/three dimensional micro-PIV/PTV 

that can be applied to micro-scale passage. 
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In chapter 1, the detailed understanding of the flow inside the micro-scale passage is 

very important for their optimum design and active/passive control of flow due to rapid 

development in MEMS technology. In order to observe the flow phenomena in micro-

fluidics, a suitable experimental technique that can resolve the temporal and spatial 

resolutions of the given micro-scale flow is definitely needed so that two/three 

dimensional PIV techniques are introduced. 

In chapter 2, since the first micro-PIV experiment was carried out by Santiago et al 

(1998), micro-PIV measurement technique has been developed rapidly. This chapter is 

to provide the theoretical and technical methods to understand a micro-PIV system and 

technical technique.  

In chapter 3, the numerical simulation is carried out by using the commercial fluid 

analysis software STAR-CD. It solves the three-dimensional, incompressible, laminar 

Navier-Stokes equations by finite volume method. The SIMPLE method is chosen for 

the pressure-velocity coupling and the algebraic multi-grid solver is used for the 

velocity and pressure corrections. These results for flow field are shown by the purpose 

of comparing with two/three-velocity components of micro-PIV and stereoscopic 

micro-PTV. 

In chapter 4, digital image filtering is introduced in order to improve measure accuracy 

of near-wall flow from the present micro-PIV technique. Frequency sampling method is 

used to design a simple, digital, high-pass filter.  

In chapter 5, the micro rotating flow between a pair of rotating and stationary disks, 

whose separation is 500"m, was studied experimentally and numerically with an 

objective to clarify the characteristics of the basic flow found in rotation-shearing 

chemical reactors. The micro-PIV technique was used to measure two-component 

velocities in the liquid layer. The commercial CFD software was used to provide data to 

compare and validate the micro-PIV results. As for the overall velocity profiles in the 

liquid layer, the micro-PIV and the CFD results are in fair agreement; both are showing 

(1) the linear increase of tangential and radial velocities with radial position, and (2) the 
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presence of a secondary flow that consists of an outward flow near the rotating disk and 

an inward flow near the stationary disk. This secondary flow is strengthened with the 

rotational speed and is responsible for the deviation of tangential velocity component 

from its linear profile in the direction of the thickness.  

Measurement of near-wall from the present micro-PIV technique is appreciably 

improved by the use of a simple, digital, high-pass filtering technique that is applied to 

the acquired particle images. It is shown that the cut-off frequency of 0.1~0.15 pixel
-1

(or cut-off wavelength of 6.7~10.0 pixels) works well with this technique. This cutoff 

wavelength is two to three times larger than the typical diameters of the in-focus particle 

images that are acquired in this study. It is demonstrated that the micro-PIV 

measurement with the high-pass filtering technique can provide detailed information 

about the flow field in the thin liquid layer between the rotating and stationary disks. 

In chapter 6, a stereoscopic micro-PTV technique was shown using a single camera 

with a stereo optical attachment. The attachment developed here was shown to have a 

higher capability of fine optical adjustment than the previous one proposed by the 

authors. This stereoscopic micro-PTV technique was validated through a three-

dimensional measurement of a rotating flow in a thin liquid layer between a rotating 

disk and a stationary disk. This rotating liquid layer is 10mm in diameter and the gap 

between the disks is 500"m. The rotational speed examined is 500rpm. It is shown that 

the effective depth-of-field of the present technique is 300"m for the imaging optics 

using a 5× objective (NA=0.14). The measured velocities compare reasonably well with 

the previous results obtained with a conventional 2D-2C PIV technique. 

In chapter 7, in these rotating systems, the problem of friction torque by shear stress, 

power loss, and of heat transfer is strongly related to inside flowing induced by the 

rotating disk such as the circulation and secondary flows. These induced flows depend 

on the geometries of the stationary and rotating disks, for example, gap between 

stationary and rotating disk as well as radius and angle of rotation disk and so on. The 

approximate analytical equation was inferred as the function of z/H, r/R, and #.
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Chapter 1.  Introduction 

1.1 Rotating-disk system 

 Rotating-disk systems have been widely seen in industrial applications such as gas 

turbine, aircraft engines, hard-disk drives, automobile breaks systems, rotational air 

cleaners, extractors, atomizers, evaporators, microclimate systems, micro reactor etc.  

They have various shapes that are designed to achieve each purpose. For example, 

(1) Rotating disk in an infinite resting fluid or fluid rotating with another angular  

velocity (Fig. 1-1(a)),  

(2) Rotating disk for impinging jet-cooling (Fig. 1-1(b)), 

(3) Co-rotating or contra-rotating parallel disks with and without forced radial  

through flow in a gap between them (Fig. 1-1(c)),  

(4) Stationary and rotating disks to generate a strongly-sheared flow between them  

(Fig. 1-1(d)), 

(5) Two disks and two cylindrical surfaces for the closed non-ventilated cavities of gas  

turbines (Fig. 1-1(e)),  

(6) Rotating disk shroud for air cooling system with inlet flow pre-swirl (Fig. 1-1(f)) 

,and

(7) Rotating disk for the formation of thin liquid film. 

As shown in Fig.1-1, rotating disk flows illustrate constant/varying angular rotation 

velocities which induce complicated flows with additional influencing factors. Based on 

these previous studies, a series of problems should be considered to encompass fluid 
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flow such as heat and mass transfer over disks rotating in a resting, rotating or radially 

accelerating fluid; unsteady conjugate heat transfer of a rotating disk (Fig. 1-1(a)); disk 

cooling by means of an impinging jet (Fig. 1-1(b)); forced radial flow in the cavities 

between co-rotating parallel disks (Fig. 1-1(c)); air cooling systems with inlet flow pre-

swirl (Fig. 1-1(f), left). 

1.1.1 Acting forces 

Two types of forces act on fluid in rotating disk system: mass forces (or body forces) 

and surface forces. Mass forces acting on each fluid include the gravity, inertia forces, 

electrostatic forces, magnetic or electrical fields, etc.  

Surface forces acting on elementary parts of a surface include pressure, internal 

friction (viscosity), forces acting on a surface from the side of flow, and forces of 

reaction from the body onto the flow. Mass forces are caused by force fields, such as 

gravitational, inertial and electromagnetic fields. The gravitational force is the result of 

the global gravity of the Earth. Inertial forces emerge at accelerating or decelerating 

translation motion of a system, in which fluid flow takes place. Inertial force can also be 

the result of rotation of a system as a whole or of a fluid only. Electromagnetic fields 

emerging in flow of an electrically conducting fluid in a magnetic field are not 

considered in the present study. 

In rotating systems, inertial forces are external with respect to fluid flow, and their 

strength is determined by conditions of motion both of the system and of fluid flow 

itself. When inertial forces emerge as a result of streamline curvature in fluid flow in a 

stationary geometry (curvilinear or swirl flows), their value and direction depend on the 

velocity distribution in the flow and are ultimately determined by pressure and viscous 

forces. Gravitational and inertial mass forces can be expressed by the following relation 

gF
!!

!" ,                            (1.1) 

where g
!

is the acceleration that determines a mass force. Mass forces are considered 

per unit volume.  

Centrifugal forces are directed outwards from a rotation axis and orthogonal to it. They 
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can be caused by streamline curvature and expressed by the following relation: 

)()()( ##!##!##!
!!!!!!!!!!
$%$$&"''" rrrFc               (1.2) 

The parameter r
!

 included in cF
!

 is the position vector of a fluid particle relative to 

the rotation axis. The inner product #
!!
$r is equal to zero because r

!
 and #

!
 are 

orthogonal to each other. In curvilinear flow, where the system rotation is absent, a 

conventional local velocity of rotation at each specific point can be defined as rV
!!!

/"# ,

which results in the relation 

rVrVRFc

!!!!!
/)/( 22

!! ""                     (1.3) 

where V
!

is fluid flow velocity relative to the system (i.e. relative velocity). 

Coriolis forces emerge in systems rotating as a whole, if the vectors of angular velocity 

of rotation #
!

 and the relative velocity V
!

do not coincide. Coriolis force in a rotating 

coordinate system is determined by the following relation: 

VFCor

!!!
'" #!2                           (1.4) 

Coriolis force is directed perpendicular to the conventional surface, formed by vectors 

#
!

 and V
!

, in that direction from which, after matching the origins of the vectors CorF
!

,

#
!

 and V
!

, the shortest turn from #
!

 to V
!

 would appear to be going counter-

clockwise.

Mass forces (a) can serve as a main source of fluid flow, (b) result in secondary flows 

(e.g. recirculation) or (c) cause a stabilizing effect onto a fluid.  

However, these effects can take place only in a non-uniform field of mass forces, i.e. 

under condition of their spatial variation in the system. Difference of mass forces 

between particular locations in the system is called an excessive mass force: 
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12 FFF
!!!

&"(                            (1.5) 

The excessive mass force emerges due to non-uniformity of density distribution in a 

fluid and/or non-uniformity in the acceleration causing the mass force. Simultaneous 

influence of the above factors is also possible. Shchukin (1980) showed that the 

characteristics of fluid flow can be affected only by the mass forces, whose value is 

different from the pressure gradient caused by these mass forces and counteracting with 

them. This means that the difference between the mass force and the counteracting 

pressure gradient is equal to the difference between the mass forces in two different 

locations of the system and is in fact the aforementioned excessive mass force. The field 

of mass forces can be simple or complex; in the latter case, mass forces of different 

nature act simultaneously in the system. On the Earth, all phenomena take place in the 

gravitational field, which is therefore considered to be a simple field, while any other 

field of mass forces will be always complemented with gravitational forces. However, 

gravitational force is very often insignificant in comparison with inertial mass forces, 

and therefore gravitational forces are quite often neglected in physical models. The 

vector of a mass force can make different angles with the surface counteracting with 

fluid flow. If the mass force vector makes an angle of 90 degree with a surface, the mass 

force field is called transverse. When the mass force vector is directed along the surface, 

the field is called longitudinal. One should also discern steady and unsteady fields of 

mass forces. Excessive mass forces can cause active influence on fluid flow (disturbing 

the flow, causing secondary flows and increasing turbulence level in turbulent flow 

regime) or conservative influence (stabilizing the flow, suppressing different occasional 

perturbations and turbulent pulsations). If mass forces comply with the inequality 

0)(F
!

, this is an evidence of conservative effect of the mass forces on fluid flow.  

For 0*(F
!

, mass forces cause active effect on fluid flow (Shevchuk. 2009). 
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1.1.2 Consideration to rotation-shearing active micro reactor 

One of the main objectives of this study is to investigate flow characteristics in a 

rotating-disk system with a view to develop a rotation-shearing active micro-reactor. A 

rotation-shearing active micro reactor under development in Nishino’s laboratory is 

represented in Fig. 1-2. It is designed to realize extremely high-rate of mixing of two 

fluids as a next generation chemical reactor. Its characteristics are summarized as 

follows: 

(1) To utilize a strong shearing motion in a sub millimeter liquid layer between  

the disks for remarkable enhancement of mixing of two fluids in the layer, 

(2) To apply a wide range of mixing speed from laminar to turbulent fluidic dynamics,  

(3) To enhance the chemical operation by two dimensionally extended channel design,  

which can effectively expand the chemical operational field and time.  

1.2  Measurement of micro flow 

With rapid development in micro-electromechanical systems (MEMS) technology, this 

microfluidic technology has been applied widely to various microfluidic devices such as 

+-TAS (total analysis system), Lab-on-a-chip (LOC), fluidic logic devices (Gravesen et 

al. 1993; Stone et al. 2004), micro reactor etc. The detailed understanding of the flow 

inside the micro-scale passage is very important for their optimum design and 

active/passive control of flow. In order to observe the flow phenomena in microfluidics, 

a suitable experimental technique that can resolve the temporal and spatial resolutions 

of the given micro-scale flow is definitely needed.  

Recently, quantitative flow visualization has become an important tool to investigate 

three-dimensional complex flow structures. The development of laser, computer and 

digital image processing techniques made it possible to extract velocity field 

information from visualized flow images of tracer particles (Adrian 1991). Particle 

image velocimetry (PIV)/particle tracking velocimetry (PTV) method has become one 



Chapter 1.  Introduction 

6

of the most useful flow diagnostic technologies in the modern history of fluid 

mechanics. The particle based velocimetry techniques measure the whole velocity field 

information in a plane by dividing that is placements x( and y(  of tracer particles 

with the time interval t(  during which the particles were displaced. Since the flow 

velocity is inferred from the particle displacement, it is also important to select proper 

tracer particles that follow the flow motion accurately without changing the flow 

properties.  

The PIV/PTV technique is a very powerful tool for obtaining velocity field 

information of various flows compared with point-wise velocity measurement 

instruments such as hot-wire or LDV. Furthermore, other physical properties such as 

vorticity, deformation tensor and forces can be derived easily from the PIV data.  

These methods have been accepted as a reliable and powerful velocity field 

measurement technique (Raffel et al. 2007). The PIV method in a strict sense provides 

the representative velocity vector averaged over each interrogation window. Therefore, 

when a flow has a velocity gradient inside the interrogation window, the PIV method 

cannot resolve it. On the other hand, as the PTV method can identify individual 

particles and track them from image to image, the PTV method has higher spatial 

resolution than the PIV method for low-particle-density flows such as micro-scale flows 

in microfluidics. We will examine two/three component micro-PIV/PTV in next section. 

1.3  Two-component micro-PIV technique 

 In conventional two-dimensional (2D) PIV experiments, tracer particles in a 

measurement plane are illuminated with a thin laser light sheet. In this case, the depth of 

focus over which particle images are captured is defined as the thickness of the laser 

light sheet. However, the conventional PIV technique cannot be employed for 

measuring micro-scale flows to be investigated, because it is nearly impossible to make 

a laser light sheet with thickness in the order of 1~10+m. In micro-PIV measurements, 

the micro-scale flow is usually volume illuminated. Santiago et al. (1998) first used a 

micro-PIV system to investigate a micro-scale flow. The micro-PIV technique has 

advanced greatly in the last decade (Meinhart et al. 1999, 2000a, b; Olsen and Adrian 



Chapter 1.  Introduction 

7

2000a, b; Wereley et al. 2002; Olsen and Bourdon. 2003; Meinhart and Wereley. 2003). 

Recently, a time-resolved micro-PIV technique was developed to measure the temporal 

evolution of micro-scale flows inside microfluidic devices. During the last decade, the 

micro-PIV technique has been applied to various micro-scale flows such as a pressure 

driven flow inside a microfabricated inkjet head (Meinhart and Zhang. 2000), 

electrokinetic flow (Cummings. 2000), electro-osmosis-driven microchannel flows 

(Kim et al. 2002), flows with apparent slip velocity (Tretheway and Meinhart. 2002, 

2004), two-fluid flow with different refractive indices (Kim et al. 2004), and transient 

flow in microfluidic devices (Shinohara et al. 2004). In addition, the micro-PIV 

technique has been applied to measure biological flows such as blood flows. For 

example, velocity field information of blood flows in various bio-samples such as zebra 

fish, rat, and chicken embryos were measured in vivo using the micro-PIV technique 

(Hove et al. 2003; Sugii et al. 2002; Lee et al. 2007).  A detailed technical explanation 

for the micro-PIV is described in chapter 2. 

1.4  Three-components micro-PIV technique 

1.4.1  Stereoscopic micro-PIV/PTV 

A micro-PIV system measures 2-D velocity field information in the depth-of-field 

region under the volume illumination. However, it cannot resolve the out-of-plane 

velocity component of a 3-D flow. The stereoscopic micro-PIV (SMPIV) and PTV 

(SMPTV) are microscopic version of the stereoscopic PIV/PTV system which has been 

used for measuring the out-of-plane motion (Lindken et al. 2005, 2006; Bown et al. 

2005, 2006; Giardino et al. 2008, Yu et al. 2009).  

The general feature of the SMPIV/SMPTV method is similar to that of the 

conventional stereoscopic PIV/PTV method. It is a 2D-3C measurement method rather 

than 3-D volume measurement methods such as holographic and defocusing micro-PTV 

methods. Compared to the conventional microscope of micro-PIV system, the 

SMPIV/SMPTV uses a stereoscopic microscope. However, the stereoscopic microscope 

has a small NA value and low magnification power. Therefore, the stereoscopic 

microscope requires strong light to illuminate seeding particles and the velocity gradient 
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along the depth direction can cause some measurement errors due to the large depth-of -

field. The newest stereoscopic microscope (e.g., Leica Planapo 2×) has a 20× 

magnification with NA value of 0.35. This NA value is much smaller than that of a 

conventional microscope of 40× with NA=0.65 (e.g., Zeiss A-pan 40×/0.65). The 

magnification power of the stereoscopic microscope can be improved by using relay 

optics (Giardino et al. 2008). However, since the low NA value is an intrinsic feature of 

the stereoscopic microscope, the spatial resolution of the SMPIV/SMPTV is lower than 

that of the conventional 2-D micro-PIV/PTV methods. 

The SMPIV/SMPTV method can be configured into two different stereoscopic 

configurations; a Greenough type and a common main objective (CMO) type (Danuser 

and Kübler 1995). The two schematic configurations are illustrated in Fig. 1-3 (Yu et al. 

2009). The CMO-type microscope has the translational configuration in the stereoscopic 

imaging and the Greenough-type microscope provides the angular displacement type 

stereoscopic configuration. In the translation configuration method, the optical axis of 

the first camera is parallel to that of the second one. These optical axes are aligned to be 

perpendicular to the illuminated plane. However, the two optical axes of the angular 

configuration are neither parallel nor perpendicular to the measurement plane, because 

the image planes are tilted to focus the whole measurement volume. The tilting of image 

planes and camera lenses can cause image distortion and magnification variation, 

requiring an elaborate calibration process to obtain accurate experimental data (Yoon 

and Lee. 2002). The Greenough type consists of two separate compound microscopes, 

whereas the CMO type uses a common main objective lens. The CMO-type microscope 

has good sharpness throughout the entire field-of-view (FOV) and provides good image 

quality due to its relatively high value of NA. The microscope is easily fitted with a 

polarizing attachment. The Greenough type has a very limited observation area where 

the 3D sample appears sharply due to the tilted beam paths. The correction for optical 

aberrations caused by this Greenough-type microscope is easier than for the CMO type, 

since the two objective lenses are smaller, axially symmetrical, and do not rely heavily 

on the light rays passing through periphery of the objective lens. Due to the tilted beam 

path, the Greenough-type microscope has larger depth of focus, compared to the CMO-

type microscope. Yu et al. (2009) found that the CMO-type optical configuration has 

smaller bias and rms errors than those of Greenough-type configuration.  
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The SMPIV and SMPTV methods can be categorized by the method of extracting the 

out-of plane velocity component. The SMPIV method proposed by Lindken et al. (2005, 

2006), and Giardino et al. (2008) is just a microscopic version of the conventional 

stereoscopic PIV method. The velocity vector calculated using the cross-correlation 

algorithm provides the representative velocity vector averaged over each interrogation 

volume. That is, all the three velocity components are Eulerian. The spatial resolution 

was about 44×44×15+m. To improve the spatial resolution, Bown et al. (2005, 2006) 

applied a PTV algorithm using the super-resolution method (Keane et al. 1995) to 

develop a SMPTV method. They used the preliminary PIV results to track the tracer 

particles, which could provide three-dimensional Lagrangian velocity components. The 

spatial resolution was about 10×10×10+m, higher than that of the SMPIV method. As 

they employed a constant illumination method with long exposure time, the dynamic 

range was restricted to 10+m/s. Yu et al. (2009) developed a SMPTV method by 

employing a two-frame PTV algorithm (Baek and Lee 1996) into a stereoscopic micro-

PIV technique. Different from the SMPTV of Bown et al. (2005, 2006), this method 

does not use the PIV results in the particle tracking process. They used the PTV 

algorithm for measuring in-plane velocity components and applied the stereoscopic 

approach to calculate the out-of-plane velocity component. Therefore, the velocity 

vectors consist of two Lagrangian (in-plane motion) and one Eulerian (out-of-plane 

motion) components. The particle density in a micro-scale flow is generally low and the 

PIV algorithm is usually useful for high-particle-density flows. To increase the particle 

density in the interrogation window, Bown et al. (2006) adopted the ensemble averaging 

technique which uses numerous particle images. However, this ensemble averaging 

method can be used only for steady flows. As a shortcoming, the measurement volume 

of the SMPIV/SMPTV method is restricted to a relatively small depth-of-focus region 

which is determined by the objective lens. Therefore, if the depth of the measurement 

volume is larger than the depth of focus, the SMPIV/SMPTV method requires a 

scanning process to get the whole velocity field information inside the measurement 

volume. To conclude, the SMPIV/SMPTV method can easily measure the out-of-plane 

motion of a micro-scale flow. However, the depth of the measurement volume is 

relatively small. When the true Lagrangian three-component velocity field information 
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in a 3-D volume of large depth is needed to be measured, it would be better to choose 

the option of other 3-D micro-PIV/PTV methods such as holographic PTV and 

defocusing PTV. 

1.4.2  De-focusing micro-PTV 

Yoon and Kim (2006) developed a defocusing micro-PTV (DMPTV) method to detect 

3-D particle positions in a 3-D volume of micro-scale flows using the calibration-based 

defocusing concept. The DMPTV method developed by them was found to be accurate 

and convenient in the estimation of 3-D particle locations in a measurement volume. 

The basic concept of defocusing of DMPTV is the same as that used for macro-scale 

3-D flow measurements. A mask with three pinholes arranged at the vertices of an 

equilateral triangle is positioned on the objective lens as shown in Fig. 1-4. The light 

passing through these three pinholes reaches three different positions on the image 

plane. The side distance between the triangular vertices in the image plane increases as 

the particle position moves away from the focusing plane (reference plane). Hence, the 

particle positions in the depth direction can be estimated from the size of the defocused 

triangular pattern formed on the image plane. Using modern microscopic lenses, it is 

possible to adopt multi-lenses in a complex configuration. In addition, the distance from 

the lens vertex to the representative lens plane is relatively large. In practice, the 

distance is much larger than the working distance of a microscope. The errors caused in 

the alignment procedure can be exacerbated due to high magnification. Previous studies 

(Kajitani and Dabiri. 2005; Pereira and Gharib. 2002) assumed that the lens plane was 

positioned at the same plane as the pinhole mask and that the pinholes were equidistant 

from the optical axis. These assumptions should be carefully checked in the experiments 

using a DMPTV system.  

Figure 1-5 shows a typical defocused particle image of water flow in a microchannel 

having a backward-facing step (Yoon and Kim. 2006). This image was captured by a 

DMPTV system with inverted light intensities. The DMPTV system consists of a CCD 

camera, an argon-ion laser, and a microscope equipped with a long-pass filter cube. A 

12 bit cooled CCD camera with 1K × 1K pixels resolution was used to investigate the 

effects of pinhole mask on the micro-PIV measurement. By using a 20× objective lens, 

the field of view was 768+m wide × 388+m high. A mask with three pinholes was 
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attached just behind the objective lens. To remove scattering noises, fluorescent 

particles 3+m in diameter were seeded into the working fluid. A long-pass filter with a 

560nm cutoff was attached in front of the camera. An image intensifier can be 

employed to resolve the low-light-intensity problem caused by the small pinholes. 

The light intensities of particle images in the dashed square region of Fig. 1-5 show 

peak values. Each particle image was processed using a Gaussian spatial filter to reduce 

noise, and then the intensity peaks were traced through the whole image plane with a 

sub-pixel resolution. The large-scale triangular patterns shown downstream of the back-

ward facing step indicate that those particles are positioned at a great depth from the 

free surface. Velocity vectors were calculated from the 3-D position information of the 

tracer particles. The mean velocity field was obtained by ensemble-averaging 2,000 

instantaneous velocity fields in the measurement volume. The spatial resolution was 5 

+m in x and y axes and 1+m in z axis. The defocused micro-PTV method can be used to 

measure 3-D velocity field of various micro-scale flows. It provides a convenient and 

simple means of estimating 3-D particle locations in a micro-scale volume with a sub-

micron resolution. However, the loss of light intensity caused by the small pinholes and 

the relatively small number of extracted vectors are drawbacks of the DMPTV method. 

1.4.3  Digital holographic micro-PTV 

Digital holography is an optical method to record 3D volumetric field information on a 

digital hologram utilizing a digital imaging device. The digital hologram can be 

numerically reconstructed and processed for extracting 3D information (Schnars and 

Jüptner. 1994). This holography technique does not need the complex physical and 

chemical processing routines essential for the film-based holography.  

The simple and convenient data acquisition processing promotes the application of this 

digital holography technique in various research fields, including metrology, 

deformation measurement, vibration analysis and biological microscopy. It provides not 

only quantitative phase information but also high-fidelity images with a good precision. 

With recent advances in the in-line digital holography technique, it is now possible to 

get 3-D velocity field information of 3-D flows by using a procedure with simple 

hardware system (Meng et al. 2004). By adopting a high-speed digital camera, the time-
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resolved holography of particle fields can be employed to measure the temporal 

evolution of 3D velocity field of a flow with the help of a 3-D particle tracking 

algorithm. However, the spatial resolution of digital image sensors currently available is 

about 100 lp/mm, which is several orders lower than that of holographic films. As a 

result, the angular aperture of digital hologram is much smaller than that of the film-

based holograms. This results in the axial elongation of reconstructed particles, causing 

measurement errors in the determination of their axial position. To resolve this problem, 

Sheng et al. (2006) introduced a digital holographic microscope technique which 

utilizes a microscope objective to magnify the hologram image. This method greatly 

increases the spatial resolution of digital holography; however, the acquirable field of 

view is reduced as the compensation. For example, the digital hologram obtained by a 

209 objective lens covers about several hundred micrometers cubic. Recently, this 

technique was successfully applied to measure the near-wall velocity and wall shear 

stress in a turbulent boundary layer (Sheng et al. 2008). 

1.5  The objective of the present study 

 In these rotating systems, the main design parameters such as friction torque by shear 

stress, power loss, and heat transfer are strongly related to the flow induced by the 

rotating disk such as the circulation and secondary flows. These induced flows also 

depend on the geometries of the stationary and rotating disks, such as the gap between 

stationary and rotating disk, the radius and the angle of rotation disk and so on.  

In the present study, the shear-driven micro flow in a rotating disk system is 

investigated experimentally and computationally. 

The objectives of the present study are 

(1) To develop compact integrated two/three dimensional micro-PIV/PTV systems and 

to investigate the characteristics of shear-driven micro flow between stationary and 

rotating disks, 
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(2) To develop a digital image filtering technique which is implemented for a 

conventional micro-PIV technique, in order to resolve a steep velocity gradient in  

shear-driven micro flow, particularly in the region adjacent to the rotating wall, 

(3) To develop a new measuring method in three-dimensional micro-PTV with stereo 

viewing attachment, and 

(4) To propose analytical equations to predict shear-driven micro flow between 

stationary and rotating disks and to compared with CFD results. 
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Figure 1-1 Rotating-disk systems: (a) rotating disk in an infinite resting fluid, (b) 

rotating disk for impinging jet-cooling, (c) co-rotating disks parallel disks with and 

without forced radial through flow, (d) stationary and rotating disks to generate a 

strongly-sheared flow, (e) two disks and two cylindrical surfaces for the closed non-

ventilated cavities of gas turbines, (f) rotating disk shroud for air cooling systems with 

inlet flow pre-swirl. 
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(a)

(b)

Figure 1-2 Schematics (a) and pictures (b) of rotation-shearing active micro reactor. 
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(a)                                   (b) 

Figure 1-3  Two different configurations of stereoscopic micro-PIV system (a) 

angular configuration with Greenough type (b) translation configuration with CMO type. 
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Figure 1-4  Basic concept of the de-focusing micro-PTV technique. 
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Figure 1-5  A typical de-focusing particle image of a micro-scale backward-facing 

step flow. 
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Chapter 2.  Micro Particle Image Velocimetry 

Particle Image Velocimetry (PIV) is a well-established measurement technique for 

macro-scale flows, and it is extensively described in the various literatures (Raffel et al. 

1998, Adrian. 1991). Micro-PIV (Micro Particle Image Velocimetry) is a modification 

of PIV to measure the small scales having micro-sized passage.  

The first micro-PIV experiment was carried out by Santiago et al. (1998), where the 

velocity field in a Hele-Shaw flow around a 30!m elliptical cylinder was measured. The 

system used a CCD (Charge Coupled Device) camera, a microscope with fluorescence 

unit, fluorescent tracing particles, and an Hg-arc lamp for continuous illumination.  

Meinhart et al. (1999) demonstrated a micro-PIV system consisting of the same 

general components with the exception that the continuous light source was replaced by 

two pulsed Nd:YAG lasers. The technique was applied to a microchannel flow, and 

results with high spatial resolution and accuracy were reported.  

The main objective of chapter 2 is to provide the theoretical and technical methods to 

understand a micro-PIV system and technical technique.  

2.1  Basic theory of micro-PIV 

Micro-PIV is a whole-field, non-intrusive measurement technique, where the fluid 

velocity is measured by recording the displacement of fluorescent tracing particles 

seeded into the fluid. A single PIV measurement produces a velocity vector field of high 

spatial resolution. The technique is based on the following simple principle. 

When a single fluorescent tracing particle in a fluid flow exists, it is assumed to have 

the same density as the surrounding fluid and enough small size to follow flow without 

influencing the flow itself. Figure 2-1 shows records of the position of the particle in 

two time instants separated by a short time interval t" . If t" is sufficiently short, the 

displacement of the particle, s" , is also small enough so that the direction and 

magnitude of the particle velocity during t"  can be assumed constant and the 

acceleration is negligible. Then, the local fluid velocity can be calculated as: 
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The simple idea described above can be extended to an entire flow field. In PIV, the 

working fluid is seeded with small tracer particles, and the flow-field of interest is 

illuminated by a powerful light source. The light emitted from the particles (particle 

images) is recorded on CCD array at two different time instants separated by t" . As a 

single image pair contains hundreds or thousands of particles, the images are divided 

into small sub-areas, so-called interrogation window. Each window is analyzed by some 

correlation method to find the local displacement vector s" , and the velocity magnitude 

and vector field is calculated. 

2.2  Volume illumination 

In general macro-PIV, a thin sheet of laser light is generated to illuminate a single 

plane within the fluid flow. The laser sheet, which is usually thinner than the focal depth 

of the camera lens, defines the measurement plane of the PIV system, as only particles 

within the laser sheet scatter light and are recorded by the CCD camera.  

However, in micro-PIV, illumination of a single plane within micro-scale passage is 

not easy task. The main reasons for this are as follows:  

(1) Many micro-scale devices are manufactured by some and sealed by bonding a glass 

cover on top of the device. Hence, optical access is limited of illuminating laser sheet to 

one direction.  

(2) The dimensions in devices measured are typically in the range of tens or few 

hundreds of microns and the measurement plane thickness is required only a few 

micrometers. Obtaining such a thin light sheet is not simple, while its alignment with 

the imaging optics’ focal plane is nearly impossible for practical purposes (Meinhart et 

al. 2000a). Therefore, in micro-PIV, the entire flow-field is illuminated, and the 

measurement plane is determined by the characteristics of the microscope objective.  
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2.3  Basic components of Micro-PIV system 

A typical micro-PIV system consists of a CCD camera, a microscope equipped with 

fluorescent filter/cube, a light source for flow illumination, usually a laser, and 

appropriate optics. A schematic illustration of a micro-PIV system employing a 

microscope is shown in Fig. 2-2. The laser beam is expanded in an appropriate manner 

by means of a beam expander and/or other equivalent optics (using expanded optical 

fiber in the present study) before entering the microscope.  

The beam then enters the microscope through an aperture and is reflected 90° upwards

by a dichromatic mirror. The dichromatic mirror is chosen such that it functions as a 

long-pass filter, reflecting wavelengths below a certain pass wavelength !pass, and 

transmitting all higher wavelengths. In this case, !pass must be higher than the 

wavelength of the laser light (!laser). Finally, the light is transmitted through the 

microscope objective, and the flow field of interest in the micro-scale passage is 

illuminated. The fluorescence signal emitting from tracer particles, along with 

reflections from surfaces of the micro-scale passage, is collected by the microscope 

objective and travel back to the dichroic. The fluorescent dye for the particles is chosen 

such that its peak excitation wavelength !abs closely matches !laser, and its emission peak 

wavelength !emit is longer than !pass of the dichromatic mirror.  

In this manner, the dichromatic mirror filters out all reflected light (noise), only 

transmitting the fluorescence signal from the particles. In most cases, another long-pass 

filter is applied immediately downstream the dichroic mirror (with a slightly higher !pass)

to ensure satisfactory filtration.  

Finally, the signal from tracer particles is recorded onto a CCD array, the latter greatly 

simplifying post-processing and image analysis. In addition to the components shown in 

Fig. 2-2, a complete micro-PIV system consists of a PC for image acquisition and 

analysis, and some systems for synchronization and control of lasers, etc. 

2.4  Fluorescence 

Due to the mode of illumination and accompanying noise issues, elastic scattering (i.e. 

light scattering by pure reflection) is not suitable for micro-PIV. Instead, the seeding 

particles must emit light at a wavelength !emit different from the wavelength of the 
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illumination source !laser. This is accomplished by means of fluorescence imaging. A 

brief description of fluorescence and its underlying phenomena is given in the following. 

2.4.1  Physical background 

Fluorescence is the emission of photons by an atom or molecule following a temporary 

excited electronic state caused by absorption of photons of a certain wavelength from an 

external radiation source (Murphy. 2001). A molecule capable of fluorescence is called 

fluorochrome or fluorescent dye. When a fluorochrome absorbs a photon with energy 

1E , an electron is excited from its ground state 0E to a higher energy state (excited 

state 1) corresponding to the energy of the absorbed photon as shown in Fig. 2-3.  

Due to the fluorochrome’s interactions with its molecular environment during the 

excited state, there is some loss of energy resulting in a relaxed excited state with 

energy E2 (excited state 2) from which fluorescence emission originates; after a short 

time period (typically 10
-9

~ 10
-12

seconds) the excited electron collapses back to its 

ground state, emitting a photon with energy corresponding to the difference between the 

electron’s excited and ground states, i.e. 02 EE $ . The energy of a photon is given by:

'
hc

E #                              (2.2)

,where h  is Planck’s constant, c is the speed of light, and '  is the wavelength. As 

the energy of the emitted photon is lower than that of the absorbed photon, i.e. 12 EE (

as discussed above, the wavelength of the fluorescent emission emit' is longer than that 

of the absorbed radiation abs' .

2.4.2  Spectral characteristics 

 A fluorochrome can absorb photons over a spectrum of wavelengths, so-called 

excitation spectrum. The excitation spectrum may be of various shapes and contain one 

or more excitation maxima depending on the nature of the fluorochrome.  

Due to variations in electrons’ residence time in the excited state, and hence variations 
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in energy loss prior to fluorescent emission, fluorochromes also emit photons over a 

continuous spectrum of wavelengths, even when excitation is performed by a 

monochromatic light source such as a laser (emission spectrum). The excitation and 

emission spectra are distinct, although they often overlap, sometimes to the extent that 

they are indistinguishable. The difference between a fluorochrome’s peak excitation and 

emission wavelengths is termed Stokes’ shift (Murphy. 2001). A general illustration of 

excitation and emission spectra with corresponding Stokes’ shift is shown in Fig. 2-4. 

2.5  Imaging using microscope 

2.5.1   Flow illumination through microscope objective 

 An important consequence of the application of infinity-corrected objectives in micro-

PIV is that a collimated light beam cannot be used for illumination, as the beam is then 

focused to a single point instead of illuminating the entire field of view of the 

microscope (see Fig. 2-5a). Due to the high laser power, the focused beam may damage 

the micro-scale passage. In order to achieve volume illumination, a lens with a negative 

focal length (concave lens) must be introduced in the light path up-stream the 

dichromatic mirror. In this way, the focal spot of the illuminating light created by the 

objective is shifted to a plane further away from the front lens, and does not coincide 

with the microscope’s objective focal plane. Instead, the cone of laser light emerging 

from the objective’s front lens is ’sliced’ by the objective focal plane, thereby 

illuminating a portion of the microscope field of view (see Fig. 2-5b). The extent of the 

illuminated field depends on the the half-cone angle ) of the beam entering the rear 

iris of the objective lens. The maximum achievable angle is in turn governed by the rear 

iris diameter and the distance between the concave lens and the objective. In order to 

achieve a sufficiently large illuminated field, the concave lens should be placed 

immediately upstream the dichromatic mirror.  
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2.5.2  Numerical aperture 

The Numerical Aperture ( NA ) gives a measure of two important objective 

characteristics, namely its light-gathering ability and its ability to resolve fine detail in a 

specimen. The numerical aperture is defined as: 

*sinnNA# ,                          (2.3) 

where n  is the refractive index of the objective’s working medium, and *  is the half-

angle of the light collecting cone in represented in Fig. 2-6.  

 Equation (2.3) means that the NA  number is increased with increasing the angle of 

the light collecting cone * , which corresponds to increasing the aperture diameter 

and/or decreasing the working distance (see Fig. 2-6), or by applying a working medium 

with high index of refraction, n . As the working distance generally decreases with 

increasing magnification, high magnification objectives have the highest NA numbers.      

 For example, the refractive index of air is 0.1#airn , and hence NA above 1 is 

impossible to obtain when air is the working medium. In practice, the highest obtainable 

NA for air immersion objectives is 0.95, and only for high magnifications. Increasing 

the NA  above 1.0 requires a working medium with refractive index n  above 1.0. Oil 

( 515.1#oiln ) is the most common immersion medium for this purpose. 

2.5.3  Image brightness 

The visual field brightness, or image brightness ( B), of a microscope image is 

determined by the square of the ratio between the numerical aperture of the objective 

and its magnification factor M :

2

+
,

-
.
/

01
M

NA
Btrans ,                       (2.4) 

which implies that image brightness may be increased by applying an objective of high 

NA, while keeping magnification at the lowest level compatible with desired resolution. 
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The ratio given by equation (2.4) applies for trans-illumination. For epi-illumination, 

however, the objective also functions as a condenser for the illuminating light, 

introducing another factor of 2NA in the numerator of equation (2.4), which yields: 

2
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,
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..
/

0
1

M

NA
Bepi                          (2.5) 

Hence, in epi-illumination, the image brightness epiB varies proportionally to the 

fourth power of NA, while its dependence on magnification remains the same as for 

trans-illumination. The change in image brightness with increasing NA  is significant. 

Given an air-immersion objective with numerical aperture of 0.8, the image brightness 

for an oil-immersion objective with 4.1#NA (with the same magnification) is 

approximately an order of magnitude higher. In micro-PIV, where the fluorescent signal 

from tracer particles is weak, the importance of selecting a high NA objective is 

apparent. In practice, the image brightness numbers also vary somewhat due to 

differences in the objective rear aperture diameter. Some values of image brightness epiB ,

magnification M and NA corrected for objective geometry are listed in Table. 2-1.

2.6  Seeding particles 

The choice of seeding particles for a micro-PIV experiment requires careful 

considerations, as the particle properties are of major importance with regard to the 

accuracy and spatial resolution of the measured data. The most important factors of 

influence are described in the following sections. 

2.6.1  Fluid mechanical properties 

One of the inherent assumptions of PIV is that the tracer particles faithfully follow the 

flow without exerting any influence on the flow itself. Thus, the particle density p2

should closely match the density of the fluid f2 in order for the particle, at zero-

velocity conditions, to stay suspended in the fluid without sinking nor floating up due to 
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gravitational effects and buoyancy.  

 For gas flows, this requirement may be difficult to satisfy. For liquid flows, however, 

particles meeting this condition are readily available. For water flows, for instance, a 

great variety of polystyrene particles with density of 1.05g/cm
3

are available from a 

number of manufacturers.  

 In an accelerating flow, a particle has a tendency to “hang” behind due to inertia 

effects. This phenomenon is called as velocity lag, and its extent depends on the particle 

diameter pd in addition to the density p2 .

 Applying Stokes’ drag law, the following estimate of the particle velocity may be 

derived  (Raffel et al. 1998): 

3
4

5
6
7

8
$$# )exp(1)(

s

p

t
utu

9
                      (2.6) 

In equation (2.6), a spherical particle in a viscous, low Re flow with continuous 

acceleration is assumed. )(tu p is the velocity of the particle, u is the fluid velocity, 

and s9 is the relaxation time given by: 

!
2

9
18

2 p
ps d#                             (2.7) 

Despite the restricted validity of equation (2.6) and (2.7), s9 is a good indicator of the 

ability of a particle of certain size and density to respond to fluid acceleration.  

Equation (2.6) is plotted for three different particle diameters in Fig. 2-7. It is clearly 

seen that the particle response time decreases considerably with particle diameter. In 

micro-PIV, pd is typically in the range between 0.2 ~ 5.0!m.  

 For a 3!m polystyrene particle in water, the response time calculated using equation 

(2.6) is ~5!s ( 1/)( #utu p ). The errors due to velocity lag should be negligible in micro-

PIV applications. 
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2.6.2  Fluorescence properties 

 An important consequence of volume illumination is that light is not only scattered by 

particles within the fluid, but reflections also occur on the walls of the micro-scale 

passage, creating a strong background noise. This problem is overcome by using 

fluorescent particles and an appropriate filter cube/plate to separate the fluorescent 

signal from the reflected laser light. The fluorescence properties of seeding particles are 

thus important with respect to the quality of particle images.  

 In micro-PIV, a large Stokes’ shift is desirable in order to enable effective filtration of 

the illumination source wavelength by optical filters and dichromatic beam splitters. 

Tracer particles dyed by fluorochromes with Stokes’ shifts around 30nm are readily 

available from various manufacturers. Higher Stokes’ shifts can be obtained with 

special dyes or by fluorescence resonance energy transfer (FRET) (Haugland. 2001). 

FRET is an interaction between two fluorochromes, where the emission of one is 

coupled with the excitation of the other. If properly designed, the energy transfer 

between fluorochromes is highly effective resulting in virtually nonexistent stray 

emission of the interaction wavelength and very bright fluorescence emission at the 

longest emission peak wavelength. Stokes’ shifts of 70nm and above can be obtained 

using this technique. Tracer particles can be labeled or tagged by a fluorescent dye 

either by surface attachment or by dye entrapment (Bangs Laboratories. 2001).  

In surface attachment, the fluorochromes are bound to the surface of the particle. In 

dye entrapment, the fluorophores are diffused into the polymer matrix of the particle by 

application of a solvent followed by evaporation. The latter technique is only applicable 

to particles made of certain materials, but it allows higher load of fluorescent dye, 

thereby resulting in particles with brighter emission properties. 

In micro-PIV, the fluorescence properties of tracer particles are very important for 

successful particle imaging. First, the excitation wavelength abs' of the fluorescent 

dye bound or entrapped within the particles should closely match the wavelength of the 

laser (or other light source) used for flow illumination in order to ensure high 

fluorescence intensity. Second, the Stokes’ shift of the dye should be fairly large, so that 

effective filtration of the illumination wavelength by optical filters and dichromatic 

beam splitters may be performed without loss of the emitted fluorescence signal. Third, 
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the particles should be heavily loaded with dye in order to produce visible images, 

implying that they should be labeled by dye entrapment.

2.7  Depth of field 

 Meinhart et al. (2000) defined the measurement depth as twice the distance from the 

center of the object plane to a location such that the imaged particle is sufficiently 

unfocused, and thus has low enough intensity, so that it does not significantly contribute 

to the velocity measurement. They reported that this occurs when the intensity of the 

imaged particle drops below 10% of the maximum intensity of a focused particle, and is 

derived for the measurement depth by considering the contributions of diffraction, 

geometrical optics and the finite size of the particle.  The derived theoretical estimation 

was demonstrated experimentally and showed good agreement with the experimental 

data. In the following section, the theoretical background of this estimation and its 

derivation are presented. 

2.7.1  The effect of diffraction 

 The intensity distribution of the three-dimensional diffraction pattern of a point source 

imaged through a circular aperture of radius a can be written in teams of the 

dimensionless diffraction variables ),( vu : ( Born & Wolf. 1999) 
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where ),( vuUn and ),( vuVn are the so-called Lommel functions, which may be expressed 

as an infinite series of Bessel functions of the first kind:
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is the intensity at the geometrical focus 0## vu . The dimensionless variables u and v 

are defined as: 
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where z is the out-of-plane coordinate and r is the in-plane radius, ' is the wavelength 

of light and f is the radius of the spherical wave approaching the aperture.  

f may be approximated as the focal length of the lens. The main concern of the current 

analysis is the out-of-plane intensity distribution, i.e. the intensity along the optical axis 

where 0## vr . By inspecting equations (2.8) and (2.9) together with the Lommel 

functions given in equation (2.11), it is clear that an expression for )0,(uI must be 

derived from equation (2.9), as setting 0#v in equation (2.8) yields division by zero in 

evaluation of the accompanying Lommel functions 1U and 2U .

Equation (2.9) involves the functions 0V and 1V , which must be evaluated for 0#v .

 The results are: 

1)0()0,( 00 ## JuV    ,  0)0,(1 #uV               (2.13) 
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where )(0 xJ is the 0th order Bessel function of the first kind, which has the value of 1 

when evaluated at 0#x (see e.g. Kreyszig. 1993).  

Inserting these values into equation (2.9), the result becomes: 
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where the relation ))2cos(1)(2/1()(sin2 aa $# has been employed to achieve the final 

form on the right hand side. Equation (2.15) represents the intensity distribution along 

the optical axis of an imaging system. Dividing both sides of equation (2.14) by the 

maximum intensity 0I , and applying the condition of 10% fractional intensity as a limit 

for contribution to the velocity measurement, yields:
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Simplifying and solving (implicitly) for u :
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Substituting this value of u into its definition given in equation (2.12), and solving for 

z2 gives:
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Using the definition of numerical aperture 
f

a
nnNA %# *sin and rewriting '' n#0 ,

the measurement depth due to diffraction )2( zzd #F may be estimated as: 

2

03

NA

n
zd

'
F #                            (2.18) 

2.7.2  Geometrical effects 

 Consider a particle with diameter pd located on the optical axis of an imaging lens at 

a distance z away from the focal plane, as illustrated in Fig. 2-8. Following the notation 

of Fig. 2-8, the radius of the geometrical shadow gsr cast by the particle onto the focal 

plane can be written as: 

*tan
2

z
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r
p

gs &#                        (2.19) 

Assuming that the out-of-focus distance z is small compared to the focal length of the 

imaging lens, the angle * may be approximated as the half-angle of the collecting cone 

of light appearing in the definition of the numerical aperture NA.

The measurement depth is estimated by considering a distance z such that the intensity 

along the optical axis is reduced to 10% due to the spread of the geometrical shadow, i.e. 

the collection cone of the lens. Assuming uniform intensity within the geometrical 

shadow, this occurs when the area of the geometrical shadow cast onto the focal plane 

by the out-of-focus particle is 10 times larger than that of an in-focus particle, i.e. 
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Substituting for gsr from equation (2.19) yields:
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Solving for gzz F#2 , i.e. the measurement depth due to geometrical effects, yields: 
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The above analysis assumes that the geometrical particle image is sufficiently resolved 

by the CCD array. In situations where the pixel size is much larger than the particle 

diameter pd , a different expression for gzF is achieved (Meinhart et al. 2000a). In 

most micro-PIV experiments, however, pd is chosen such that the particles are 

sufficiently resolved by the CCD pixels. Therefore, the analysis of geometrical effects 

occurring when the particle size is smaller than the pixel size is not pursued here. 

2.7.3  Total measurement depth 

An estimate for the total measurement depth of a micro-PIV system is achieved by 

adding the effects of diffraction and those of geometrical optics. Furthermore, the finite 

size of the particles must be taken into consideration. The total measurement depth mzF

is thus: 

pgdm dzzz &&# FFF                       (2.23) 

Substituting for mzF and gzF from equations (2.18) and (2.22), respectively, results in the 

following estimate for the measurement depth (Meinhart et al. 2000): 
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2.8  Data interrogation in micro-PIV 

 In standard PIV, the particle images are subdivided into a fine mesh (interrogation 

windows), where each individual region is analyzed by means of correlation schemes, 

and a velocity vector field is calculated from a single image pair (or double-exposed

image). In micro-PIV, however, the relatively low particle concentration necessary in 

order to overcome issues connected to background noise, the amount of particles in a 

single image pair is often very low (low image density).  

This requires the use of either:  

1) Large interrogation windows enclosing enough particles to obtain good correlation 

using standard cross-correlation schemes, thus seriously limiting the spatial (in-plane) 

resolution of the system, or 

 2) Interrogation windows of size such that acceptable level of spatial (in-plane) 

resolution is maintained, at the cost of the number of particles in each individual 

window. The latter approach does generally generate an erroneous vector field due to 

lack of correlation and high noise levels in the images (Wereley et al., 2002). In order to 

overcome this limitation, special interrogation techniques, or image processing before 

performing interrogation, are commonly applied in micro-PIV. 

2.8.1  Average correlation 

 The cross-correlation function at a certain interrogation window of size of qpG

pixels may be represented as (Wereley et al. 2002): 
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where ),( jif and ),( jig are the grey-level distributions of the first and second 

exposures, respectively, and ),( yxI  is the value of the correlation function for a 

displacement vector of ),( yxs #F  (Fig. 2-9). For a single, well seeded image pair 

without exceeding noise levels, the correlation function I  has a distinct maximum 

peak corresponding to the particle displacement of ),( yx in the interrogation window.  

Also, a number of substantially lower sub peaks, resulting from noise and mismatch of 
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the particle images, exist randomly scattered in the correlation plane.  

 In micro-PIV, however, when the number of particles contained within the 

interrogation window is insufficient, or the noise levels become too high, the peak 

representing the true particle displacement may become smaller than some of the sub 

peaks. This results in the generation of an erroneous velocity vector. For laminar, 

stationary flows, the velocity field is independent of time, so that the position of the 

correlation peak corresponding to the true particle displacement does not change for 

PIV recordings sampled at different times. The random sub peaks appear at varying 

positions and intensities in the different image pairs. By acquiring a large number of 

image pairs, calculating their individual correlation functions, and then ensemble 

averaging the correlation functions for corresponding interrogation windows in the 

individual PIV recordings, the true displacement peak remains in the same position, 

while the randomly scattered sub peaks average to zero. The average (or ensemble) 

correlation function may be written as (Meinhart et al. 2000b): 
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where ),( yxkI is the thk PIV recording pair, and N is the total number of recordings.  



Chapter 2.  Micro Particle Image Velocimetry 

35

Figure 2-1 Left frame (particle position at time t); Center frame (particle position at time 

t + "t); Right frame (displacement vector "s). 
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Figure 2-2  Schematics of a typical micro-PIV system. A pulsed Nd:YAG laser is used 

and a cooled CCD camera is used to record the particle images. 
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Figure 2-3  Principle of fluorescence. (1) A fluorochrome is excited by a photon to an 

energy level higher than the ground state (Excited state 1). (2) The excited electron 

loses energy due to interactions with the environment, thereby falling to a relaxed 

excited state (Excited state 2). (3) The electron collapses back to its ground state 

emitting a photon with energy corresponding to the difference between excited state 2 

and ground state. 
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Figure 2-4  Illustration of excitation and emission spectra of a fluorochrome with 

corresponding Stokes’ shift. Generally, several excitation and emission peaks may exist. 
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Figure 2-5  (a) Illumination by a collimated beam of light. The objective focal plane 

and beam focal plane overlap. No field illumination achieved. (b) Illumination by a 

diverging beam of light. The focal plane of the illuminating beam is shifted to a plane 

further away from the objective, resulting in field illumination of the objective’s focal 

plane. 
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Figure 2-6  Light collecting cone half-angle *, aperture diameter and working distance 

of a microscope objective. 
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Table. 2-1 Image brightness Bepi for objectives of different magnification and NA

(Mitutoyo's objective lens) 

Objective Magnification NA Bepi

M Plan Apo 5× 0.14 0.15 

M Plan Apo 10× 0.28 0.61 

M Plan Apo 20× 0.42 0.78 

M Plan Apo HR 10× 0.42 3.11 

M Plan Apo HR 50× 0.75 1.27 



Chapter 2.  Micro Particle Image Velocimetry 

42

Figure 2-7  Particle response time to fluid acceleration for three different particle 

diameter; dp=3!m, 5!m, and 7!m. 

 . 
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Figure 2-8  Geometrical shadow cast by an out-of-focus particle onto the focal plane. 

pd is the particle diameter, z is the distance between the particle and the focal plane, *

is the collection angle of the imaging lens, and gsr is the radius of the geometrical 

shadow.
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Figure 2-9  A cross-correlation algorithm for micro-PIV. 
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Chapter 3.  Numerical analysis 

3.1  The continuum hypothesis 

In the macroscopic perspective of fluid mechanics, the flow can be assumed to satisfy 

the continuum hypothesis, that is, the flowing medium can be treated as continuous and 

indefinitely divisible, and the molecular structure of the fluid is not taken into account. 

This approach is valid for fluids where the local properties such as density and velocity 

can be described as average quantities over elements that are large compared to the 

molecular structure of the fluid, yet small enough compared to the macroscopic 

phenomena to permit the use of differential calculus to describe them. 

For gases, the conditions for the continuum hypothesis may be investigated by 

considering the Knudsen number, which relates the mean free path ! of the gas 

molecules to the characteristic flow dimension L:

L
Kn

!
"                             (3.1) 

Various flow regimes may be identified regarding the magnitude of Kn , where the 

continuum hypothesis with no-slip conditions is valid for 310 #$Kn . Above this limit, 

non-equilibrium effects may begin to occur, but the continuum model modified by slip 

boundary conditions may be used in the range of 13 1010 ## $$ Kn . For increasing Kn ,

the continuum model is no longer valid, and a molecular approach is needed. 

In liquids, where the molecules are not unbound and the concept of mean free path is  

not defined, the lattice spacing % may be used as a similar measure.  
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Where
#

V  is the molar volume (i.e. ratio of the volume of the substance to the number 
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of molecules (in moles) contained within that volume) and AN is Avogadro’s number 

( 12310022.6 #," molN A ). This expression assumes a cubic lattice with touching 

molecules. For water, with a molecular mass of 131002.18 ## -," molkgM  and a 

density of approximately
3310 #-" mkg. , the molar volume is 135102 ##

#

-,/ molmV ,

resulting in a lattice spacing of nm3.0/% .

Substituting ! by %  in equation (3.1), and solving for the characteristic length,  

Kn
L

%
"                              (3.3) 

Requiring 110 #$Kn , the continuum hypothesis is valid for channels with diameter in 

the range of nmL 30 , and for the no-slip boundary condition to be valid, nmL 3000 .

Hence, the continuum model should yield valid description of liquid flow in geometries 

with dimensions even below m11 , and thus be applicable to flows encountered in 

typical micro-scale passage. 

3.2  Numerical analysis 

3.2.1  Governing equation 

The mass conservation equation of steady state in cylindrical coordinate is given by 

equation (3.4): 
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The momentum conservation equations of steady state in cylindrical coordinate are 

expressed by equation (3.5) to (3.7); 
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(2) 4  component 
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(3) z  component 
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3.2.2  Numerical scheme 

 Overview process of the computational solution procedure is generally shown in Fig. 

3-1. With followed by this procedure, the equations (3.5) to (3.7) are discretized and 

solve solves the three-dimensional, incompressible, laminar Navier-Stokes equations 

with based on a finite volume method using a commercial CFD software STAR-CD. 

The SIMPLE method is chosen for the pressure-velocity coupling and the algebraic 

multi-grid solver is used for the velocity and pressure corrections. 

3.2.3  Steady-state flow calculation with SIMPLE 

The control parameters available for SIMPLE are followed as below. A single 

corrector stage is always used and pressure is under-relaxed. The standard (default) 

settings in STAR-CD are given in Table 3-1 (STAR-CD user manual. 2009). These 

settings should result in near-monotonic decrease in the global residuals during the 

course of the calculations, depending on mesh density and other factors. If, thereafter, 

one or more of the global residuals do not fall, then remedial measures are necessary.  
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3.2.4  Computational domain, boundary condition, and grid system 

All spatial discretizations are carried out by using the standard, second-order, central-

difference scheme. The entire flow domain, shown in Fig. 3-2, which consists of the gap 

(H) between the disks and the annular region between the rotating disk and the housing, 

is discretized into a grid system having 3 million O-type hexahedral cells (see Fig. 3-3). 

 The calculations are done on a Pentium 2.4GHz, single processor machine. It took 

around 10 hours to complete the calculation for one rotational speed case.  

As for the boundary conditions, all the solid surfaces, including that of the rotating 

disk, are assumed to have no-slip condition, especially the rotating disk includes also 

the rotational condition. Herein, the gap between stationary and rotating disks is 

changed in range from 1001m to 5001m. The convergence of the calculation is checked 

by monitoring if the residual error during the calculation has reached below 10
-4

.

3.3  Results and discussion 

3.3.1  Velocity magnitude contours 

Figures 3-4, 3-5, and 3-6 show velocity magnitude contour at 300rpm, 500rpm, an 

700rpm and at 1001m, 2501m, and 5001m. In Fig. 3-4 and 3-5, the velocity magnitude 

increases linearly with r. Near the disk edge, outward-vortical motion appears from the 

disk edge toward the side wall of the casing. In Fig. 3-6, Vortical motion is changed 

with increasing rotational speed near the disk edge compared with Fig. 3-4 and 3-5. It is 

due to flow separation near the rotating disk edge of the bottom of rotating disk. 

After increasing the rotational speed more and more and if decreasing, such vortical 

motion is similar to Fig. 3-4 and Fig. 3-5. It can be seen that hysteresis phenomenon 

occurs as shown in Fig. 3-7.  

3.3.2  Radial and tangential velocity profiles 

 Figures 3-8 to 3-10 represent the radial and tangential velocities (Vr and V4) for the 

rotational speeds of 100, 300, 500, 700rpm and H=1001m, 2501m, 5001m, respectively. 

The CFD results are plotted for z/H=0.2, 0.4, 0.6, and 0.8 where the velocities are non-

dimensionalized by the tangential velocity of the disk edge, R<.

For all the rotational speeds and H, the tangential velocities increase almost linearly 



Chapter 3.  Numerical analysis 

49

with r, Near the disk edge, however, they start to either decrease or increase non-

linearly, depending on the rotational speed.  

 The radial velocities are positive for z/H=0.2 and 0.4, while they become negative for 

z/H=0.6 and 0.8. The negative value indicates the presence of a secondary flow, 

consisting of an outward flow near the rotating disk and an inward flow near the 

stationary disk. These radial velocities increase with increasing H from 1001m to 

5001m. 

The secondary flow is presented in more detail in Fig. 3-11a-d, where the radial 

velocities are plotted as a function of z/H at r/R=0.20, 0.40, 0.60, and 0.88. The non-

dimensionalized magnitude of the secondary flow increases with rotational speed and H,

with a zero-crossing point at around z/H=0.48. The inward flow near the stationary disk 

is not desirable for the development of rotation-shearing chemical reactors, because it 

would hinder the reactant from flowing smoothly out of the reaction zone. The 

secondary flow affects the profile of the tangential velocities as shown in Fig. 3-12a-d 

where the tangential velocities are plotted as a function of z/H. While the profile is 

almost linear for H=1001m and all rotational number as in a laminar Couette flow, it 

starts to become non-linear for the 500rpm and 700rpm at H=5001m. The flow fields 

for these rotational speeds remain laminar.  



Chapter 3.  Numerical analysis 

50

Table 3-1  Standard control parameter settings for steady SIMPLE 

Parameter 

Variable 

Velocity Pressure Turbulence Enthalpy Mass fraction

Solver tolerance 0.1 0.05 0.1 0.1 0.1 

Sweep limit 100 1000 100 100 100 

Relaxation 0.7 0.3 0.7 0.95 1.0 
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Figure! 3-1  Overview process of the computational solution procedure. 
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Figure 3-2  Computational domain. 
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Figure 3-3  Computational grid and boundary conditions. 
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(a) 100rpm 

(b) 300rpm 

(c) 500rpm 

(d) 700rpm 

Figure 3-4  Velocity magnitude contour for various rotational speed (H=1001m). 
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(a) 100rpm 

(b) 300rpm 

(c) 500rpm 

(d) 700rpm 

Figure 3-5  Velocity magnitude contour for various rotational speed (H=2501m). 
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(a) 100rpm 

(b) 300rpm 

(c) 500rpm 

(d) 700rpm 

Figure 3-6  Velocity magnitude contour for various rotational speed (H=5001m). 
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(a) 700rpm 

(b) 500rpm 

(c) 300rpm 

(d) 100rpm 

Figure 3-7  Hysteresis phenomenon of edge vortex of rotating disk (H=5001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-8a  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 100rpm (H=1001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-8b  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 300rpm (H=1001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-8c  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 500rpm (H=1001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-8d  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 700rpm (H=1001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-9a  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 100rpm (H=2501m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-9b  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 300rpm (H=2501m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-9c  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 500rpm (H=2501m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-9d  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 700rpm (H=2501m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-10a  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 100rpm (H=5001m). 



Chapter 3.  Numerical analysis 

67

(a) Radial velocity 

(b) Tangential velocity 

Figure 3-10b  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 300rpm (H=5001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-10c  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 500rpm (H=5001m). 
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(a) Radial velocity 

(b) Tangential velocity 

Figure 3-10d  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 700rpm (H=5001m). 
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(a) r/R=0.2                           (b) r/R=0.4 

     

(c) r/R=0.6                           (b) r/R=0.88 

Figure 3-11a  Radial velocity component plotted as a function of z/H (H=1001m). 
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(a) r/R=0.2                       (b) r/R=0.4 

       

(c) r/R=0.6                           (b) r/R=0.88 

Figure 3-11b  Radial velocity component plotted as a function of z/H (H=2501m). 
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(a) r/R=0.2                           (b) r/R=0.4 

       

(c) r/R=0.6                           (b) r/R=0.88 

Figure 3-11c  Radial velocity component plotted as a function of z/H (H=5001m). 
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(a) r/R=0.2                           (b) r/R=0.4 

(c) r/R=0.6                           (b) r/R=0.88 

Figure 3-12a  Tangential velocity component plotted as a function of z/H (H=1001m). 
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(a) r/R=0.2                       (b) r/R=0.4 

(c) r/R=0.6                      (b) r/R=0.88 

Figure 3-12b  Tangential velocity component plotted as a function of z/H (H=2501m). 
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(a) r/R=0.2                        (b) r/R=0.4 

(c) r/R=0.6                           (b) r/R=0.88 

Figure 3-12c  Tangential velocity component plotted as a function of z/H (H=5001m). 
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Chapter 4.  Digital image processing –  

frequency sampling method 

4.1 Introduction 

Image processing is a general term for the wide range of techniques which exist for 

manipulating and modifying images in various ways. Photographers and physicists can 

perform certain image processing operations using chemicals or optical equipment.  

In the early 1920s, true digital image processing (DIP) was not possible until the 

advent of large-scale digital computing hardware.  

The early motivation for the development of DIP techniques came from the space 

program; in 1964, NASA's Jet Propulsion Laboratory used computers to correct 

distortions in images of the lunar surface obtained by the Ranger 7 probe.  

Now, more than five decades later, DIP finds applications in areas as diverse as 

medicine, military reconnaissance and desktop publishing. We also have a concern to 

use digital image processing, i.e., that which is performed on fluorescent particle images 

in micro-PIV measurement of micro flow; especially MATLAB programming is used. 

In this chapter 4, it will be considered how digital images may be manipulated and 

enhanced to improve accuracy of measurement of flow velocity in micro rotating disk 

flow using micro particle image velocimetry. 

 Digital filters can be classified into two groups. In the first group, f(x, y) is a finite-

extent sequence, so the filters in this group are called finite impulse response (FIR) 

filters. In the second group, f(x, y) is of infinite extent, so the filters in this group are 

called infinite impulse response (IIR) filters. Herein, we concentrate on the finite 

impulse response and describe in detail frequency sampling method to one method of 

FIR filters.   
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4.2 Digital Images 

 A digital image, which can be denoted by I(x , y), is typically obtained by sampling the 

images, for instance, an image on CCD camera. The amplitude of a digital image is 

often quantized to 256 levels, which can be represented by 8 bits. Each level is 

commonly expressed by an integer; with 0 corresponding to the darkest level and 255 to 

the brightest. Each point I(x, y) is called a pixel (picture element).  For monochrome 

images, the value of the function at any pair of coordinates, x and y, is the intensity of 

the light detected at that point.  

In the micro-PIV experiment, the images using in calculating of velocity magnitude 

and velocity vectors have the spatial resolution of 1600×1200. The digital image with 

each pixel represented by 8 bits is shown in Fig. 4-1. 

4.3 Sampling 

 The pattern is defined in a coordinate system whose origin is conventionally defined as 

the upper-left corner of the image (Figure 4-1). It can be described the pattern by a 

function, I(x, y). For monochrome images, the value of the function at any pair of 

coordinates, x and y, is the intensity of the light detected at that point.  

The function I(x, y) must be translated into a discrete array of numerical data if it is to 

undergo computer processing. This digital representation is only an approximation of 

the original image, but that is the price we must pay for the convenience of being able to 

manipulate the image using a computer. Translation of I(x, y) into an appropriate 

numerical form is accomplished by the processes of sampling and quantization.  

Sampling is the process of measuring the value of the image function f(x, y) at discrete 

intervals in space. Each sample corresponds to a small, square area of the image, known 

as a pixel. A digital image is a two-dimensional array of these pixels. Pixels are indexed 

by x and y coordinates, which x and y have integer values. 

4.3.1 Spatial resolution 

The spatial resolution of an image is the physical size of a pixel in that image; i.e. , the 

area in the scene that is represented by a single pixel in the image. For a given field of 
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view, dense sampling will produce a high resolution image in which there are many 

pixels, each of which represents the contribution of a very small part of the scene; 

coarse sampling, on the other hand, will produce a low resolution image in which there 

are few pixels, each representing the contribution of a relatively large part of the scene 

to the image. In deciding whether a digital image has been sampled appropriately, we 

must consider the rapidity with which the value of f (x, y) changes as we move across 

the image. This rate of change is measured by spatial frequency. Gradual changes in f(x,

y) are characterized by low spatial frequencies and can be represented adequately in a 

coarsely-sampled image; rapid changes are characterized by high spatial frequencies 

and can be represented accurately only in a densely-sampled image. Wherever possible, 

the sampling that we choose for an image should satisfy the Nyquist criterion. 

Essentially, this states that the sampling frequency should be at least double the highest 

spatial frequency found in the image. If we sample an image coarsely, such that the 

Nyquist criterion is not met, then the image may suffer from the effects of aliasing. 

4.3.2 Quantization 

It is usual to digitize the values of the image function, f (x, y), in addition to its spatial 

coordinates. This process of quantization involves replacing a continuously varying f (x, 

y) with a discrete set of quantization levels. The accuracy with which variations in f (x, y) 

are represented is determined by the number of quantization levels that we use; the more 

levels we use, the better the approximation.  

Conventionally, a set of n quantization levels comprises the integers 0, 1, 2,!, n-1.

0 and n-1 are usually displayed or printed as black and white, respectively, with 

intermediate levels rendered in various shades of grey. Quantization levels are therefore 

commonly referred to as grey levels. The collective term for all the grey levels, ranging 

from black to white, is a grey scale. 

For convenient and efficient processing by a computer, the number of grey levels, n, is 

usually an integral power of two. It may be written by  

bn 2! ,                            (4.1) 
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where b is the number of bits used for quantization. b is typically 8, giving us images 

with 256 possible grey levels ranging from 0 (black) to 255 (white).  

4.4 The frequency domain 

 Images represent variations of brightness in space. These spatial variations can be 

manipulated by operations such as convolution. There exists an alternative 

representation of an image based on the frequencies of brightness variation in that 

image. These can be converted into a spectrum of different frequency components and 

convert this spectral representation back into a spatial representation without any loss of 

information. These can also process the image in the frequency domain by manipulating 

its spectrum. In the section 4.4, the nature of the frequency domain is explained and 

considered the computational techniques used to move between domains and examine 

the ways in which images can be changed by manipulating their spectra. 

4.4.1 Spatial frequency 

The areas of an image in which grey level varies rapidly with distance contain high 

spatial frequencies; conversely, areas in which grey level varies slowly contain only low 

spatial frequency components. But what does it mean precisely by the term ‘spatial 

frequency?’ Frequency has a precise meaning when considering periodic functions. A 

periodic function such as the sinusoid in Fig. 4-2 consists of a fixed pattern or cycle that 

repeats endlessly in both directions. The length of this cycle, L , is known as the period 

of the function. The frequency of variation is the reciprocal of the period. If the 

variation is spatial and L is a distance, then l/L is termed the spatial frequency of the 

variation. A periodic variation is characterized by two further parameters: an amplitude 

and a phase. The amplitude (labeled A in Fig. 4-2) is the size of the variation-the height 

of a peak or depth of a trough. The phase (" in Fig. 4-2) is the position of the start of a 

cycle, relative to some reference point (e.g., the origin). A sine function has 0!"

whereas a cosine function has 2/#" ! .

What does a sinusoidal variation of image intensity look like? We investigate this by 

defining a sinusoidal function and rendering it as an image. A suitable function is  
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This function generates a sinusoidal variation along the x axis, about a mean grey level 

of 128. (This offset is necessary because 8-bit grey-scale images cannot represent the 

negative values produced by a sine function.) Amplitude, A, is a value in the range 

[1,127]. N is the width of the image, in pixels. The parameter f is a dimensionless spatial 

frequency, corresponding to the number of complete cycles of the sinusoid that fit into 

the width of the image. (Dividing by N would give the spatial frequency in units of 

cycles per pixel.) Lastly," is the phase.  

Figure 4-3 shows the image generated by equation (4.2) with parameter values N = 100, 

f = 3, A = 127, and 0!" .

4.5 Fourier theory 

4.5.1 Basic concepts 

Techniques for the analysis and manipulation of spatial frequency are based on the 

work of the eighteenth century French physicist Jean Baptiste Joseph Fourier. Fourier 

developed a representation of functions, based on frequency, that is, of considerable 

importance in many branches of science and engineering.  

Fourier's theory considers sinusoidal variations (i.e, sine and cosine waves), of the kind 

depicted in Fig. 4-2. The key idea is that any periodic function, however complex it 

might appear, can be represented as a sum of these simpler sinusoids. This solves the 

problem of whether it is meaningful to think of spatial frequency in a real, highly 

complicated image. Although there may be little regularity apparent in such an image, it 

can be decomposed into a set of sinusoidal components, each of which has a well-

defined frequency. 

A set of sine and cosine functions having particular frequencies are chosen for the 

representation. These are termed the basic functions of the representation. A weighted 

sum of these basis functions is called a Fourier series. The weighting factors for each 

sine and cosine function are known as the Fourier coefficients.  
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We can write the summation as follows: 
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The index f in this equation is the number of cycles of the sinusoid that fit within one 

period of f(x). Thus, f can be considered as a dimensionless measure of the frequency of 

a basic function. Equation (4.3) indicates that a function with period L can be 

represented by two infinite sequences of coefficients. 

These concepts may need convincing that a summation of smoothly varying functions 

such as sinusoids can synthesize the sharp discontinuities and relatively homogeneous 

regions that might be found in an image. 

4.5.2 Extension to two dimensions 

The notion of a Fourier series is equally valid in two dimensions and the basic 

functions are two-dimensional sine and cosine functions. A Fourier series representation 

of a two-dimensional function, ),( yxf , having a period L in both the x and the y

directions, can be written 
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Here, xf and yf  are the number of cycles fitting into one horizontal and vertical 

period of ),( yxf . We can regard the Fourier series representation of ),( yxf as a pair of 

two-dimensional arrays of coefficients, each of infinite extent. The Fourier series in 

equation (4.4) can be used to represent any image.  
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4.6 The discrete Fourier transform 

Fourier theory provides us with a means of determining the contribution made by any 

basic function to the representation of some function f(x). The contribution is 

determined by projecting f(x) onto that basic function. This procedure is described as a 

Fourier transform. When applying the procedure to images, it must be dealt explicitly 

with the fact that an image is 

 Two-dimensional 

 Sampled 

 Of finite extent 

These considerations give rise to the discrete Fourier transform (DFT).  

The DFT of an N!N image can be written 
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or, 44 sincos j$ can be written in exponential form, 
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),( yx ffF is a complex number and now dealing with a set of complex coefficients, 

rather than two sets of real coefficients; as was the case with the Fourier series in 

equation (4.4).  

For any particular spatial frequency specified by xf and yf , evaluating equation (4.6) 

gives us the contribution that the corresponding pair of basic images makes to a Fourier 

representation of the image f; in essence, it tells us how much of that particular 

frequency is present in the image. Of course, in order to build up a complete picture of 
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the relative importance of different frequencies, it must be evaluated by the equation for 

all
xf and

yf . It is usual to apply the term 'Fourier transform' to the process of 

calculating all the values of ),( yx ffF or to the values themselves. 

There also exists an inverse Fourier transform that converts a set of Fourier 

coefficients into an image. It has a form very similar to the forward transform: 
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The only material difference is the sign of the exponent. Comparing equations (4.6) 

and (4.7), it is clear that the forward transform of an N×N image yields an N×N array of 

coefficients. Since the inverse transform reconstructs the original image from this set of 

coefficients, they must constitute a complete representation of the information present in 

the image. When ),( yx ffF  is manipulated, it is said that the image is being processed 

in the frequency domain; conversely, when pixel values, I(x, y), are manipulated, the 

image is being processed in the spatial domain. Although these manipulations may 

result in the loss of information from the image, the transformation from one domain to 

the other through a forward or inverse Fourier transform does not, in itself, result in any 

information loss. 

4.6.1 The spectra of an image 

It was already said that ),( yx ffF  is a complex number. Its real and imaginary parts 

are not particularly informative in themselves; it is far more useful to think of the 

magnitude and phase of ),( yx ffF .

This is expressed as; 

),(
),(),(),(),( yx ffj

xyxyxyx evfFffjIffRffF
"!$!           (4.8) 

,where ),( yx ffR and ),( yx ffI are the real and imaginary parts of ),( yx ffF ,
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),( yx ffF is the magnitude and ),( vu" is the phase.  

 Magnitude and phase are given by 

),(),(),( 22
yxyxyx ffIffRffF $!                 (4.9) 
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Equations (4.9) and (4.10) allow us to decompose an array of complex coefficients into 

an array of magnitudes and an array of phases. The magnitudes correspond to the 

amplitudes of the basic images in our Fourier representation. The array of magnitudes is 

termed the amplitude spectrum of the image. Likewise, the array of phases is termed the 

phase spectrum. When the term 'spectrum' is used on its own, the amplitude spectrum is 

normally implied. This is because the phases are generally less significant for the 

purposes of interpretation. Another term that is used is power spectrum, or spectral 

density. The power spectrum of an image is simply the square of its amplitude spectrum, 

i.e., 

),(),(),(),( 222

yxyxyxyx ffIffRffFffP $!!             (4.11) 

It can be rendered by the spectra of an image as images themselves, for the purposes of 

visualization and interpretation.  

Figure 4-4 shows examples of an amplitude spectrum and a phase spectrum of a 

fluorescent particle image.  

4.6.2 The fast Fourier transform 

Calculating a single value of ),( yx ffF  by equation (4.6) involves a summation over 

all pixels in the image. If the image has dimensions N×N, then this is an O(N
2
) operation. 

However, there are N
2
 values of ),( yx ffF  to calculate, so the overall complexity of a 

DFT is O(N
4
 ). This is very inefficient.  

Fortunately, a much faster method exists, known as the Fast Fourier transform (FFT). 
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The classic two-dimensional FFT algorithm takes advantage of the separability of the 

Fourier transform, which allows us to perform a one-dimensional FFT along each row 

of the image to generate an intermediate array, followed by another one-dimensional 

FFT down each column of this array to produce the final result. The one-dimensional 

FFT algorithm uses another trick to speed up calculations. It so happens that a Fourier 

transform of length N can be written as the sum of two Fourier transforms, each of 

length N/2. If N is a power of two, this decomposition can be applied recursively until 

the point is reached, where we are computing transforms of length 2.  

The overall cost of this procedure is O(N log2 N), compared with O(N
2
) for a directly 

calculated one-dimensional transform.  

Exploiting separability alone reduces the complexity of a two-dimensional Fourier 

transform from O(N
4
) to O(N

3
). When we introduce the one-dimensional FFT, the cost 

of transforming an N × N image becomes O(N log2 N).  

4.7 Filtering of images 

Images can be filtered in the spatial domain by operations such as convolution. 

Convolution with the appropriate kernel can blur or sharpen an image. The operation 

suppresses or enhances certain spatial frequencies relative to others. However, it cannot 

be quantified by the effect because the operation takes place in the spatial domain. The 

frequency domain is the more natural domain for filtering because of the effect that a 

filter has on the spatial frequencies present in an image. Moreover, filtering in the 

frequency domain is simpler, computationally, than convolution in the spatial domain. 

Filtering can be expressed generally as the point-by-point multiplication of the 

spectrum by a filter transfer function. It can be expressed by 

),(),(),( yxyxyx ffHffFffG !                   (4.12) 

,where ),( yx ffF  is the spectrum of the image, ),( yx ffH is the filter transfer 

function and ),( yx ffG  is the filtered spectrum. An inverse Fourier transform of 
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),( yx ffG  must be computed to see the results of filtering as an image. Remember that 

we are dealing with complex numbers here. The multiplication in equation (4.12) could, 

in theory, affects both the magnitude and phase of ),( yx ffF . In practice, most filters 

are zero-phase-shift filters; that is, they affect magnitude rather than phase. There is a 

fundamental relationship between filtering done by convolution in the spatial domain 

and filtering done by multiplication in the frequency domain. This is expressed by the 

convolution theorem, which states that 

FHhf 5*                            (4.13) 

The left-hand side of this expression represents the convolution of an image, f , with a 

kernel, h. The right-hand side of the expression represents the product of the Fourier 

transform of the image, ),( yx ffF , and the Fourier transform of the kernel, ),( yx ffH .

The symbol *, which links the two sides, indicates that they form a 'Fourier transform 

pair'; the left-hand side can be converted into the right-hand side by a Fourier transform, 

whereas the right-hand side can be converted into the left-hand side by an inverse 

Fourier transform. Equation (4.13) tells us that convolving an image with a given kernel 

has the same effect on an image as multiplying the spectrum of that image by the 

Fourier transform of the kernel. Any result achievable by convolution in the spatial 

domain can also be obtained by a multiplication in the frequency domain, and vice versa. 

This means that we always have two different ways of carrying out linear filtering 

operations. Given a kernel, it can be convolved that kernel with the image, or can be 

filtered in the frequency domain through the following procedure: 

[Step 1]  Compute the Fourier transform of the image 

[Step 2]  Compute the Fourier transform of the kernel 

[Step 3]  Multiply the two transforms together 

[Step 4]  Compute the inverse Fourier transform of the product 

In step 3, the multiplication is done on a point-by-point basis, which means that the 

transforms of the kernel and the image must have the same dimensions. We accomplish 
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this by padding out the kernel with zeros prior to computing its transform. 

Although it may seem strange to perform this rather complicated sequence of 

operations when we have a kernel that can be used directly for convolution, significant 

computational benefits can accrue from working in the frequency domain.  

In the spatial domain, filtering requires approximately N
2
n

2
 multiplications and a 

similar number of additions. In the frequency domain, however, filtering (Step 3 above) 

requires only N
2
 multiplications. Of course, there is a significant cost associated with 

FFT computation, but if n is large enough the total cost of filtering in the frequency 

domain falls below that of operating in the spatial domain. 

4.8 Frequency sampling method 

The frequency sampling method creates a filter based on a desired frequency response. 

If given a matrix of points that define the shape of the frequency response, this method 

creates a filter, whose frequency response passes through those points. Frequency 

sampling places no constraints on the behavior of the frequency response between the 

given points; usually, the response ripples in any areas. The ripples mean oscillations 

around a constant value. The frequency response of a practical filter often has ripples 

when the frequency response of an ideal filter is flat; if compared to the desired 

frequency response. These ripples are a fundamental problem with the frequency 

sampling design method. They occur wherever there are sharp transitions in the desired 

response; can reduce the spatial extent of the ripples by using a larger filter.  

Despite of such a disadvantage, the frequency sampling method is used in practice 

because of its conceptual and computational simplicity. 

The desired frequency response ),( yxd ffH used by frequency sampling method is 

sampled at equally spaced points on the Cartesian grid; the result is inverse discrete 

Fourier transformed. Let ),(' yxH be obtained by 

xNyfxNxf

NyjfNxjf
yxd eeffHyxH

)2/2(,)1/2(

2/)12(2/)11(' ),(),( ## !!
%%%%!    (4.14) 
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,where ),( yxd ffH is the desired zero-phase frequency response, and 1N and 2N  are 

odd. The corresponding sequence ),(' yxh is obtained from equation (4.14) by 

)],([),( ''
yx ffHIDFTyxh !                      (4.15) 

Finally, the zero-phase filter ),( yxh designed is given by 

&
'
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),( 21 N

y
N

xhyxh                    (4.16) 

The linear phase term in equation (4.14) and the resulting shift of the sequence in 

equation (4.16) are due to the fact that the DFT is defined only for a first-quadrant 

support sequence, which cannot  zero phase. The inverse DFT in equation (4.15) can 

be computed by using an FFT algorithm for highly composite numbers 1N and 2N .

From the definition of the Fourier transform and the DFT, the frequency response of the 

designed filter ),( yx ffH can be shown to be related to ),(' yxH and therefore to

),( yxd ffH  by 
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4.8.1 High pass filtering 

An ideal high pass filter is defined. Frequencies up to the cutoff frequency are 

suppressed, whereas frequencies beyond this point pass through unchanged. The 

transfer function is 
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This filter has an inverted cylindrical shape, as shown in Fig.4-5. Since with the ideal 

high pass filter, the sharp cutoff leads to ringing in the filtered image.  

The examples of high pass filter designed by the frequency sampling method are 

shown in Fig. 4-6. Figure 4-6 shows the result of a high pass filter design with various 

sampling number. The region of the transition samples used is shown in Fig. 4-6(a), and 

the transition samples used are samples of a circularly symmetric linear interpolation 

between 0 and 1. The perspective plot and the contour plot of the frequency response of 

the resulting filter are shown in Fig. 4-6(a) and (b), respectively.  

4.9 Summary for filtering in the frequency domain 

This filtering procedure is summarized in Fig. 4-7.  

1. The pre-processing stage has procedures such as determining image size and  

generating a filter.  

2. The filter function ),( yx ffH multiplies both the real and imaginary parts of 

),( yx ffF and compute the inverse Fourier transform of the product. If ),( yx ffH  is  

real, then the phase of the results is not changed. 

3. Post-processing entails computing the real part of the result, cropping the image,  

and converting it to class uint8 or uint16 for storage. 
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Figure 4-1 Coordinate system for a fluorescent particle image 
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Figure 4-2  A sinusoidal function, characterized by a period(L), an amplitude (A) and 

phase(" )
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Figure 4-3  An image with a horizontal sinusoidal variation in grey level 
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(a)                             (b) 

(c)

Figure 4-4  A fluorescent particle image and its spectra.  

(a) Image. (b) Amplitude spectrum. (c) Phase spectrum. 
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Figure 4-5  Example of an ideal high pass filter. 



Chapter 4.  Digital image processing – frequency sampling method 

95

Sampling number = 15 Sampling number = 15 

Sampling number = 149 Sampling number = 149 

Figure 4-6  Effect of sampling numbers of high-pass filter designed by the frequency 

sampling method (a) perspective plot of the filter frequency response (b) contour plot of 

the filter frequency response (continue). 
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Sampling number = 499 Sampling number = 499 

Sampling number = 1023 Sampling number = 1023 

Figure 4-6  Various examples of high-pass filter designed by the frequency sampling 

method (a) perspective plot of the filter frequency response (b) contour plot of the filter 

frequency response (continue). 
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Figure 4-7  Steps for filtering in the frequency domain 
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Chapter 5. Micro-PIV measurement and CFD 

analysis of a thin liquid flow between stationary 

and rotating disks 

5.1 Background 

Recent progress in micro-PIV techniques has enabled one to make detailed 

measurement of fluid velocities in small-scale flows whose representative dimensions 

are in the order of sub-millimeter or even less. Such flows are seen in micro 

tubes/channels, porous media, droplets, films, and fluid layers. The present study 

focuses on a thin liquid layer that is present between a pair of rotating and stationary 

disks, whose separation is also in sub-millimeter order. This type of flow can be seen, 

for example, in the gap between an impeller and a casing in fluid machinery, in the gap 

between a rotating disk and its housing in hard disk drives, as well as in optical disk 

drives. Another application where this type of flow plays an important role is rotation-

shearing chemical reactors that can enhance the mixing of chemical species introduced 

into the gap between rotating and stationary disks (e.g., Saito. 2001). This application 

utilizes the strong shear in a thin liquid layer where the liquid injected into the primary 

liquid layer undergoes highly three-dimensional deformation that leads to a remarkable 

enhancement of mixing of the liquids. As this mixing enhancement is dependent on the 

flow characteristics in the thin liquid layer, their clarification by means of both 

experimental and numerical methods is required for the design of higher-performance 

chemical reactors. 

  The micro-PIV technique was developed to make spatially-resolved measurement of 

small-scale fluid flows (e.g., Santiago et al. 1998). This technique has been used for the 

measurement of two-component flow velocities in two-dimensional domain in several 

micro-flow devices, such as a micro-pump (Sheen et al. 2008), a micro-valve (Pernod et 

al. 2010), a micro-actuator (Hagsäter et al. 2007), and a micro-mixer (Erkan et al. 2008). 

A well-known drawback of micro-PIV is its poor spatial resolution in the depth-of-field 

(DOF) direction of the measurement domain. As reported by Meinhart et al. (2000), the 

effective DOF of micro-PIV is determined by the spatial resolution of the objective used 



Chapter 5. Micro-PIV measurement and CFD analysis of a thin liquid flow 

between stationary and rotating disks 

99

for imaging, by the effect of diffraction in the DOF direction, and the size of the tracer 

particles used. The resultant DOF usually becomes much larger than the specified 

spatial resolution of the objective. This issue can be overcome by the use of three-

dimensional micro-PIV techniques, as reported by Yoon and Kim (2006) and Park and 

Kihm (2006). This approach could be quite effective if the technique is successfully 

implemented into the actual measurement of the small-scale flow of interest. A different 

approach that is relatively simple, and thus easier, to implement is the use of digital 

filtering techniques to strengthen the signal-to-noise ratio of the particle images taken 

during the micro-PIV measurement. Gui et al. (2002) reported the use of digital filtering 

techniques for micro-PIV. Bourdon et al. (2004) proposed a new technique called 

“power-filtering technique” to improve the DOF in micro-PIV measurement. The 

principle behind this approach is to strengthen the signal (or intensity) from the particle 

images that are in focus in the measurement domain; it reduces the effective DOF for 

correlation analysis. 

  The present study aims at understanding the characteristics of the flow field in a 

strongly-sheared thin liquid layer between a pair of rotating and stationary disks. This 

particular configuration provides a basic flow configuration for the rotation-shearing 

chemical reactors mentioned above. The disk's diameter is 10mm and the gap between 

them is 500!m. The flow until the rotational speed of 700rpm remains laminar, while 

further increment in either the rotational speeds or the dimension of the flow geometry 

can result in the onset of a turbulent flow. The present study focuses only on the laminar 

flow where both experimental and numerical methods are used for the clarification of 

the flow characteristics. A simple digital filtering technique is implemented into a 

conventional micro-PIV technique, in order to resolve a steep velocity gradient in the 

liquid layer, particularly in the region adjacent to the rotating wall. A commercial CFD 

software, STAR-CD, is used to obtain the numerical results for the incompressible, 

laminar flow. The results are compared with the experimental micro-PIV results. The 

experimental and numerical results are discussed to understand the characteristics of the 

flow fields, for various rotational speeds. 
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5.2  Experimental method 

5.2.1  Rotating-disk apparatus 

  The rotating disk is placed in the housing, as schematically shown in Fig. 5-1. The 

rotating disk is made of stainless steel and it is 10mm in diameter and 1mm in thickness. 

Its surface is polish finished and painted in black to facilitate a proper PIV 

measurement. The disk is connected to a shaft of 4mm diameter. This shaft is driven by 

a DC motor whose rotational speed is controlled externally and can be increased up to 

3000rpm. 

  The housing has a cylindrical inner shape with the diameter of 15mm. The inner 

surface of the housing is also painted in black, except for the surface of the glass 

window that is used for the observation and illumination during the experiment. The gap 

between the upper surface of the rotating disk and the lower surface of the glass window 

can be varied; it is 500!m in the present study. A great attention is paid to make the two 

surfaces parallel with each other. The housing is filled with distilled water, which is 

seeded with 3!m-diameter spherical fluorescent particles. The water layer in the gap is 

the target of the present measurement. All the experiments are carried out at the room 

temperature (about 20"C) and atmospheric pressure (about 1#10
5
Pa).

5.2.2  Micro-PIV setup 

  Figure 5-2 shows the schematic diagram of the present micro-PIV system. It consists 

of a double-pulsed Nd:YAG laser, a time-delay generator, a microscope with an air 

immersed objective, a CCD camera, and a personal computer for image acquisition. The 

beam emitted from the Nd:YAG laser (!=532nm) is guided through an optical fiber to 

the illumination port of the microscope. A neutral-density (ND) filter is used to 

attenuate the laser beam power. The laser beam guided to the objective illuminates the 

liquid layer through an air immersion objective of 5× (NA=0.14) or 10× (NA=0.28).

These objectives have long working distances of 34.0mm and 33.5mm, respectively. 

The flow is seeded with fluorescently-dyed 3µm-diameter polystyrene spherical 

particles. Their excitation and fluorescent wavelength are 542nm and 612nm, 

respectively. The fluorescent light emitted from the particles is collected by an interline-

transfer CCD camera that has the spatial resolution of 1600#1200 pixels and the 
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intensity resolution of 10 bits. Although this interlined-transfer CCD has a low level of 

dark-current noise, the use of 3!m-diameter particles, which are larger than those (say, 

1!m in diameter) used in typical micro-PIV measurements, is needed to achieve good 

visibility in the present measurement where the objectives with relatively low NA are 

used. A long-pass filter whose cut-off wavelength is 580nm is placed in front of the 

CCD camera, so that the background reflection of the excitation laser beam is filtered 

out.

  The time interval between the two laser-pulses is varied from 0.1ms to 0.8ms, 

depending on the rotation speed of the disk. The present fields of view are 

2.4mm×1.8mm and 1.2mm×0.9mm for the 5× and 10× objectives, respectively. The 

position of the focal plane in the liquid layer is adjusted by a 3-D traverse system that is 

installed below the rotating-disk apparatus. The spatial resolution of this positioning is 

$1.5!m. The radial position of each measuring domain is also controlled by this 3-D 

traverse system. The acquired PIV images are analyzed by using the PIV software that 

is based on the direct cross-correlation algorithm. The size of the interrogation window 

is 90×90 pixels, with a 50% overlap. It yields the spatial resolution of 132µm. Although 

this interrogation window size is larger than the standard ones (32×32 pixels or 64×64 

pixels), it is chosen by the fact that the present flow field does not vary steeply in the 

radial or tangential direction, even if it does vary steeply in the DOF direction. For 

ensemble averaging, 100 instantaneous velocity maps are generated from 200 PIV 

images acquired during the experiment. 

5.2.3  Digital filtering technique 

  The DOF is studied previously by Meinhart et al (2000), who proposed the following 

expression:

pd
NA

nd

NA

n
DOF

p %%&
16.23

2

'
(5.1)

where n is the refractive index of the medium in front of the objective, ! is the 

wavelength of the illumination light in the vacuum, dp is the diameter of tracer particle, 
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and NA is the numerical aperture of the objective. After substituting the values 

corresponding to the study, in the Eq. (1), (i.e., n=1.0, '=0.612!m, dp=3!m, NA=0.14

and 0.28), the DOF comes out to be 143.0µm and 49.6µm for the 5× and 10× 

objectives, respectively. These values are very large if compared to the thickness of the 

liquid layer, which has steep velocity gradients. 

  In order to reduce the DOF, and thus to improve the spatial resolution, a simple 

digital filtering technique is implemented. As demonstrated by Bourdon et al. (2004), 

the filtered particle images can lead to a substantial reduction of DOF, if the filter is 

designed appropriately. For the present measurement, a conventional high-pass filtering 

is found to work well. The cutoff frequency is chosen to be fcutoff =0.1 pixel
-1

. Its inverse 

(10 pixels) is two to three times larger than the size of the individual, in-focus particle 

images (Fig. 5-3). The high-pass filter is obtained from the desired frequency response 

by using the frequency sampling method (Lim. 1990). The desired frequency response, 

H(fx, fy), can be expressed as follows: 

(
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where 22
yx fff %& , and xf and yf are the horizontal and vertical frequencies, 

respectively. As shown later, this high-pass filtering can substantially improve the 

measurement near the rotating disk where the large velocity gradient in the DOF would 

cause a bias in the measured velocity. Figure 5-3 shows the original (unfiltered) and 

filtered particle image in an interrogation window. From here, it is evident that the in-

focus particle images (i.e., smaller and brighter ones) are enhanced, while the out-of-

focus particle images (i.e., larger and obscured ones) are attenuated. The effect of this 

digital filtering on the velocity measurement is presented in more detail later in this 

paper.
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5.3  CFD method and grid system 

  The numerical simulations in this study are carried out by using the commercial 

software STAR-CD. It solves the three-dimensional, incompressible, laminar Navier-

Stokes equations by finite volume method. The SIMPLE method is chosen for the 

pressure-velocity coupling and the algebraic multi-grid solver is used for the velocity 

and pressure corrections.  

All spatial discretizations are carried out by using the standard, second-order, central-

difference scheme. The entire flow domain, shown in Fig. 5-1, which consists of the gap 

between the disks and the annular region between the rotating disk and the housing, is 

discretized into a grid system having 3 million O-type hexahedral cells. The calculations 

are done on a Pentium 2.4GHz, single processor machine. It took around 10 hours to 

complete the calculation for one rotational speed case.  

As for the boundary conditions, all the solid surfaces, including that of the rotating disk, 

are assumed to have no-slip condition. The convergence of the calculation is checked by 

monitoring if the residual error during the calculation has reached below 10
-4

.

5.4  Results and discussion 

5.4.1  Overall velocity profiles 

  Figures 5-4(a)~(c) represent the mean radial and tangential velocities (Vr and V.) for 

the rotational speeds of 300, 500, and 700rpm, respectively. The experimental and CFD 

results are plotted for z/H=0.2, 0.4, 0.6, and 0.8 where the velocities are non-

dimensionalized by the tangential velocity of the disk edge, R/. Note that the 5#

objective is used for this measurement and no digital filtering is applied here. The 

overall agreement between experimental and CFD results is good. For all the rotational 

speeds, the tangential velocities increase almost linearly with r, for r/R<0.9. Near the 

disk edge (i.e., r/R>0.9), however, they start to either decrease or increase non-linearly, 

depending on the rotational speed. The agreement between PIV and CFD results is not 

satisfactory here. The CFD results (not shown here) indicate that there exists a 3-D 

vortical motion in the outer peripheral region (i.e., r/R>1.0), and it does not appreciably 
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affect the flow field in the gap (say, r/R<0.9). A similar linear increment is also seen in 

the radial velocities. It should be mentioned that there is a slight misalignment (about 3 

degrees) between the radial directions of the calculated flow field and that of the PIV 

measurement. It is corrected in the data analysis. In fact, this correction is clearly visible 

in the measured radial velocities, while negligible in the measured tangential velocities, 

as the large difference in their magnitudes. The radial velocities are positive for z/H=0.2

and 0.4, while they become negative for z/H=0.6 and 0.8; the negative value indicates 

the presence of a secondary flow, consisting of an outward flow near the rotating disk 

and an inward flow near the stationary disk. 

The secondary flow is presented in more detail in Fig. 5-5 where the radial velocities 

are plotted as a function of z/H at r/R=0.20, 0.40, 0.60, and 0.88. The non-

dimensionalized magnitude of the secondary flow increases with rotational speed, with 

a zero-crossing point at around z/H=0.48. The inward flow near the stationary disk is 

not desirable for the development of rotation-shearing chemical reactors, because it 

would hinder the reactant from flowing smoothly out of the reaction zone. The 

secondary flow affects the profile of the tangential velocities as shown in Fig. 5-6 where 

the tangential velocities are plotted as a function of z/H. While the profile is almost 

linear for 300rpm, as in a laminar Couette flow, it starts to become non-linear for the 

500rpm and 700rpm, showing a steeper velocity gradient near the rotating disk. The 

flow fields for these rotational speeds remain laminar. It suggests that the assumption of 

the linear profile that is made often in such type of flows (e.g., Soo 1958) needs some 

modification.

5.2  Velocity profiles near the rotating disk 

  As for the overall profiles shown so far, the PIV and the CFD results are in fair 

agreement with each other. However, the agreement is found to deteriorate in the region 

near the rotating disk. It improves appreciably if the digital high-pass filtering technique 

(DHPF technique, hereafter) is applied to the acquired PIV images. As the micro-PIV 

technique is more efficient than the numerical technique for the parametric evaluation of 

the present flow field under various conditions, the deterioration and improvement of 

the agreement is analyzed in detail here. 
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  Figure 5-7 shows the profiles of velocity magnitude measured near the rotating disk 

surface. The rotational speed is 500rpm. The results are plotted as a function of z/H on 

the logarithmic scale. It is recognized that the PIV results without using the DHPF 

technique, particularly those for r/R=0.6, starts to deviate from the CFD profile for 

z/H<0.1. This unreasonable profile is due to the DOF effect, as illustrated in Fig. 5-8 

where the measuring domains at various distances from the rotating disk surface are 

depicted. If the measuring domain overlaps with the rotating disk, it will give a 

measurement that is lower than the true value that is defined at the central position of 

the domain. This deviation, therefore, becomes largest for the domain whose central 

position is located at the surface of the rotating disk. On the other hand, if the domain 

does not overlap with the rotating disk, little deviation occurs in the present, almost 

linear velocity profile. Also little deviation occurs in the region near the stationary disk 

where the magnitude of the velocity is small. In Fig. 5-7, the PIV results with the DHPF 

technique, for fcutoff =0.05, 0.10, 0.15, and 0.20 pixel
-1

, are included. It is seen that the 

PIV results with fcutoff=0.10 and 0.15 pixel
-1

 are in good agreement with the CFD results, 

for all r/R shown here. The cutoff-frequency range is reduced to the cutoff-wavelength 

range of 6.7~10.0pixels. It should be noted that this cutoff-wavelength range is two to 

three times larger than the typical diameter of in-focus particle images as shown in Fig. 

5-3.

  Figure 5-9 shows a comparison among the PIV results for the 5# objective case (both 

with and without the DHPF technique (fcutoff=0.1 pixel
-1

)), the PIV results for the 10#

objective case (without filtering), and the CFD results at r/R=0.20, 0.36, and 0.60. The 

reasonable agreement between the filtered PIV results from the 5# objective and the 

unfiltered PIV results from the 10# objective suggests that the DOF is substantially 

improved by the use of the DHPF technique. It should be mentioned that the 5#

objective provides a two times wider field of view than the 10# objective; and thus 

facilitating a more efficient evaluation of the rotation-shearing chemical reactors. 
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5.5  Conclusions 

A strongly-sheared flow in the thin liquid layer between a pair of rotating and 

stationary disks, whose separation was 500!m, was studied experimentally and 

numerically with an objective to clarify the characteristics of the basic flow found in 

rotation-shearing chemical reactors. The micro-PIV technique was used to measure two-

component velocities in the liquid layer. The commercial CFD software was used to 

provide data to compare and validate the micro-PIV results.      

As for the overall velocity profiles in the liquid layer, the micro-PIV and the CFD 

results are in fair agreement; both are showing (1) the linear increase of tangential and 

radial velocities with radial position, and (2) the presence of a secondary flow that 

consists of an outward flow near the rotating disk and an inward flow near the stationary 

disk. This secondary flow is strengthened with the rotational speed and is responsible 

for the deviation of tangential velocity component from its linear profile in the direction 

of the thickness.  

Measurement of near-wall from the present micro-PIV technique is appreciably 

improved by the use of a simple, digital, high-pass filtering technique that is applied to 

the acquired particle images. It is shown that the cutoff frequency of 0.1~0.15 pixel
-1

 (or 

cutoff wavelength of 6.7~10.0 pixels) works well with this technique. This cutoff 

wavelength is two to three times larger than the typical diameters of the in-focus particle 

images that are acquired in this study. It is demonstrated that the micro-PIV 

measurement with the high-pass filtering technique can provide detailed information 

about the flow field in the thin liquid layer between the rotating and stationary disks. 
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Figure 5-1  Schematic diagram of the rotating disk apparatus. 
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Figure 5-2  Schematic diagram of the present micro-PIV system. 
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!

!

!

(a) Original particle image 

!

!

(b) High-pass filtered particle image 

Figure 5-3  Original and high-pass filtered particle images in an interrogation window 

of 90×90 pixels in size. 
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!

!

(a) Radial velocity 

!

(b) Tangential velocity 

Figure 5-4  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 300rpm (continue).
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! !

(a) Radial velocity 

(b) Tangential velocity 

Figure 5-4  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 500rpm (continue).
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!

(a) Radial velocity 

(b) Tangential velocity 

Figure 5-4  Radial and tangential velocity profiles plotted as a function of r/R for 

rotational speeds of 700rpm.
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Figure 5-5  Radial velocity component plotted as a function of z/H.
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Figure 5-6  Tangential velocity component plotted as a function of z/H.
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Figure 5-7  Velocity magnitude near the rotating disk surface at 500rpm 
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Figure 5-8  Effect of DOF on the measured velocities near the rotating disk surface. 
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Figure 5-9  Comparison between the micro-PIV results using 5# objective, those using 

10# objective, and the CFD results at 500rpm. 
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Chapter 6. Three-dimensional micro-PTV techni- 

que with stereoscopic viewing attachment 

6.1 Background 

Micro-scale flows have been receiving much interest from micro-electromechanical 

systems (MEMS) applications. However, conventional visualization techniques are not 

necessarily satisfactory for the visualization of micro-scale flows. In order to observe 

and measure complex flow phenomena in micro-scale, a suitable experimental 

technique that has a sufficient temporal and spatial resolution is needed (Lee et al. 

2009).  The PIV/PTV techniques are very powerful tools for obtaining velocity field 

information of various flows and they are advantageous if compared to other 

conventional point-wise velocity measurement techniques such as hot-wire anemometry 

and LDV. The PIV/PTV techniques have been applied to various industrial fields 

related to pharmaceutical (Reyes et al. 2002), electro-devices (Meinhart et al. 1998), and 

chemical reactors (Melin et al. 2004). The need for measuring three-dimensional (3-D) 

flows in microfluidic devices is rapidly growing in order to understand the basic physics 

behind the micro-scale flow phenomena. 

  Table 6-1 compares the basic capabilities of the 3-D micro-PTV techniques 

mentioned above. Note that only the techniques for three-dimensional, three-component 

(3D-3C) measurement are considered here.  

 Kim and Lee (2007) developed a holographic micro-PTV (HMPTV) technique to 

measure the temporal variation of 3-D velocity field of a micro-scale flow. This system 

was applied to measure instantaneous 3-D velocity vectors of flow in a micro tube with 

different particle number densities and flow rates.  

 Yoon and Kim (2006) developed a defocusing micro-PTV (DMPTV) method to detect 

3-D particle positions in a 3-D volume of micro-scale flows using a calibration-based 

defocusing concept. They measured a three-dimensional flow in a micro channel having 

a backward-facing step.  

 Park and Kihm (2006) described a 3-D micro particle-tracking velocimetry technique 

that uses a single camera with deconvolution microscopy. This method tracks the line-
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of-sight(s) flow vectors by comparing the outmost diffraction ring size of defocused 

particle images with computed point spread function. 3-D measurements of the flow 

over a spherical body were performed using this method. 

  In the present study, we propose a new compact stereoscopic micro-PTV system with 

a stereo optical attachment. The basic idea was presented previously by the authors (Lee 

et al. 2009). The attachment developed here has a higher capability for fine optical 

adjustment than the one presented previously. This micro-PTV technique is verified 

through a detailed measurement of 3-D flow in a thin liquid layer between rotating and 

stationary disks. This flow configuration is studied with a view to developing an active 

micro reactor that can achieve enhanced mixing and chemical reaction (Lee et al. 2011). 

6.2  Experimental method 

6.2.1 Stereoscopic micro-PTV setup 

 Figure 6-1 shows the schematic diagram of the stereoscopic micro-PTV system used in 

the present study. It consists of a high-repetition pulse Nd:YAG laser with 532nm 

wavelength, a microscope, a high-speed CMOS camera, a 5× air-immersed long-

working-distance objective, a stereo optical attachment, a 3-D traversing system, and a 

personal computer for image acquisition. As shown in Table 1, this system provides a 

field of view of 1500×1000!m
2
 and a depth-of-field of 300!m.

  The important optics for stereo image is the stereo optical attachment, which is shown 

schematically in Fig. 6-2. It consists of a prism and two flat mirrors which are mounted 

in a compact cylinder and is fixed on the outer diameter of the objective. The 

stereoscopic viewing angle is designed to be 46 degrees. With this arrangement, two-

separated stereo images from different angles can be obtained with a single high-speed 

CMOS camera. 

  In the experiment, the laser beam guided to the objective illuminates the liquid layer 

through the air-immersion 5× objective (NA=0.14). This objective has a long working 

distance of 34.0mm. The flow is seeded with fluorescently-dyed 7!m-diameter 

polystyrene spherical particles. Their excitation and fluorescent wavelength are 542nm 

and 612nm, respectively. The fluorescent light emitted from the particles is collected by 
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a high-speed CMOS camera that has a photodiode array of 1024×1024 pixels. The use 

of 7!m-diameter particles, which are larger than those (say, 1!m in diameter) used in 

typical micro-scale flowing measurements, is needed to achieve good visibility in the 

present measurement where the objective lens with relatively low NA is used. A long-

pass filter whose cut-off wavelength is 580nm is placed in front of the high-speed 

CMOS camera, so that the background reflection of the excitation laser beam is filtered 

out.

  A precision 3-D traversing system (1.5!m resolution) is used for accurate positioning 

of the rotating-disk apparatus. The radial position of each field of view relative to the 

axis of the rotating disk is adjusted by the 3-D traversing system. It is also used for the 

positioning and displacement of a calibration plate, which is placed in the liquid layer. 

Details of the stereo calibration are given below. The acquired PTV images are analyzed 

by using commercial PTV software. Its algorithm is the same as those reported by 

Nishino et al (1989). For PTV analysis, instantaneous velocity vectors are accumulated 

from 300 PTV images acquired during the experiment.

6.2.2  Rotating-disk apparatus 

 The rotating disk is placed in the housing, as schematically shown in Fig. 6-3. The 

rotating disk is made of stainless steel and it is 10mm in diameter and 1mm in thickness. 

Its surface is polish finished and painted in black to facilitate a proper PIV 

measurement. The disk is connected to a shaft of 4mm diameter. This shaft is driven by 

a DC motor whose rotational speed is controlled externally and can be increased up to 

3000rpm. 

  The housing has a cylindrical inner shape with the diameter of 15mm. The inner 

surface of the housing is also painted in black, except for the surface of the glass 

window that is used for the observation and illumination during the experiment. The gap 

(H) between the upper surface of the rotating disk and the lower surface of the glass 

window can be varied; it is 250!m and 500!m in the present study. A great attention is 

paid to make the two surfaces parallel with each other. The housing is filled with 

distilled water, which is seeded with 7!m-diameter spherical fluorescent particles. The 

water layer in the gap is the target of the present measurement. All the experiments are 
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carried out at the room temperature (about 20"C) and atmospheric pressure (about 

1#10
5
Pa).

6.2.3  Calibration method 

 For the technique presented in this paper, an accurate stereoscopic camera calibration 

is needed. As shown in Fig. 6-4, a calibration plate is mounted on a high-precision z-

axis traversing stage having a resolution of 0.5!m. The details of the calibration plate 

are given in Fig. 6-5. To achieve exactly the same optical path conditions, a water layer 

is generated between the calibration plate and the glass plate. Note that the glass plate is 

made of the same material and has the same thickness as the glass window of the 

rotating-disk apparatus. The calibration target is traversed stepwise in z-direction from -

135!m to +135!m with an interval of 45!m, and an image needed for calibration 

procedure is acquired at each position. For example, Figure 6-6 shows the microscope 

images of the calibration plate and the fluorescent particles used in the measurement. 

Each image comprises left-view and right-view images, which are separated without 

overlapping with each other. 

6.3  CFD method and grid system 

 The numerical simulations in this study are carried out by using the commercial 

software STAR-CD. It solves the three-dimensional, incompressible, laminar Navier-

Stokes equations by finite volume method. The SIMPLE method is chosen for the 

pressure-velocity coupling and the algebraic multi-grid solver is used for the velocity 

and pressure corrections. All spatial discretizations are carried out by using the standard, 

second-order, central-difference scheme.  

The entire flow domain, shown in Fig. 6-3, which consists of the gap between the 

disks and the annular region between the rotating disk and the housing, is discretized 

into a grid system having 3 million O-type hexahedral cells. The calculations are done 

on a Pentium 2.4GHz, single processor machine. It took around 10 hours to complete 

the calculation for one rotational speed case. As for the boundary conditions, all the 

solid surfaces, including that of the rotating disk, are assumed to have no-slip condition. 
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The convergence of the calculation is checked by monitoring if the residual error during 

the calculation has reached below 10
-4

.

6.4  Results and discussion 

6.4.1  Displacement measurement and measurement range 

 As a first check of the present technique, 3-D position and displacement of each 

calibration dot, such as shown in Fig. 6-6, is measured. The displacements given to the 

calibration dots are 20!m, 20!m and 25!m in x, y and z directions, respectively. The 

precision 3-D traversing system (1.5!m resolution) is used for this check. The 

uncertainties of the displacement measurement are shown in Fig. 6-7, where the mean 

deviations, $x, $y and $z from the given displacement in the respective direction are 

plotted as a function of z position of the calibration plate. The error bar for each data 

point represents twice the standard deviation of the measurements. It is seen that $x, $y

and $z are quite reasonable (in other words, nearly zero) in the entire range of z

positions examined here (i.e., the range from -100!m to +50!m). Judging from that the 

error bars are sufficiently small, it can be said that the non-zero value of each data point 

is caused by the inaccuracy of the traversing system. 

  As a second check of the present technique, the effective depth-of-field of the present 

measurement is evaluated by examining the number of measured velocity vectors. This 

velocity measurement is made by using fluorescent particles that are glued to the 

surface of a glass plate placed in the measuring volume so that the z-positions of the 

particles can be known from the z-position of the plate. The result is shown in Fig. 6-8, 

where the number of vectors obtained is plotted as a function of their z-position. It is 

seen that the maximum number is about 60 and it occurs at z=50!m. For larger or 

smaller z position, the number decreases almost linearly and it becomes a half of the 

maximum at z=-100!m and +220!m. This reduction is due to the deterioration of 

particle images caused by the out-of-focus effect. If the effective depth-of-field is 

defined as a range corresponding to the full width at half maximum in the number of 

vectors obtained, it would be 300!m in the present optical conditions. As this effective 
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depth-of-field is not large enough to cover the entire thickness of the water layer 

between the disks (i.e., 500!m), a set of two experiments, one is focused at z=125!m

from the surface of the rotating disk and the other at z=375!m are done here so that the 

entire thickness is measured. 

6.4.2  Velocity profiles in rotating liquid layer 

 Figure 6-9 shows a 3-D plot of the velocity vectors measured at a rotational speed of 

300rpm in the radial range of 0.2 < r/R <0.4. The velocity vectors represent a rotational 

flow field in the thickness of the liquid layer. It is qualitatively recognized that the 

velocity magnitude increases with r, as is expected from this flow field. Figure 6-10 

shows the mean radial and tangential velocities, Vr and V%, for the rotational speed of 

500rpm. The data obtained by using a conventional 2D-2C PIV technique by Lee et al 

(2011) are included for comparison. All the results are plotted as a function of r/R at 

z/H=0.2, 0.4, 0.6, and 0.8, where the velocities are non-dimensionalized by the 

tangential velocity of the disk edge, R& The agreement between the present 3D-3C data 

and the previous 2D-2C data is good for both tangential and radial velocities. The 

tangential velocities increase almost linearly with r, for r/R<0.9. Near the disk edge, 

however, they start to either decrease or increase non-linearly. Not shown here, these 

results near the disk edge are due to 3-D vortical motions that are present in the region 

between the disk edge and the side wall of the casing. The radial velocities also vary 

linearly, but their gradients are positive for z/H=0.2 and 0.4 while negative for z/H=0.6

and 0.8. This means that the flow fields in the liquid layer consist of an outward flow 

near the rotating disk and an inward flow near the stationary disk. 

Figure 6-11 shows the comparison with the velocity vectors measured and CFD results 

at H=250!m, 500!m and a rotational speed of 500rpm. The present stereoscopic micro-

PTV results suggested show good agreement when compared with CFD results 



Chapter 6. Three-dimensional micro-PTV technique with 

stereoscopic viewing attachment

124

6.5  Conclusions 

A stereoscopic micro particle tracking velocimetry (micro-PTV) technique has been 

developed by using a single camera with a stereo optical attachment. The attachment 

developed here is shown to have a higher capability of fine optical adjustment than the 

previous one proposed by the authors. This stereoscopic micro-PTV technique is 

validated through a three-dimensional measurement of a rotating flow in a thin liquid 

layer between a rotating disk and a stationary disk. This rotating liquid layer is 10mm in 

diameter and the gap between the disks is 500!m. The rotational speed examined is 

500rpm. It is shown that the effective depth-of-field of the present technique is 300!m

for the imaging optics using a 5# objective (NA=0.14). The measured velocities 

compare reasonably well with the previous results obtained with a conventional 2D-2C 

PIV technique. 
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Figure 6-1  Schematic diagram of stereoscopic micro-PTV system. 
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Figure 6-2  Schematic diagram of stereo optical attachment. 
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Figure 6-3  Schematic diagram of rotating-disk apparatus. 
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!

Figure 6-4  Calibration method. 
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Figure 6-5  Calibration plate. 
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(a)                                (b) 

Figure 6-6  Microscope image of (a) calibration and (b) fluorescent particle in 7!m

diameter. 
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Figure  6-7  The measured displacements of translation (a) ~20!m in X (b) ~20!m in 

(c) ~25!m in Z. 
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Figure 6-8  Measurement range in the depth direction. 
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Figure 6-9  Three-dimensional plot of velocity vectors at a rotational speed of 300rpm. 
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(a) H=500!m

Figure 6-10  Radial and tangential velocity profiles at various rotational-speeds 

(&=500rpm) (continue). 
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(b) H=250!m

Figure 6-10  Radial and tangential velocity profiles at various rotational-speeds 

(&=500rpm). 
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Rotating disk

PTV

CFD

(a) H=500!m

(b) H=250!m

Figure 6-11  Velocity-vector profiles near the edge of rotating disk (&=500rpm). 
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Chapter 7  Empirical approach 

The rotating-disk system has been used in many scientific and engineering 

applications. Examples are seen in turbomachinery (such as pumps and gas turbines), 

disk brakes of automobiles, rotating-disk air cleaners, systems of microclimate, 

extractors, dispensers of liquids, evaporators, circular saws, medical equipment, food 

process engineering, etc. Recently, particular attention is also paid to the rotation-

shearing micro reactor that is under development for enhancement of mixing of 

chemical species.  

In this rotation-shearing micro reactor, the friction torque caused by the shear stress 

due to the liquid flow in the gap between rotating and stationary disks is one of the most 

important design parameters because it determines the power loss and the heat transfer, 

both of which are strongly related to the flow in the gap. The induced flow depends on 

the geometries of the stationary and rotating disks, for example, the height of the gap 

between the disks, their radius, their rotational speed and so on. 

In this chapter, an empirical expression is proposed to predict tangential velocity 

profiles and therefore tangential shear stresses in the laminar flow between rotating and 

stationary disks. If such information becomes available, we can calculate or estimate the 

rate of heat transfer that affects the rate of chemical reaction in the rotation-shearing 

micro reactor. First of all, we propose an equation for the following tangential velocities 

expressed as a function of z/H, r/R, and !" as shown in equation (7.1). 
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where a, b, d, and n are constant which are dependent on the internal flow. 

The proposal of equation (7.1) is based on the assumption of a Couette flow without 

secondary flow between stationary and rotating disks. In fact, if a, c, and n are equal to 

1 and d is equal to 0, the equation gives a velocity profile of Couette flow which refers 

to the laminar flow of viscous fluid in the space between two parallel disks.  
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The simplified equation is expressed as follows:  
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This Couettee flow is driven by the viscous drag force acting on the fluid by the wall.  

Figures 7-1(a), (b), 7-2(a), (b) and 7-3(a), (b) show the radial profiles of shear stress 

at stationary and rotating disks for H=100.m, 250.m and 500.m in the range of 

100rpm to 700rpm. These figures compare the present CFD results with the profiles 

given by Equation (7.1). It is seen that the shear stresses, both at the stationary and the 

rotating disks, increase almost linearly with increasing r/R and with the rotational speed. 

Note that the shear stress is evaluated from the velocity gradient at the wall that are 

given from Equation (7.1). 

From Figs.7-1 and 7-2, we can recognize that the shear stresses at stationary and 

rotating disks are quite similar in magnitude. Since the radial velocities in the gap are 

much smaller than the tangential velocities, as seen in Figs. 3-11a and 3-11b, the 

tangential velocities are not affected appreciably by the radial velocities and 

consequently the tangential velocities exhibit Couette-type linear profiles. The shear 

stresses for H=100.m are about two times larger than those for H=250.m.  

However, Fig. 7-3 shows different characteristics. The shear stresses at the stationary 

and the rotating disks are not similar in magnitude as seen in Figs. 7-3(a) and (b). The 

magnitude at the rotating disk is consistently larger than that at the stationary disk, in 

contrast to Figs.7-1 and 7-2. This result for larger H is obviously due to the effect of the 

radial velocities to the tangential velocities as shown in Fig. 3-12c. This means that the 

Couette-flow assumption is not valid anymore for H=500.m (and probably for larger 

H) and for rotational speeds of 300rpm, 500rpm and 700rpm. 

We have also found, as an important design criterion for rotation-shearing micro 

reactors, that the decrease of the gap between stationary and rotating disks, i.e., H, can 

decrease the magnitude of the secondary flow with respect to the magnitude of the 

tangential velocity. This feature may be used to suppress unwanted effect of the 

secondary flow (in other words, the reversal flow) that would otherwise cause duplicate 

reaction in the gap.  
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(a) stationary disk 

(b) rotating disk 

Figure 7-1  Shear stress at stationary and rotating disks (H=100.m) 
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(a) stationary disk 

(b) rotating disk 

Figure 7-2  Shear stress at stationary and rotating disks (H=250.m) 
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(a) stationary disk 

(b) rotating disk 

Figure 7-3  Shear stress at stationary and rotating disks (H=500.m) 

(This graph was made by the conditions of a=c=1.01, d=0.95, n=0.83 at 300rpm, 

a=c=1.00001, d=0.98, n=0.958 at 500rpm, and a=c=1.00001, d=1.3, n=0.96 at 700rpm 

in equation (7.1)) 
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Chapter 8  Conclusions 

The present study is intended to develop two/three dimensional PIV measurement 

technique. Such measurement techniques developed was applied to the micro rotation 

flow. In recent years, emerging in the field of micro-flow to the active micro-reactor can 

be applied. Each chapter can be summarized as follows: 

In chapter 1, the detailed understanding of the flow inside the micro-scale passage is 

very important for their optimum design and active/passive control of flow with rapid 

development in MEMS technology. In order to observe the flow phenomena in micro-

fluidics, a suitable experimental technique that can resolve the temporal and spatial 

resolutions of the given micro-scale flow is definitely needed so that two/three 

dimensional PIV technique was introduced. 

In chapter 2, since the first micro-PIV experiment was carried out by Santiago et al 

(1998), micro-PIV measurement technique has been developed rapidly. This chapter 

was to provide the theoretical and technical methods to understand a micro-PIV system 

and technical technique.  

In chapter 3, the numerical simulation was carried out by using the commercial 

software STAR-CD. It solves the three-dimensional, incompressible, laminar Navier-

Stokes equations by finite volume method. The SIMPLE method is chosen for the 

pressure-velocity coupling and the algebraic multi-grid solver is used for the velocity 

and pressure corrections. The objective of this chapter is to be compared and validated 

with two/three-velocity components of micro-PIV and stereoscopic micro-PTV. 

In chapter 4, digital image filtering was introduced in order to improve measure 

accuracy of near-wall flow from the present micro-PIV technique. Frequency sampling 

method was used to design a simple, digital, high-pass filter.  
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In chapter 5, the micro rotating flow between a pair of rotating and stationary disks, 

whose separation was 500!m, was studied experimentally and numerically with an 

objective to clarify the characteristics of the basic flow found in rotation-shearing 

chemical reactors. The micro-PIV technique was used to measure two-component 

velocities in the liquid layer. The commercial CFD software was used to provide data to 

compare and validate the micro-PIV results. As for the overall velocity profiles in the 

liquid layer, the micro-PIV and the CFD results are in fair agreement; both are showing 

(1) the linear increase of tangential and radial velocities with radial position, and (2) the 

presence of a secondary flow that consists of an outward flow near the rotating disk and 

an inward flow near the stationary disk. This secondary flow is strengthened with the 

rotational speed and is responsible for the deviation of tangential velocity component 

from its linear profile in the direction of the thickness. Measurement of near-wall from 

the present micro-PIV technique is appreciably improved by the use of a simple, digital, 

high-pass filtering technique that is applied to the acquired particle images. It is shown 

that the cut-off frequency of 0.1~0.15 pixel
-1

 (or cut-off wavelength of 6.7~10.0 pixels) 

works well with this technique. This cutoff wavelength is two to three times larger than 

the typical diameters of the in-focus particle images that are acquired in this study. It is 

demonstrated that the micro-PIV measurement with the high-pass filtering technique 

can provide detailed information about the flow field in the thin liquid layer between the 

rotating and stationary disks. 

In chapter 6, a stereoscopic micro-PTV technique was shown using a single camera 

with a stereo optical attachment. The attachment developed here was shown to have a 

higher capability of fine optical adjustment than the previous one proposed by the 

authors. This stereoscopic micro-PTV technique was validated through a three-

dimensional measurement of a rotating flow in a thin liquid layer between a rotating 

disk and a stationary disk. This rotating liquid layer is 10mm in diameter and the gap 

between the disks is 500!m. The rotational speed examined is 500rpm. It is shown that 

the effective depth-of-field of the present technique is 300!m for the imaging optics 

using a 5× objective (NA=0.14). The measured velocities compare reasonably well with 

the previous results obtained with a conventional 2D-2C PIV technique. 
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In chapter 7, in these rotating systems, the problem of friction torque by shear stress, 

power loss, and of heat transfer is strongly related to inside flowing induced by the 

rotating disk such as the circulation and secondary flows. These induced flows depend 

on the geometries of the stationary and rotating disks, for example, gap between 

stationary and rotating disk as well as radius and angle of rotation disk and so on. The 

approximate analytical equation was inferred as the function of z/H, r/R, and ". We 

have also found, as an important design criterion for rotation-shearing micro reactors, 

that the decrease of the gap between stationary and rotating disks, i.e., H, can decrease 

the magnitude of the secondary flow with respect to the magnitude of the tangential 

velocity. This feature may be used to suppress unwanted effect of the secondary flow 

(in other words, the reversal flow) that would otherwise cause duplicate reaction in the 

gap.
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Chapter 9  Appendix 

9.1 Mfile of frequency sampling method 

%=================================================================== 

%  Digital Image Filtering for Micro-PIV 

%

%                                       2011.2.8  

%                              Written by H.J LEE 

%===================================================================

clc; 

close all; 

imgRaw = imread('53.bmp','bmp'); 

% Normalize Image 

imgPIV = double(imgRaw) ./ 255; 

%----------------------------------------------------------------------------------------------------------------- 

% Part 1 - 2D FFT 

%----------------------------------------------------------------------------------------------------------------- 

 mxPIV = size(imgPIV); 

 %intRows = mxPIV(1); 

 %intCols = mxPIV(2); 

 [intRows,intCols]= size(imgPIV); 

     

 imgPIVSpectrum = fftshift(FFT2(imgPIV)); 

%----------------------------------------------------------------------------------------------------------------- 

% a)    log magnitude and phase 

%----------------------------------------------------------------------------------------------------------------- 

 imgPIVLogMag = log10(1+abs(imgPIVSpectrum)); 

 imgPIVPhase  = angle(imgPIVSpectrum); 
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%----------------------------------------------------------------------------------------------------------------- 

% b)    Inverse FFT 

%----------------------------------------------------------------------------------------------------------------- 

 imgPIVInverseFFT = abs(IFFT2(imgPIVSpectrum)); 

%----------------------------------------------------------------------------------------------------------------- 

% c)    Plots 

%----------------------------------------------------------------------------------------------------------------- 

 figure('Name', 'Part 1', 'NumberTitle', 'off', 'MenuBar', 'none'); 

 colormap('gray'); 

 subplot(2,2,1); 

 imagesc(imgPIV); 

 title('Original Image'); 

 subplot(2,2,2); 

 imagesc(imgPIVLogMag); 

 title('Log Maganitude of FFT'); 

 subplot(2,2,3); 

 imagesc(imgPIVPhase); 

 title('Phase of FFT'); 

 subplot(2,2,4); 

 imagesc(imgPIVInverseFFT); 

 title('Inverse FFT'); 

%=================================================================== 

%  2D FIR Filter Design using FSM 

%=================================================================== 

         [f1,f2] = freqspace(1024,'meshgrid'); 

              r = sqrt(f1.^2 + f2.^2); 

         Hd = ones(size(f1)); 

%----------------------------------------------------------------------------------------------------------------- 

        Bandpass = Hd; 

        Highpass = Hd; 
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        Lowpass  = Hd; 

%----------------------------------------------------------------------------------------------------------------- 

        Bandpass((r<0.3) | (r>0.8)) = 0; 

        Lowpass(r > 0.8) = 0; 

        Highpass(r < 0.2) = 0; 

%----------------------------------------------------------------------------------------------------------------- 

%    Fsamp2 Filter Design  (fsamp2 means 2D FIR filter using frequency sampling) 

%----------------------------------------------------------------------------------------------------------------- 

        BandpassFilter = fsamp2(Bandpass); 

        LowpassFilter = fsamp2(Lowpass); 

        HighpassFilter = fsamp2(Highpass); 

      

        BandpassFilterSpectrum = fftshift(fft2(BandpassFilter, intRows, intCols)); 

        LowpassFilterSpectrum  = fftshift(fft2(LowpassFilter,  intRows, intCols)); 

        HighpassFilterSpectrum = fftshift(fft2(HighpassFilter, intRows, intCols)); 

        imagesc(abs(HighpassFilterSpectrum)); 

%----------------------------------------------------------------------------------------------------------------- 

       figure('Name', 'Highpass filter spectrum (Fsamp2)', 'NumberTitle', 'off', 'MenuBar',  

             'none'); 

            colormap(gray); 

            subplot(1,2,1); 

            imagesc(log10(1+abs(HighpassFilterSpectrum))); 

            title('Log Magnitude'); 

            subplot(1,2,2); 

            imagesc(angle(HighpassFilterSpectrum)); 

            title('Phase'); 
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%=================================================================== 

%    Application of filters to image. 

%=================================================================== 

%    (c) HiPass Filter image.  

%----------------------------------------------------------------------------------------------------------------- 

            imgPIVHIFilteredSpectrum = imgPIVSpectrum .* HighpassFilterSpectrum; 

            figure('Name', 'Highpass Filtered Image (Fsamp2)', 'NumberTitle', 'off',  

                  'MenuBar', 'none'); 

            colormap(gray); 

            subplot(2,2,1); 

            imagesc(log10(1+abs(imgPIVHIFilteredSpectrum))); 

            title('Log Magnitude'); 

            subplot(2,2,2); 

            imagesc(angle(imgPIVHIFilteredSpectrum)); 

            title('Phase'); 

            subplot(2,2,3); 

            imgPIVHIFiltered = abs(ifft2(imgPIVHIFilteredSpectrum)); 

            imgPIVHIFiltered = circshift(imgPIVHIFiltered, 

            [-1.*floor(length(HighpassFilter)/2) -1.*floor(length(HighpassFilter)/2)]); 

            imagesc(imgPIVHIFiltered); 

            title('Inverse FFT'); 

%=================================================================== 

%    Intensity transformation %---> Gamma correction  

%=================================================================== 

%    (a) Band Pass Filter image. 

%----------------------------------------------------------------------------------------------------------------- 

%         GamimgPIVBPFiltered = imadjust(imgPIVBPFiltered,[0.0;1.0],[0.0;1.0],0.3); 

%         figure, imshow(GamimgPIVBPFiltered) 

%----------------------------------------------------------------------------------------------------------------- 

%    (b) Low Pass Filter image. 

%----------------------------------------------------------------------------------------------------------------- 

%         GamimgPIVLOFiltered = imadjust(imgPIVLOFiltered,[0.0;1.0],[0.0;1.0],0.3); 
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%         figure, imshow(GamimgPIVLOFiltered) 

%----------------------------------------------------------------------------------------------------------------- 

%    (c) Hipass Filter image. 

%----------------------------------------------------------------------------------------------------------------- 

%         GamimgPIVHIFiltered = imadjust(imgPIVHIFiltered,[0.0;1.0],[0.0;1.0],0.6); 

%         figure, imshow(GamimgPIVHIFiltered) 

%

%=================================================================== 

%    Intensity transformation ---> Math enhancement of image     

%=================================================================== 

%    (a) Band Pass Filter image. 

%----------------------------------------------------------------------------------------------------------------- 

%         MathimgPIVBPFiltered = imgPIVBPFiltered*10;  

%         figure, imshow(MathimgPIVHIFiltered) 

%----------------------------------------------------------------------------------------------------------------- 

%    (b) Low Pass Filter image. 

%----------------------------------------------------------------------------------------------------------------- 

%         MathimgPIVLOFiltered = imgPIVLOFiltered*10;  

%         figure, imshow(MathimgPIVLOFiltered) 

%----------------------------------------------------------------------------------------------------------------- 

%    (c) Hi Pass Filter image.  

%----------------------------------------------------------------------------------------------------------------- 

%        MathimgPIVHIFiltered = GamimgPIVHIFiltered*5;  

%        MathimgPIVHIFiltered = imgPIVHIFiltered*5;  

%        figure, imshow(MathimgPIVHIFiltered) 

% writing image ----------------------------------------------------------------------------------------------- 

%        imwrite(imgPIVBPFiltered,'testBP.bmp');    

%        imwrite(imgPIVLOFiltered,'testLO.bmp');  

%        imwrite(imgPIVHIFiltered,'D:¥*.bmp');  

%        imwrite(MathimgPIVHIFiltered,'D:¥*.bmp'); 
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