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Perseverance is sure to provide great value.
It may be invisible and hard to quickly notice now.

However, in the future, it will illuminate us with bright light.
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Abstract

Communication speed by radio wave has been enhanced, and wired communications
have been replaced by wireless communications because of their convenience. We often
hear someone talk “Why are high speed communications needed?”. He or she thinks
that present wireless communications are sufficiently speedy, however, higher speed is
still needed. When we consider how informations are efficiently transfered in the limited
frequency resources, speeding up is equivalent to high-efficiency. Of course, speeding
up is needed for transferring movie, music and image quickly, however, the needs of the
speeding up also can be discussed in the view of high-efficiency.

In LTE-Advanced, it is considered that “Heterogeneous network” will be configured.
“Heterogeneous network” indicates the combinational network of pico, femto, macro-
cell, and relay base station. Among them, femtocell base station (BS) is an attractive
technology. In femtocell, the coverage area is tens of meter radius, and the BS is lo-
cated in indoor environments. Since the number of mobile terminals (MTs) accessing
femtocell BS is small, comfortable communications without reduction of the speed and
without losing connections are achieved. On the other hand, since line capacity is not
sufficient for the increase of users in urban area, cellular phone operators want to dis-
perse loads of 3G lines on public W-LAN, which is available in station, airport, cafe and
fast food restaurants. Thus, to configure future wireless networks, small-area wireless
communications in indoor environments attract much attention.

Then, in LTE and LTE-Advanced, multiple-input multiple-output (MIMO) is a key
technology. MIMO technology can enhance communication speed by using multiple an-
tennas on transmitting and receiving sides without expanding frequency band. Hence, it
can transmit data efficiently with narrow frequency band. The study of MIMO has been
shifted to MU-MIMO, MIMO mesh network, and multihop. However, those researches
seem to be at the initiative of software and system, and then it is also important to
look toward hardware such as antennas and circuits. This dissertation targets hardware
applied to multi-antenna systems, and discussions are focused on single user’s communi-
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cations, which are the basis for develop researches. As mentioned before, since commu-
nications in indoor environments typified by femtocell and W-LAN is an indispensable
way to disperse traffic, this dissertation deals with such scenario. Among them, this
dissertation specially focuses on indoor base stations and describes the multi-antenna
technologies using radiation patterns wisely to improve the performance without increas-
ing the number of streams.

In Chapter 3, channel capacity is introduced as a evaluation factor of MIMO perfor-
mance, and the relationship between channel capacity, spatial correlation, SNR, received
power imbalance, and eigenvalues of spatial correlation matrix are discussed by theory,
simulation and measurement. Then, as one example, spatial correlation reduction and
channel capacity enhancement by multi-polarization is described. Moreover, just a con-
cept of channel capacity enhancement by SNR increment is shown in this chapter, and
the discussion is connected to chapter 4.

Chapter 4 describes the MIMO antenna configuration methodology by using radia-
tion patterns effectively. The discussion is mainly focused on indoor BSs, and the target
is enhancement of MIMO performance using fixed radiation patterns. Here, two types
of BS positions are assumed, which are BS mounted in the vicinity of wall and at the
center of the ceiling. For the former, this dissertation reveals that narrow HPBW of
60◦-80◦ pointed to the corner of the room is effective to obtain large channel capacity
by ray-tracing propagation analysis. Based on the design guidelines, a patch antenna
array with dual-feeds is fabricated, and then the measurement is conducted in the small
room of 6.2 m × 5.8 m × 2.7 m. The results shows that the 4 × 4 MIMO channel
capacity is enhanced by about 20% at two out of three typical MT positions, compared
to that for sleeve antenna configurations. On the other hand, for the latter, this disser-
tation presents a low-profile dual-polarized directional MIMO antenna with a thickness
of 0.24λ. The antenna is also designed based on guidelines by ray-tracing propagation
analysis, and is configured by four cavity-backed slot and four printed dipole antenna
elements. Slot and dipole elements radiate vertical and horizontal polarizations, and
uni-directional radiation patterns with downward tilt angles are obtained in each po-
larization. By channel measurements in an actual environment, the SNR and channel
capacity are compared with those of the sleeve antenna configuration. The place aver-
aged SNR of the proposed antenna is 14.1 dB, and the improvement factor is 2.6 dB.
The place averaged channel capacity of the proposed antenna is 7.1 bits/s/Hz, and im-
provement factor is 16.2%. The results of this study reveal that the MIMO capacity
performance is the same or better than that of the sleeve antenna configuration.

Chapter 5 proposes a novel feeding circuit with switching function of shapes and
directions of radiation patterns. First, a technique to realize cardioid and figure of eight
radiation patterns is presented. Then, as the modified version, techniques to realize
omni-directional and directive radiation patterns are presented. Those techniques are
based on array antenna theory, and multi-radiation pattern is generated by switch of feed
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elements and phase difference feeding (0◦, 180◦, -90◦ and 90◦). For the former circuit, the
array factors derived from the output signals at 2 GHz shows that two cardioid and two
figure of eight radiation patterns are achieved when mutual coupling effects are ignored.
When mutual coupling effects are considered, uni-directional with more than 10 dB F/B
ratio and bi-directional radiation patterns are obtained. Moreover, the measurement
results show that the averaged losses between 1.85 and 2.21 GHz are less than 1.8 dB,
and the phase differences agree with simulation data in the vicinity of 2 GHz in the
proposed feeding circuit. For the latter, the proposed circuit has five operation modes,
and can switch feed to two elements with the phase differences of 0◦, 180◦, -90◦ and
90◦ and feed to a single element. The simulation results show that in all the modes,
mismatch losses are less than 0.5 dB, and desired phase differences are obtained at 2
GHz. The output signals lead to the array factor of two cardioid, two figure of eight,
and omni-directional radiation patterns. Then, this dissertation reveals that uni-, bi-
and omni-directional radiation patterns are obtained in consideration of a combination
with a three-element linear monopole array. The variations in the radiation patterns as
a function of the frequency are small at 1.88, 2 and 2.06 GHz. Then, since the effect of
switching circuits has not been considered in the above simulation and measurement, the
design procedures are showed, and the measurement results of the fabricated switching
circuit is evaluated. Although frequency shift is caused, good insertion loss and isolation
characteristics are observed.

Chapter 6 presents an antenna selection criterion that is suitable for indoor LOS
scenarios for two-stream MIMO systems. Since the selection criterion can be applied to
algorithm for switching the appropriate radiation patterns, this section is ranked as the
system level consideration of chapter 5. In chapter 6, this dissertation demonstrates that
the criterion using the square of the absolute value of the determinant of the channel
matrix is the most effective one for both BER performance and computational load in an
indoor LOS scenario. The investigations of this chapter employ ray-tracing propagation
analysis taking into consideration variations in both the amplitude and phase of the
channel matrix depending on the selected antenna subsets. The criterion based on
the determinant of the channel matrix can be applied to various scenarios, and the
effectiveness of the criterion for BER performance is also empirically verified in an actual
environment. The computational complexity is lower than criterion based on second
eigenvalue, which is target for comparison, and the BER performance is comparable to
that.
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Chapter 1
Introduction

1.1 Background

Social trends change at a tremendous speed. In Japan, having a cellular phone has now

become quite commonplace, but as little as 15 years ago, most people did not have a

cellular phone and the dominant communication tool was a land-line phone. In 1996,

the Telecommunications Carriers Association started to disclose information about cel-

lular phone subscribers in the business sector. It reported that the total enrollment was

8,443,800 at the end of January, 1996 [1]. At that time, the pocket pager was popu-

lar, with its number exceeding that of cellular phones, being estimated at 10,609,400.

However, from around 1996, price reduction and the spread of cellular phones advance

rapidly, and the number of cellular phones increased at a rate of ten million. By the end

of August, 2011, the total enrollment in Japan was 122,449,400, which signifies a huge

change in people’s lifestyles.

The history of cellular phones is described. Wireless communication devised by

Marconi in 1895 started to be used as an automobile telephone service in America in

1946. Mobile telephone service (MTS) applied to it, and then improved mobile telephone

service (IMTS) was introduced in 1964 [2]. However, IMTS was a “pre”-cellular system

with service area limited to a radius of 30–40 km. In [3], Kuramoto et al. describe that

a “cellular” system with a small radius was first summarized by Bell Laboratory in 1971

[4]. Then, the world’s first cellular service was introduced by Nippon Telegraph and
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Telephone Public Corporation in Japan in 1979. The demand for using phones outside

cars ledto additional Japanese cellular phone services appearing in 1987 [5]. The analog

service that was offered at that time is now referred to as the first generation (1G)

and was centered on verbal communication. Since the data transmission scheme was

based on frequency division multiple access (FDMA), inefficient frequency usage was a

problem.

Then, in Japan, digital cellular phone services were introduced by NTT DoCoMo in

1993. This second generation (2G) service included personal digital cellular (PDC) in

Japan and the global system for mobile communications (GSM) in Europe. Most wireless

communication systems use time division multiple access (TDMA). From the time that

the 2G service was offered, cellular phones started to be used for data communication.

Subsequently, third generation (3G) mobile telecommunications complying with the

International Mobile Telecommunication 2000 (IMT-2000) standard were introduced by

NTT DoCoMo in 2001. Basically, code division multiple access (CDMA) was used in 3G

services. Wideband-CDMA (W-CDMA) and the Universal Mobile Telecommunications

System (UMTS) used in Japan (NTT DoCoMo and SoftBank) and Europe, respectively,

and CDMA2000 developed by Qualcomm, which is used in KDDI, Japan, are included in

3G. As a typical example for NTT DOCOMO, the communication speed was 2.4 kbps in

1993. However, the speed was enhanced to 384 kbps in 2001, allowing the transmission

of movies and music and enabling game playing. In 2006, high-speed downlink packet

access (HSDPA), with downlink speeds of up to 3.6 Mbps, was introduced as 3.5G.

Then, long term evolution (LTE) service ranked as 3.9G, which is called as Xi, started

in 2010. Maximum downlink speeds of up to 75 Mbps were developed in some indoor

environments. Recently, the use of “smartphone” has spread rapidly, and the fusion of

cellular phones and personal computers (PCs) has accelerated.

Now, let us turn our attention from cellular phones to PCs. Nowadays, we can carry

on a laptop PC and log onto the Internet without any lines by using a wireless local

area network (W-LAN). Even while traveling abroad, we can freely communicate with

someone via email, skype, and chat. In 1996, it was doubtful even whether our home

had a PC. At that time, the Internet connection speed was slow even with wire lines, and

wireless access had not been developed. Although W-LAN started in the early 1980s in

America, the main objective was to unwire printer cables, and the transmission rate was

less than 9.6 kbps [7]. Then, in 1987, the Federal Communications Commission (FCC)
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permitted the private sector to use industrial, scientific, and medical (ISM) bands, which

are at 900 MHz, 2.4 GHz, and 5.7 GHz. As a result, vendors made many products and

standardization was required to spread the products. In 1990, the IEEE 802.11 working

group (WG) began standardization and drew up the first standard (802.11), with a

maximum speed of 2 Mbps, in 1997. However, there was a problem of interconnection

between products made by different vendors even when the products complied with the

standard. Therefore, an industry organization, the Wireless Ethernet Compatibility

Alliance (WECA) (later renamed to the Wireless Fidelity (Wi-Fi) Alliance) was set

up [8]. Nowadays, we frequently hear the word “Wi-Fi,” which refers to the name or

brand representing that the Wi-Fi Alliance certificated interconnection between wireless

applications in IEEE 802.11a/IEEE 802.11b. Here, IEEE 802.11a and IEEE 802.11b

indicate W-LAN standards, which were drawn up in 1999. The IEEE 802.11b and 11a

standards set frequencies of 2.4 and 5 GHz, respectively, and maximum speeds of 11 and

54 Mbps, respectively. In 2003, IEEE 802.11g, realizing a maximum speed of 54 Mbps

in the 2.4–GHz band, was drawn up, and in 2009, IEEE 802.11n, realizing a maximum

speed of 600 Mbps in the 2.4 and 5 GHz bands was drawn up. In 2013, IEEE 802.11ac,

with a throughput of over 1 Gbps, will be formulated.

To facilitate easy understanding, the evolution of communication speed is summa-

rized in Fig. 1.1. Over time, the communication speed with radio waves has been

enhanced, and wired communications have been replaced by wireless communications

because of the convenience of the latter. We often hear someone ask, “Why are higher

communication speeds needed?”. One might think that the present wireless communi-

cation speeds are sufficiently high. However, many researchers think that higher speeds

are still needed. As described by Kamatani [9], “Radio waves are a valuable and shared

resource because their medium is space. When we consider how to efficiently transfer in-

formation using limited frequency resources, speeding up is equivalent to high-efficiency.”

Of course, increased speed is needed for transferring movies, music, and images quickly;

however, these needs can also be discussed from the viewpoint of high-efficiency.

1.2 Future Prospects of Wireless Communications

The fourth generation (4G) is wireless communications complying with IMT-Advanced,

which is examined in ITU-R. LTE-Advanced is a standardization proposed to ITU-R by
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Figure 1.1. Evolution of communication speed (based on [10]). The International Telecom-
munication Union (ITU) stated that improved 3G systems such as LTE, WiMAX, and HSPA+
can be called 4G in 2010. However, in this figure, they are not categorized as 4G.

the Third-Generation Partnership Project(3GPP) [11]. For IMT-Advanced, 100 Mbps

and 1 Gbps are required for high and low mobility, respectively [12], and LTE-Advanced

is expected to exceed this requirement. In LTE-Advanced, a “heterogeneous network”

(Fig. 1.2) will be configured [13]. A heterogeneous network indicates the combination of

picocell, femtocell, macrocell and relay base station [13]–[16]. Networks that connected

lines are selected based on time and use applications are also referred to as heterogeneous

networks (in cognitive radio) [17]. However, here, we focus only on the former, which

has a different cell size. In a heterogeneous network, user terminals communicate using

picocell or femtocell networks when possible, and using macrocell networks when not

possible.

The advantages of the heterogeneous network are as follows:

1. The throughput in the cell edge and the blind zone are drastically enhanced.
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Figure 1.2. Schematic of a heterogeneous network.

2. High-traffic areas can be covered by deploying small base stations (BSs).

3. Low power consumption and low cost are realized by downsizing BSs.

More explanation is in order for item 2 since it is of notable merit. Nowadays, the num-

ber of smartphones has dramatically increased, and in August 2010, the MM Research

Institute predicted that the number would exceed 40 million in fiscal year 2015 in Japan

[18]. Statistical data indicate that traffic for a smartphone is 10 times as high as that for

a conventional cellular phone [19]. Let us remember that the available frequency band

and the total amount of sendable and receivable data in a fixed time have limitations

for the BS. Therefore, the available data amount per mobile terminal is decreased if

many smartphones are connected to one BS. In this circumstance, the connection speed

becomes slow or the connection cannot be made. This indicates that communication

using macrocells could be difficult. Therefore, the recent trend is to employ many BSs

covering small areas, each using less output power [19].

One base station scheme generated from this trend is femtocell communication [19]-

[21]. A femtocell BS’s coverage area is tens of meters in radius, and the BS is located

indoors. The femtocell sends or receives data to a core network through broadband

lines (Fig. 1.2). Therefore, the traffic load to the wireless network is reduced, and the

cost for operation of backhaul lines is suppressed. Since the number of mobile terminals

accessing a femtocell BS is small, comfortable communication without the reduction of
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speed and lost connections is achieved. Moreover, since line-of-sight (LOS) transmission

is realized in indoor environments, the throughput is enhanced.

Meanwhile, since line capacity is not sufficient for the increase in the size of users net-

works in urban areas, cellular phone operators want to disperse 3G line loads onto public

WLANs [22], which are available at train stations, airports, cafes and fast-food restau-

rants. Thus, to configure future wireless networks, small-area wireless communication

in indoor environments is being given much attention.

1.3 Brief Overview of MIMO Systems

In LTE and LTE-Advanced, multiple-input multiple-output (MIMO) is a key technology

[23]. MIMO is described briefly here, and the details are described later. MIMO is an

attractive technology for enhancing communication speed using multiple antennas on

transmitting (Tx) and receiving (Rx) sides without expanding the frequency band. It

can transmit data efficiently over a narrow frequency band. In wireless communication,

although use of a large frequency band leads to high-speed, the available frequency band

is limited. This technology is suitable as a countermeasure of the trade-off between the

frequency band and the speed.

The history of MIMO is summarized well in [24]–[27]. In 1995, Telatar derived the

MIMO channel capacity based on Shannon’s capacity [28] and revealed that the MIMO

capacity linearly increased as the rank of the channel was increased in an independent

and identically distributed (i.i.d.) Rayleigh fading channel [29]. Then, Foschini pro-

posed a communication architecture to enhance the transmission capacity by spatial

multiplexing in 1996 [30]. This scheme is called Bell Laboratories Layered Space-Time

(BLAST) or diagonal-BLAST (D-BLAST), and this research became a trigger of sub-

sequent research on MIMO systems. In Bell Laboratories, later, Wolniansky et al. pro-

posed vertical-BLAST (V-BLAST) [31], [32] as a simplified version of D-BLAST, which

solved the problem of reduced transmission rate resulting from multiple transmissions

of identical signals in D-BLAST. A work by Foschini & Gans [33] published in 1998

and Telatar’s work [34] published in 1999 played a big part in evaluations of the MIMO

channel capacity, and these papers have been referred to by many MIMO researchers.

Meanwhile, Alamouti [35] and Tarokh [36], [37] proposed a space-time code (STC)

as a technique to improve transmission quality in 1998 and 1999. In [35], Alamouti
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described that when two transmit and M receive antennas were deployed, it provided

a diversity order of 2M . Here, the diversity order d is defined as the slope of its error

probability Pe(SNR) on a log-scale at high signal-to-noise ratio (SNR) regimes [38], and

it is given as follows [39]:

d = − lim
SNR→∞

lnPe(SNR)

ln(SNR)
(1.1)

For M=2, “full rate” representing a code rate of 1 and “full diversity” representing a

diversity order of 2M are achieved. Although the SNR was reduced to half, diversity

gain (diversity order) by Alamouti’s scheme equaled that achieved by a maximal ratio

combining (MRC) scheme.

MIMO performance is closely connected with the eigenvalues of the spatial correla-

tion matrix HHH , where H represents a channel response matrix. Here, MRC can be

considered as a transmission scheme communicating through only a path of maximum

eigenvalue. However, MIMO systems can also generate plural eigenvalue paths (eigen-

paths). Therefore, a method of communicating through plural eigenpaths by forming

plural beams (eigenbeams) was proposed and examined [40]–[43]. This technique leads

to maximum throughput by allocating optimum resources to each eigenbeam.

Because orthogonal frequency division multiplexing (OFDM), which is a modulation

scheme with high frequency usage efficiency and large tolerance for frequency selective

fading, has a high affinity with MIMO technology, studies of MIMO-OFDM have been

conducted [44]–[46]. In fact, MIMO-OFDM is an important technique in recent appli-

cations because it is applied to IEEE 802.11n and IEEE 802.16e.

Moreover, a technique called multi-user MIMO (MU-MIMO) [47]–[49] was introduced

because there were certain issues with single-user MIMO (SU-MIMO). Generally, since

the space required to mount antennas on the BS side is larger than that required on the

mobile terminal (MT) side, the number of antenna elements for the BS (Nt) is larger than

that for the MT (Nr). In this scenario, downlink communication speed is determined by

Nr because MIMO performance depends on the magnitude of min(Nt, Nr). A solution

to this problem is to use multiple MTs with a small number of antenna elements to

simultaneously access the BS, so that a large transmission capacity can be achieved by

the entire system. This technique is called MU-MIMO, and it will be adapted in the

standardization of the next-generation W-LAN, IEEE 802.11ac.
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Recently, for example, studies on multihop communication systems, such as MIMO

mesh networks [50], multi-cell MIMO (BS cooperation) [51], and near-field MIMO sys-

tems with different characteristics from conventional MIMO systems [52], have been

conducted. Moreover, as a nontelecommunication application, a sensor system called a

“MIMO sensor” [53] has been proposed. Furthermore, studies on security systems using

MIMO channels [54] and radar systems using MIMO technologies, referred to as “MIMO

radar” [55], have been conducted. Thus, MIMO technologies have been developed, and

they have attracted a substantial amount of attention.

1.4 Scope, Objective, and Contributions of the Dis-

sertation

Scope

The study of MIMO has shifted to MU-MIMO, MIMO mesh networks, and multihop

communication. However, the research seems to be at the initiative of software and

systems, and hence, it is also important to look toward hardware such as antennas

and circuits. This dissertation targets hardware applied to multiantenna systems, and

discussions are focused on single-user communication, which are the basis for develop

research. As mentioned before, since communication in indoor environments typified by

femtocells and WLANs is an indispensable method to disperse traffic, this dissertation

deals with such scenarios. This dissertation especially focuses on indoor base stations

and describes multiantenna technologies using radiation patterns wisely to improve the

performance without increasing the number of streams.

Objective

The objective of this dissertation is to present novel multiantenna technologies that uti-

lize radiation patterns wisely. These include the realization of BS enabling high-speed

wireless communication and proposed novel radiation-pattern-reconfigurable techniques

applied to BSs.

Contributions

The content of this dissertation is divided into two main topics, although this disserta-
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tion addresses one united topic: multiantenna technologies that use radiation patterns

wisely. The first topic is MIMO systems that utilize radiation patterns effectively. The

discussion will focus mainly on

• fabrication of prototype MIMO antennas by using directional antennas effectively

and the evaluations in actual environments;

• clarification of suitable design guidelines for radiation patterns in indoor base sta-

tions; and

• realization of a low-profile MIMO antenna with good MIMO transmission charac-

teristics.

The second topic is about feeding circuits with the switching function for multiradiation

patterns. Discussion of this dissertation will include

• a proposal for a feeding circuit switching function for omnidirectional and directive

radiation patterns and

• (related matters (e.g., when the technique of the feeding circuit is expanded to

MIMO and actual application is considered)) the clarification of the switching

criterion when propagation paths are changed (the details of novelty of this topic

are described in Chapter 6).

MIMO Systems that Utilize Radiation Patterns Effectively

MIMO systems are a key technology for the enhancement of communication capacity

[56]. For an evaluation of the performance in MIMO systems, the channel capacity

has been used as an evaluation index, and many indoor measurement campaigns have

been conducted [57]-[60]. When the channel state information (CSI) is unknown on the

transmitting side, space division multiplexing (SDM) [61], [62] is the best scheme for

obtaining large channel capacity. In this scheme, independent signals with equal power

are multiplexed at the same time and frequency.

SDM has been shown to be effective in low-correlation Rayleigh fading channels,

such as non-line-of-sight (NLOS) channels [63]. However, the above is evaluated under

the condition of a constant received signal-to-noise ratio (SNR). When the transmis-

sion power is constant, the received SNR is not constant, and the channel capacity and



10

bit error rate (BER) have better performance in a LOS environment than in an NLOS

environment, despite the higher correlated channel [64], [65]. A high received SNR is

effective for achieving large capacity in an LOS environment, i.e., a correlated channel.

High received power has been obtained using directional antennas in an appropriate con-

figuration, and the channel capacity obtained using directional antennas was shown to

be larger than that obtained using omnidirectional antennas analytically [66], [67] and

experimentally [68], [69]. (It is written that low spatial correlation by directional anten-

nas enhances channel capacity in [70]. However, the stance of this dissertation is that the

main contribution of directive radiation patterns is to enhance received power or SNR.)

Although such evaluations have been conducted for the application of directional anten-

nas to MIMO systems, there is little research on fabricated prototype antennas showing

how to use directional antennas effectively and presenting the measured performances.

Here, in addition to a high SNR, low spatial correlation is also a key component

with respect to MIMO channel capacity. However, it is difficult to fulfill both of these

conditions because the variation between SNR and multipath richness (spatial correla-

tion) is often a trade-off relationship [58], [59]. This indicates that when the radiation

patterns are not optimized, directive radiation patterns may lead to the degradation

of channel capacity. Therefore, antenna parameters should be optimized along detailed

guidelines. To obtain general guidelines, some studies are performed. Quist et al. pro-

posed a method to obtain near-optimal average channel capacity using the stochastic

power angular spectrum [71], [72]. Honma et al. proposed a method to obtain an opti-

mum radiation pattern maximizing channel capacity by adjusting the electrical length

of parasitic elements in a Yagi-Uda array [73]. However, both schemes need information

on channel conditions ahead of time. Although Honma et al.’s [73] scheme reduces the

number of necessary measurements of the channel, measuring the channel in typical en-

vironments before the fact remains a problem. When a target is confined to indoor BSs,

appropriate radiation pattern guidelines are considered to be established without pre-

liminary channel measurement. Such guidelines make antenna design easier for vendors.

However, there are no clear design guidelines for indoor BSs.

In the design of MIMO antennas to enhance channel capacity in indoor environ-

ments, the main parameters are polarization [74], radiation pattern [72], [73], and array

configuration [75]. To this end, MIMO antennas with multipolarization [76], directive

radiation patterns [77], and well-configured planar inverted-F antennas (PIFA) [78] have
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been proposed. In MIMO antennas, not only high performance but also miniaturiza-

tion is an important design consideration. For indoor wireless communication in small

areas, as typified by femtocell and wireless LAN, BSs are often placed near the ceiling

to realize a LOS environment between the BS and the MT. In a BS, compact and low-

profile structures are desired for easy installation and improved aesthetics. However, a

significant problem in the miniaturization of antennas concerns mutual coupling, as the

arrangement of antenna elements with narrow element spacing increases mutual cou-

pling between elements. Although the correlation level is decreased by mutual coupling

[79], the radiation efficiency of antennas is also decreased, resulting in a corresponding

reduction in channel capacity [80]. As a method to combat mutual coupling, matching

networks have been introduced [81]; however, it is difficult to fabricate a matching net-

work with small size, and to effectively realize wide-band matching. Therefore, antenna

miniaturization without the reduction of channel capacity has been sought in the design

of antenna structures that effectively utilize polarization [82]–[86]. To date, however,

few studies have examined miniaturization with the consideration of radiation patterns,

particularly the design of low-profile MIMO antennas with directive patterns.

Feeding Circuits with a Switching Function for Multiradiation Patterns

In MIMO systems that utilize radiation patterns effectively, the approach with fixed

radiation patterns was considered. In this approach, the general MIMO performance is

enhanced, and the same is true of the stochastic approach of [72], [73]. However, upon

closer examination, performance degradation is observed at some MT positions, and the

stochastic approach is not always sufficient.

In wireless communications, the locations of MTs are usually shifted, and the channel

conditions among BSs or access points (APs) and MTs are varied. Since the optimum

radiation patterns depend on the propagation channels, the radiation pattern should be

changed when the propagation characteristics rapidly degrade. From a different stand-

point, these pattern changes are effective in suppressing fading effects and in sustaining

a high SNR and low spatial correlation since the propagation path of a radio wave can be

changed. Although digital beam forming (DBF) [87] leads to appropriate radiation pat-

tern flexibility, it requires an analog to digital (A/D) converter circuit, a radio-frequency

(RF) amplifier circuit, and frequency conversion circuitry with respect to each antenna

element [88]. One solution is to use radiation pattern controls at RF stages, and analog
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techniques using parasitic elements have been examined in [89], [90]. Such controls were

proposed in [91], and involve adjusting the electrical length of parasitic elements. How-

ever, for the varactor-diode commonly used to adjust the electrical length [92], a high

direct current (DC) voltage supply and variable voltage controls are needed to obtain

the desired radiation patterns in some cases.

Analog pattern controls using phase difference feeds have been proposed in [93], [94].

These approaches are based on the Butler matrix [95], in which only hybrid circuits,

fixed phase shifters and switches are used. DC biases are required to switch ON and

OFF states when the PIN diode is assumed as a switching element. However, the voltage

level required for the operation is not high, and the operation for the DC voltage supply

is simpler than for the varactor-diode because only two states are switched.

Thus, there are typical types [94] of analog pattern controls, with the former and

the latter categorized as “adaptive” and “switched beam” types, respectively. In the

“switched-beam” types, there are restrictions for the realizable patterns. For example,

although Butler-matrix-based techniques in [93]–[95] can change the direction of the

beams, they cannot change the shapes of the beams. When MIMO is assumed as an

application, the optimum radiation patterns are not identical in different usage environ-

ments and statuses of use [96], [97]. Hence, the shapes of the radiation patterns also

need to be changed.

When pattern-reconfigurable techniques are viewed in a slightly broader context, it

is noted that various pattern-reconfigurable antennas have been proposed. For diver-

sity applications, an antenna providing an omnidirectional or a directional pattern by

switches was proposed in [98]. An antenna that switches the direction of its main beams

based on the principle of the Yagi-Uda antenna was proposed in [99]. For MIMO ap-

plications, an antenna consisting of two L-shaped slots was proposed in [100]; here, the

direction of the radiation pattern was changed by switching the current path. In [101], a

MIMO antennas with two reconfigurable microstrip dipole antennas was proposed, and

the change in the dipole length led to a level change in the directive pattern. However,

there have been few antennas with a switching function for omni-, uni-, and bidirectional

radiation patterns. Moreover, there are also few antennas capable of changing both the

direction and the shape of the radiation patterns.
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1.5 Organization of the Dissertation
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Fixed radiation patterns

Figure 1.3. Organization of the dissertation.

The remainder of this dissertation is organized as illustrated in Fig. 1.3. Chapter

2 presents an overview of MIMO technologies, including the explanations on MIMO

spatial division multiplexing, formulation of MIMO systems, signal processing on the

receiving side, and a MIMO testbed used for channel measurements.

In Chapter 3, channel capacity is introduced as an evaluation factor of MIMO perfor-

mance, and the relationships among channel capacity, spatial correlation, SNR, received

power imbalance, and eigenvalues of the spatial correlation matrix are discussed using

theory, simulations, and measurements. Generally, channel capacity enhancement is di-

vided into spatial correlation reduction and SNR enhancement. Hence, as one example

of the reduction of spatial correlation, measurement-based performance evaluation of



14

multipolarization is described. For SNR enhancement, only the concept is presented in

this chapter, and the discussion is connected to Chapter 4. Chapter 3 is positioned as a

basis for the subsequent chapter.

Chapter 4 describes the MIMO antenna configuration methodology that use radi-

ation patterns effectively. The discussion is mainly focused on indoor BSs, and our

target is the enhancement of MIMO performance using fixed radiation patterns. First,

this chapter describes the BS mounted in the vicinity of a wall, and introduces a two-

element patch antenna array with dual feeds, which is designed based on ray-tracing

propagation analysis. Second, this chapter describes the BS mounted in the center of

the ceiling. Here, a unidirectional, dual-polarized MIMO antenna with a thickness of

0.24λ is proposed on the basis of the design guidelines. This antenna consists of dipole

antennas mounted horizontal to the ground plane and cavity-backed slot antennas for

vertical polarization. In this chapter, a lower profile BS antenna is also discussed, and

the result of investigations on a MIMO handset antenna are also presented.

Chapter 5 proposes a novel feeding circuit with a switching function for shapes and

directions of radiation patterns. Since the proposed scheme does not lead to radiation

patterns with a high gain, the goal is not to enhance SNR but to prevent SNR reduction.

Therefore, when the contents of this chapter are connected with Chapter 3, the proposed

scheme is positioned as a technique to reduce spatial correlation. This chapter is also

related to Chapter 4. In Chapter 4, channel capacity enhancement by fixed radiation

patterns is explored, and then by this approach, general MIMO performance is shown

to be enhanced. However, on closer examination, performance degradation is observed

at some MT positions, and the stochastic approach is not always sufficient. Therefore,

this chapter also presents one countermeasure against the problems relating to Chapter

4.

Chapter 6 presents an antenna selection criterion that is suitable for indoor LOS

scenarios for two-stream MIMO systems. The antenna selection is categorized as a

technique to reduce spatial correlation by changing propagation paths when the contents

of this chapter are linked with Chapter 3. Moreover, this chapter is also associated with

Chapter 5, which explores a novel techniques for switching radiation patterns. Since the

selection criterion can be applied to an algorithm for switching the appropriate radiation

patterns, this section is ranked as a system-level consideration. Finally, concluding

remarks are presented in Chapter 7.



Chapter 2
MIMO Technologies

This chapter presents an overview of MIMO technologies. First, an explanation of MIMO

spatial division multiplexing is provided by categorizing MIMO systems. Then, MIMO

systems are formulated and signal processing on the receiver side is described. These

descriptions are mainly based on [27]. Finally, this chapter describes a MIMO testbed

used for the channel measurements.

2.1 MIMO Spatial Multiplexing

Antenna selection diversity

on the transmitting side

The number of streams

Single

Multi

Known

Known

Channel state

information on

the Rx side

: Unknown

Channel state

information on

the Rx side

: Unknown

Space Time Code (STC)

With beam-forming Maximal Ratio Combining (MRC)
on the transmitting side

Without beam-forming

With beam-forming

Without beam-forming Weighted-SDM (W-SDM)

Eigenbeam-SDM (E-SDM)

Spatial Division Multiplexing (SDM)

Figure 2.1. Classification of MIMO systems.
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MIMO systems are categorized by the transmitting scheme shown in Fig. 2.1. The

transmitting signal is called a “stream,” and the category is based on whether the number

of streams is single or multiple, whether the CSI is known or unknown on the transmit-

ting side, and whether the signal transmission is with or without beam-forming. Here,

a single stream means that the number of simultaneous parallel transmission signals is

one even when using multiple antennas. Multistream means that the number of signals

is two or more. As a next step, the details of single stream MIMO transmission are

explained. When the CSI is known on the transmitting side, transmitting schemes in-

clude antenna selection diversity (Fig. 2.2(a)) and MRC (Fig. 2.2(b)). In the former,

an antenna transmitting a stream is selected from multiple transmitting antennas, and

in the latter, a single beam is formed by adjusting the phase and amplitude of the sig-

nals, and high SNR is achieved. When the CSI is unknown on the transmitting side,

the STC scheme is used (Fig. 2.3). In this scheme, encoding is conducted to transmit
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Figure 2.4. Weighted space division multiplexing (W-SDM).

information in transmitting streams from all the antennas. Although different signals

are transmitted simultaneously, the number of streams is one. The scheme’s objective

is to realize highly-dependable communications.

In contrast, the objective of multistream transmission is to enhance the transmission

rate. When the CSI is known on the transmitting side, transmitting schemes such as

weighted space division multiplexing (W-SDM) (Fig. 2.4) and eigenbeam space division

multiplexing (E-SDM) (Fig. 2.5) are used. In the former, K elements are selected from

Nt elements, and signals are transmitted by adjusting the transmitting power. In the

latter scheme, a multibeam is generated according to conditions of the MIMO channel,

and transmitting power control is conducted in each beam. This scheme achieves max-

imum channel capacity. When the CSI is known on the transmitting side, SDM (Fig.

2.6) is used. In this scheme, substreams with identical transmitting power are transmit-

ted from the antennas. Here, the substream indicates the stream divided into multiplex

signals spatially, as shown in Fig. 2.4. My target is SDM without beam-forming, and

my approach is to enhance the performance using physical techniques instead of signal

processing.

2.2 Formulation of MIMO Systems

The basic model of a MIMO system is shown in Fig. 2.7. In this figure, the numbers of

transmitting and receiving antennas are denoted by Nt, and Nr, respectively. A signal
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transmitted at t = mT (where T is the number of symbols) is represented by sk(m), and

then a signal multiplied by a “weight” is represented by xj(m), where “weight” is used

to control phase and amplitude. When the receiving signals and noise are represented

by yi(m) and zi(m), respectively, the following relationship is satisfied:

y(m) = [y1(m), y2(m), ..., yNr(m)]T

=
L−1∑
l=0

H(l)x(m− l) + z(m) (2.1)

where

x(m) = [x1(m), x2(m), ..., xNr(m)]T (2.2)

z(m) = [z1(m), z2(m), ..., zNr(m)]T (2.3)
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Figure 2.7. Basic model of a MIMO sytem.

Here, each component of the noise vector is an independent complex Gaussian process

with average 0 and dispersion 2σ2. The ensemble average E[·], in terms of INr , the Nr

× Nr identity matrix, is given by

E[z(m)zH(m)] = 2σ2INr (2.4)

H(l) is an Nr ×Nt channel response matrix, and it is represented by

H(l) =



h11(l) . . . h1Nt(l)
. . .

... hij(l)
...

. . .

hNr1(l) . . . hNrNt(l)


(2.5)

Here, hij(l) is a channel response in the l symbol delay wave from the jth transmitting

antenna to the ith receiving antenna. Given a flat-fading channel without delay paths,

(2.1) and (2.5) can be simplified, and the following equation is derived:

y(m) = H(0)x(m) + z(m) (2.6)
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where

H(0) = H =



h11 . . . h1Nt

. . .
... hij

...
. . .

hNr1 . . . hNrNt


(2.7)

In SDM, spatially multiplexed signals cause interference on the receiving side, and

hence, desired signals should be detected from multiple incoming waves. On the trans-

mitting side, the data inputted to the transmitter are divided into multiple streams

(s1(m), . . . , sNt(m) in Fig. 2.7). Since the weight is not multiplied in SDM, the follow-

ing relationship is satisfied between s(m) and the transmitting signal x(m):

x(m) = s(m) (2.8)

2.3 Signal Processing on the Receiving Side

On the receiving side, desired signals are detected using the estimated channel matrix H

as a weight. This section describes zero-forcing (ZF) and minimum mean-square-error

(MMSE) algorithms, which are signal detection schemes by linear processing.

2.3.1 The ZF Algorithm

The ZF algorithm is a kind of spatial filtering, in which interference between substreams

is completely eliminated. Spatial filtering is also called a adaptive array, and spatial

filtering can select signal spatially by pointing strong beams to desired signals or null to

undesired signals. In SDM, Nt signals are simultaneously transmitted, and the configu-

ration of the spatial filter to extract jth signals is shown in Fig. 2.8.

When the weight vector wj configured by N components is denoted by

wj = [wj,1, wj,2, . . . , wj,Nr ]
T (2.9)
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the output signal from the spatial filter is given by

s0,j(m) = wT
j y(m) (2.10)

A spatial filter extended to extract Nt signals is shown in Fig. 2.9. The equation is

derived by extending (2.10) to the matrix,

s0(m) = [s0,1(m), s0,2(m), . . . , s0,Nt ]
T = WT

j y(m) (2.11)
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where weight matrix W is given as follows:

W =



w1,1 . . . wNt,1

. . .
... wj,i

...
. . .

w1,Nr . . . wNt,Nr


(2.12)

The ZF and MMSE algorithms are schemes to derivewj orW. When (2.6) is substituted

into (2.11), and noise is ignored, the following equation is derived:

s0(m) = WTy(m)

= WTHx(m) +WTz(m)

= WTHs(m) +WTz(m)

= WTHs(m) (2.13)

The ZF algorithm is the method to derive a weight matrix satisfying s0(m) = s(m) in

(2.13). When the number of transmitting and receiving antennas is identical, WT is

given by

WT = H−1 (2.14)

When the number of transmitting and receiving antennas is not identical, WT is given

using the Moore-Penrose generalized inverse matrix,

WT = H+ = (HHH)−1HH (2.15)

Thus, desired signals are detected by multiplying the weight derived from the estimated

H. Note that spatial filtering can eliminate a maximum of Nr − 1 interference signals,

which is called the degree of freedom of the array. Therefore, interference signals cannot

be eliminated completely in Nr < Nt.
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2.3.2 The MMSE Algorithm

In the ZF algorithm, noise is ignored and then the weight is derived. In the MMSE

algorithm, the weight is derived by minimizing the mean square error between the output

signal from the spatial filter including noise (s0,j(m) in (2.10)) and the desired signal

sj(m). The weight vector wm,j is given by the Wiener solution as follows [102]:

wm,j = R−1
yy rysj (2.16)

where Ryy is an autocorrelation matrix of y, and rysj is a mutual correlation vector

between y and sj. Hence, (2.16) is transformed as follows:

wm,j =
(
E[y∗(m)yT (m)]

)−1
E[y∗(m)sj(m)] (2.17)

=
(
H∗E[s∗(m)sT (m)]HT + E[z∗(m)zT (m)]

)−1(
H∗E[s∗(m)sj(m)]

)
(2.18)

=

(
Px

Nt

H∗HT + PzI

)−1(
H∗Px

Nt

ej

)
(2.19)

=

(
Px

Nt

H∗HT + PzI

)−1(
Px

Nt

h∗
j

)
(2.20)

=

(
H∗HT +

NtI

Px/Pz

)−1

h∗
j (2.21)

where (2.6) and (2.8) are substituted into (2.17). Px, Pz, and I represent the total

transmitting power, the noise level, and the identity matrix, respectively. ej is a column

vector with 1 in the jth component and 0 in the other components. Then, the weight

matrix Wm is given by

Wm = [wj,1,wj,2, . . . ,wj,Nt ] (2.22)

=

(
H∗HT +

NtI

Px/Pz

)−1

[h1,h2, . . . ,hNt ]
∗ (2.23)

=

(
H∗HT +

NtI

Px/Pz

)−1

H∗ (2.24)
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2.4 MIMO Testbed

This section presents the measurement system to evaluate MIMO performance in an

actual environment [103]–[106]. Figures 3.22(a) and 3.22(b) show the photographs of the

transmitting and receiving sides, respectively, and Fig. 2.11 depicts the block diagrams.

On the transmitting side, baseband signals and intermediate frequency (IF) signals

with a frequency of 10.7 MHz are generated on a PC. Signals consist of header and data,
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Table 2.1. Specification of the measurement system.
RF Carrier frequency 2～8 GHz (tunable)
part IF frequency 1st:10.7MHz, 2nd:160.7MHz(transmitter)

1st:160MHz, 2nd:40MHz(receiver)
Bandwidth 5MHz
Gain control 0～-20dB
Phase control ±90◦

Digital D/A converter DAC904 (Burrbrown), 100MHz 14bit (D/A)
part A/D converter AD9245 (Analog Device), 32MHz, 14bit (A/D)

FPGAs ALTERA STRATIX EP1S40(1020pins, 773 I/O)
1 Mega Gates, 3,423,744 memory bits

CPU HITACHI SH4, 200 MHz, 360 MIPS, 1.4 GFLOPS
SDRAM S133-512MZ (I-O DATA), 512MB

Header Data

Frame

Figure 2.12. Frame format.

and the header is composed of maximum-length sequences (M-sequences). After digital-

to-analog (D/A) conversion and two-staged frequency up-conversion in the transmitter,

RF signals are simultaneously transmitted from the multiple transmitting antennas.

Hence, mutual couplings between antennas must be considered.

On the receiving side, IF signals with a frequency of 8 MHz are obtained after

two-staged frequency down-conversion in the receiver and sampling by A/D converters.

Then, they are returned to the PC. Timing-synchronization, channel estimation, and

demodulation are performed with off-line processing. The specifications of the measure-

ment system are summarized in Table 2.4.

The channel estimation scheme on the receiving side is described next. In this mea-

surement system, as previously explained, the transmitting frame format consists of a

header part using M-sequences [107] and a data part (Fig. 2.12). M-sequences with

2m-1 bits/period are generated by an m stage linear shift register, and the M-sequence

for m = 4 is shown in Fig. 2.13 as an example.

Channel responses are estimated using a complex sliding correlation. In this scheme,

the correlation coefficient (cori) between received and reference signals (M-sequences
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0 1 0 0 0
1 0 1 0 0 0
2 0 0 1 0 0
3 1 0 0 1 0
4 1 1 0 0 1
5 0 1 1 0 0
6 1 0 1 1 0
7 0 1 0 1 1
8 1 0 1 0 1
9 1 1 0 1 0
10 1 1 1 0 1
11 1 1 1 1 0
12 0 1 1 1 1
13 0 0 1 1 1
14 0 0 0 1 1
15 1 0 0 0 1

Clock
Shift register

Output

+

1234 Output

Shift register

Figure 2.13. Four-step shift register and M-sequences generated from it.

identical to the header part) is derived by a sliding reference signal by one sample (Fig.

2.14). Here, the reference signal is denoted by r, and the received signal extracted to

be the same length as the reference signals from the ith sample is denoted by yi; the

correlation coefficient between these is given by

cori =
yi · r∗√

(yi · y∗
i )(r · r∗)

(2.25)

In this process, the autocorrelation characteristic changes rapidly when the position of

the reference symbol accords with the header symbol, as shown in Fig. 2.14. Therefore,

the head of the frame is detected, and then, the channel response is estimated. Here, the

peak correlation coefficient and received signal vectors when the peak value is achieved

are denoted by cor and yp, respectively. Since transmitting and receiving signals are
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Figure 2.14. Correlation coefficient obtained by a complex sliding correlation.

related by (2.6) and (2.8), the following equation is satisfied:

yp = Hr+ n (2.26)

whereH is the channel response in single-input single-output (SISO). When the equation

is solved for H by ignoring the noise and multiplying to both sides of (2.26) by r, the

following relationship is obtained:

H =
r · yp

|r|2
(2.27)

Then, the following equation is obtained from the correlation coefficient cor and the

standard variations σr, and σyp of r and yp:

cor ×
σyp

σr

=

∑n
i=1(ri − r)(yp,i − yp)√∑n

i=1(ri − r)2
√∑n

i=1(yp,i − yp)2
×

1
n

√∑n
i=1(yp,i − yp)2

1
n

√∑n
i=1(ri − ri)2

=

∑n
i=1(ri − r)(yp,i − yp,i)∑n

i=1(ri − ri)2
≈
∑n

i=1 ri × yp,i∑n
i=1 ri

2
=

r · yp

|r|2
(2.28)

where r and yp represent the average values of r and yp, respectively. In this equation,

it was assumed that r = yp ≈ 0. n is the length of the reference signal and the header
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Figure 2.15. Sliding correlation coefficient in a 4 × 4 MIMO system.

part. From (2.28) and (2.29), H is estimated as

H = cor ×
σyp

σr

(2.29)

As a next step, an estimation method for the MIMO channel using a 4 × 4 MIMO

is explained as an example (Fig. 2.15). The header symbol transmitted from each

antenna is different, and these are not temporally-overlapped. On the receiving side, four

reference signals identical to the header are transmitted from each transmitting antenna.

For example, when a complex sliding correlation is applied to y1 using reference signal

#1, h11 can be estimated. In a similar way, when it is applied to y2, y3, and y4, h21, h31

and h41 can be estimated. The combinations of received and reference signals required

to estimate each channel response are summarized in Fig. 2.16.

Figure 2.17(a) shows the correlation coefficient obtained by a complex sliding corre-

lation using reference signal #1, which is based on measurement data. Since the peaks

appear in this figure, the head of the frame is detected. Figure 2.17(b) shows the constel-

lation pattern of y1. Since the transmitting signal modulated by quaternary phase-shift

keying (QPSK) can be demodulated, the adequacy of the measurement system is con-

firmed.
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Chapter 3
Performance Enhancement Techniques

for Multiantenna Systems

3.1 Introduction

Many studies have been conducted to optimize MIMO systems, and the enhancement

of channel capacity by altering radiation pattern [72], using multipolarization [74], ef-

ficiently configuring antennas [76], and introducing decoupling networks [81] have been

reported.

With respect to channel capacity, many theoretical examinations were performed

[108]-[112]. In MIMO-SDM, the channel capacity depends on the SNR and the spatial

correlation matrix HHH of the channel matrix H if the number of antenna elements is

fixed [30]. In the evaluation of channel capacity, HHH is replaced by a spatial correlation

coefficient γs, and high SNR [56] and low |γs| [110]-[112] are desirable to obtain large

channel capacity. However, even if there are two channels with identical SNR and |γs|,
those channel capacities are not always identical owing to the effect of received power

imbalance between branches, as described in [110]. Ogawa et al. described that the

received power imbalance was caused by the user’s hand that was holding the MT, and

the imbalance then led to a reduction in the channel capacity [113]. Thus, even if the

spatial correlation is reduced without changing the SNR, the channel capacity can be

decreased by the received power imbalance. In other words, although many researches

focus on spatial correlation reduction, the approach is not always appropriate for enhanc-
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ing channel capacity. Although a theoretical study [110] revealed that channel capacity

depended on the received power imbalance, the authors did not mention the above prob-

lem. Moreover, they do not discuss eigenvalues of the spatial correlation matrix, which

play a key role for estimating channel capacity. In [113], although simulation-based per-

formance evaluation was conducted to discern the impact of received power imbalance

on channel capacity, few theoretical study or measurement were conducted.

Nonetheless, although spatial correlation reduction does not always lead to channel

capacity enhancement, spatial correlation is a useful parameter for estimating channel

capacity. For example, when the received power imbalances for two situations are sim-

ilar, spatial correlation reduction is reasonable. Here, an important reminder is that

variations in SNR, received power imbalance and spatial correlation should be simulta-

neously considered for the accurate evaluation of spatial correlation. In fact, considerable

SNR enhancement is difficult to achieve on the MT side since the available space for

mounting antennas is small. For total system performance, although the received SNR

on the MT side is enhanced by applying antenna selection [114] and radiation pattern

reconfiguration [115] to the BS side, minimization of SNR enhancement is convenient

for enhancing channel capacity. In this scenario, there is often a trade-off between vari-

ations in SNR and spatial correlation for two antenna configurations. Take the example

of MIMO antenna selection. Given the scenario that the SNR for antenna subset 1 is

larger than that for subset 2, the spatial correlation for subset 2 is often lower than that

for subset 1. The same holds true for radiation pattern reconfiguration. In such cases,

the extent of correlation reduction required to minimize SNR enhancement is unclear.

This chapter presents the relationship among parameters relating to the channel ma-

trix, the SNR, and the channel capacity, in particular, with a focus on 2 × 2 MIMO

systems. First, this chapter describes the relationship among the spatial correlation,

received power imbalance, and channel capacity independent of the SNR. Then, this

chapter broadens the discussion using eigenvalues and explains the importance of eigen-

values as a parameter estimating channel capacity. The discussion is also confirmed

by measurement of MIMO antenna selection. Moreover, by considering the variation

in spatial correlation, received power imbalance, and SNR, the correlation reduction

requirement is clarified. Then, as an example to reduce spatial correlation, this chap-

ter presents a performance evaluation of a MIMO system with dual-polarized antennas.

Here, such discussions about correlation reduction have links with Chapters 5 and 6.
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In these chapters, this dissertation’s aim is not to present an enhancement of the SNR

but to find ways to prevent SNR degradation, and spatial correlation reduction is a

dominant factor. Conversely, when the correlation is reduced by techniques such as

dual-polarization, SNR enhancement is effective in obtaining a large channel capacity.

For this approach, this chapter describes only the concept here and connects it with

Chapter 4.

3.2 Channel Capacity

This section describes the basic theory of channel capacity. First, the basic points related

to MIMO channel capacity are described. Second, channel capacities of multistream

MIMO systems are categorized, and the relationships between the SNR and eigenvalues

are summarized. Then, this section demonstrates the relationship among the spatial

correlation coefficient, the received power imbalance, and the channel capacity. Third,

the channel capacity is divided into two components depending on the SNR and the

spatial correlation coefficient. This section corresponds to a preliminary preparation for

discussions in the subsequent section.

3.2.1 Channel Capacity in MIMO-SDM

Channel capacity is the maximum amount of information transmitted per unit time.

First, the channel capacity in SISO systems is represented by

C = log2(1 + γ) (3.1)

where γ is the SNR. If the signal is sufficiently larger than the noise in (3.1), the following

equation is obtained.

C ≈ log2 γ (3.2)

Even if the SNR is doubled in (3.2), the enhancement of the channel capacity is only 1

as follows:

C ≈ log2 2γ = log2 2 + log2 γ = 1 + log2 γ (3.3)
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However, given two completely parallel transmission paths using MIMO systems, the

enhancement of the channel capacity is large. When the transmitting power is allocated

equally to two transmitting antennas, the channel capacity for each transmission path

is given by

C ≈ log2
γ

2
= log2 γ − log2 2 = log2 γ − 1 (3.4)

Although the SNR is halved, the decrement of channel capacity is only 1 in each trans-

mission path. The total channel capacity is given by

C ≈ 2 log2
γ

2
= 2 log2 γ − 2 log2 2 = 2 log2 γ − 2 (3.5)

The channel capacity is largely enhanced, compared to (3.2). For example, when a

channel capacity of 10 [bits/s/Hz] is obtained for a SISO system, a channel capacity of

18 [bits/s/Hz] is achieved for a MIMO system. Thus, MIMO systems are effective for

enhancing channel capacity [116].

The channel capacity in an Nt × Nr MIMO system is represented as follows [27]:

C = log2 det

(
INr +

HRxH
H

σ2

)
(3.6)

where Rx = E[xxH] is the correlation matrix of the transmitting signal vector, σ2 is the

noise power, and INr is an Nr × Nr identity matrix．

When CSI is unknown on the transmitting side, the condition of Rx required to

maximize the channel capacity is given as [27]

Rx =
Px

Nt

INt (3.7)

where Px is the total transmitting power. The following is a detailed expression for Rx.

Rx =



Px

Nt
0 . . . . . . 0

0 Px

Nt

. . .
...

...
. . . Px

Nt

. . .
...

...
. . . . . . 0

0 . . . . . . 0 Px

Nt


(3.8)
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Now, when the transmitting signal vector xj (j = 1, 2, . . . , Nt) is noncorrelated mutually,

the following is obtained from the definition of Rx.

Rx = xxH =



x1x
∗
1 0 . . . . . . 0

0 x2x
∗
2

. . .
...

...
. . . x3x

∗
3

. . .
...

...
. . . . . . 0

0 . . . . . . 0 xNtx
∗
Nt


(3.9)

where
{
·
}∗

denotes the complex conjugate. From (3.8) and (3.9), the following equations

are satisfied:

x1x
∗
1 =

Px

Nt

, x2x
∗
2 =

Px

Nt

, . . . , xNtx
∗
Nt

=
Px

Nt

(3.10)

Equations (3.10) indicate that the maximum channel capacity is achieved when noncorre-

lated substreams are transmitted with identical power Px/Nt. As previously mentioned,

this scheme is SDM, which leads to maximum channel capacity when CSI is unknown

on the transmitting side. The channel capacity of SDM is given by substituting (3.7)

into (3.6).

C = log2 det

(
INr +

Px

Ntσ2
HHH

)
(3.11)

Furthermore, (3.11) is transformed using eigenvalues of HHH (λj (1 ≤ j ≤ Nt)) as

follows:

C =
Nt∑
j=1

log2

(
1 +

Pxλi

Ntσ2

)
(3.12)

Figures 3.1 and 3.2 show the variation in channel capacity as a function of the

number of antenna elements in SDM. In Fig. 3.1, the number of transmitting antennas

is identical to that of receiving antennas, and channel capacity increases in proportion

to the number of elements, which is a great advantage in MIMO systems. Figure 3.2

shows the channel capacity when either the number of transmitting or receiving antennas

is fixed and the number of the other elements is changed. In these figures, when the
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Figure 3.1. Channel capacity as a function of the number of antenna elements. The number
of transmitting antennas is identical to that of receiving antennas.
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Figure 3.2. Channel capacities as a function of the number of (a) receiving and (b) trans-
mitting antenna elements. In (a) and (b), the number of transmitting and receiving antennas
is four, respectively.

numbers of transmitting and receiving antennas are larger than those of receiving and

transmitting antennas, respectively, the increase in channel capacities becomes small.

Here, channel matrix H is decomposed by a singular value decomposition (SVD) as
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Figure 3.3. Conceptual diagram of (a) MIMO transmission path and (b) the equivalent
circuit based on SVD.

(3.13) [117]

H = ErDEH
t =

M0∑
i=1

√
λierie

H
ti (3.13)

where the λi represent eigenvalues of HHH and HHH, and D, Et, Er, and M0 are

defined by the following:

D = diag[
√

λ1,
√

λ2, . . . ,
√

λM0 ] (3.14)

Et = [et,1, et,2, . . . et,M0 ] (3.15)

Er = [er,1, er,2, . . . er,M0 ] (3.16)

M0 = min(Nt, Nr) (3.17)

where et,i and er,i are eigenvectors of λi for H
HH and HHH , respectively, and Et and

Er are unitary matrices. Figure 3.3 shows the conceptual diagram of MIMO channels

and the equivalent circuit based on SVD. In Fig. 3.3(b), signals are transmitted with an

amplitude gain of
√
λi through virtual transmission paths (eigenpaths). The thickness of

the paths can be changed according to the size of the eigenvalues, and the thick paths lead

to large channel capacity. Thus, MIMO performance can be characterized by eigenpaths,

and the reason for the capacity performance in Fig. 3.2 is because the number of

eigenpaths is determined by a small number of elements, namelyM0 = min(Nt, Nr). This

indicates that having identical numbers of elements on the transmitting and receiving
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sides is reasonable.

3.2.2 Classification of Channel Capacity in MultiStream

MIMO Systems

In multistream MIMO systems, the channel capacities are mainly divided into three

equations, although they are essentially identical [118]. As previously indicated, when

the channel matrix is unknown on the transmitting side, the channel capacity C is given

by the following equation:

C = log2 det

(
I+

Pt

Ntσ2
HHH

)
(3.18)

where Pt and σ2 are the total transmitting power and noise level, respectively. {·}H

represents a complex conjugate transpose, and I is an identity matrix. H, denoting a

channel response matrix, is given by

H =


h11 . . . h1Nt

...
. . .

...

hNr1 . . . hNrNt

 (3.19)

where hji is an impulse response between the ith transmitting and the j th receiving an-

tennas. Nt and Nr are the numbers of transmitting and receiving antennas, respectively.

In (3.18), channel capacity is determined on the transmitting side since it depends on Pt.

The transmit symbol vector at the ith transmitting antenna element and the received

signal at j th receiving antenna element are denoted by si and xj. Since transmitting

power from each element is equal in SDM without CSI on the transmitting side, the

received power at the j th element is expressed as

Pr,j=E
[
|xi|2

]
= E

[∣∣∣∣∣
Nt∑
i=1

hjisi

∣∣∣∣∣
2]

=
Nt∑
i=1

|hji|2E[|si|2]=Pt,i

Nt∑
i=1

|hji|2 (3.20)

where Pt,i is the transmitting power at the ith transmitting antenna element. The
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averaged received power P̄r is calculated by

P̄r =

∑Nr

j=1 Pr,j

Nr

=
Pt,i

Nr

Nt∑
i=1

Nr∑
j=1

|hji|2 (3.21)

Hence, the transmitting power at the j th transmitting antenna element is expressed as

Pt,i =
P̄rNr∑Nt

i=1

∑Nr

j=1 |hji|2
(3.22)

Since each element has the identical tansmitting power from each element is equal, the

total transmitting power Pt is represented by

Pt =
Nt∑
i=1

Pt,i =
P̄rNtNr∑Nt

i=1

∑Nr

j=1 |hji|2
(3.23)

By substituting (3.23) in (3.18), the channel capacity is transformed as follows:

C = log2 det

(
I+

Pr

Ntσ2

H√
1

NrNt

∑Nt

i=1

∑Nr

j=1 |hji|2
HH√

1
NrNt

∑Nt

i=1

∑Nr

j=1 |hji|2

)

= log2 det

(
I+

ρ

Nt

HnH
H
n

)
(3.24)

where ρ = Pr/σ
2 is the averaged SNR at each receiving antenna, and Hn is a normalized

channel response matrix denoted by

Hn =
H√

1
NrNt

∑Nt

i=1

∑Nr

j=1 |hji|2
(3.25)

In (3.24), the channel capacity is determined on the receiving side since it depends on

ρ.

Moreover, when CSI is known on the transmitting side, a channel can be divided

into multiple independent eigenpaths. The channel capacity C is given by the sum of

the channel capacity in each eigenpath Ck as follows [42]:

C =
K∑
k=1

Ck =
K∑
k=1

log2

(
1 +

λkPk

σ2

)
(3.26)
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where λk is the kth eigenvalue derived by the eigenvalue decomposition

HHH = VΛVH , Λ = diag(λ1, . . . , λK) (3.27)

K = min(Nt, Nr) is the number of eigenpaths, and Pk is the transmitting power allocated

for kth eigenpath, which is represented by

Pk = max

(
η − σ2

λk

, 0

)
,

K∑
k=1

Pk = Pt (3.28)

where η is a constant. The SNR of the kth detected substream is expressed as

ρk =
λkPk

σ2
(3.29)

For three types of channel capacity, the relationships between eigenvalue and SNR

are summarized. In (3.18), the amplitude level of hji is related to the received SNR

if the total transmitting power is fixed. Therefore, the effect of SNR is included in

eigenvalues derived by the eigenvalue decomposition of HHH . In contrast, in (3.24),

there is no impact of the SNR on eigenvalues derived from the eigenvalue decomposition

of HnH
H
n because SNR (ρ) and HnH

H
n are completely separated. In (3.26), the effect

of SNR is included in eigenvalues because λk is expressed using the SNR from (3.29)

(λk = ρkσ
2/Pk). The next section focuses on the channel capacity of (3.24) defined on

the receiving side and the normalized channel matrix to consider correlation and SNR

separately.

3.2.3 Relationship between Channel Capacity and Spatial Cor-

relation

The description in this section is based on [110]. In a 2 × 2 MIMO system, the spatial

correlation coefficient between received signals is given by

γs =
h11h

∗
21 + h12h

∗
22√

(|h11|2 + |h12|2)(|h21|2 + |h22|2)
(3.30)
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where {·}∗ denotes the complex conjugate. Here, the received powers at receiving an-

tennas #1 and #2 are represented by

Pr,1 = |h11|2 + |h12|2, Pr,2 = |h21|2 + |h22|2 (3.31)

When the received power imbalance between #1 and #2 are defined as β = Pr,1/(Pr,1+

Pr,2), Pr,1, Pr,2 and γs are transformed using (3.25) as

Pr,1 = 4β, Pr,2 = 4(1− β) (3.32)

γs =
h11h

∗
21 + h12h

∗
22

4
√

β(1− β)
(3.33)

The following equations are given by substituting (3.32) and (3.33) into the transformed

formula of (3.24):

C = log2 det

[
1 +(|h11|2+|h12|2)·ρ/2 (h11h

∗
21+h12h

∗
22)·ρ/2

(h21h
∗
11+h22h

∗
12)·ρ/2 1+(|h21|2+|h22|2)·ρ/2

]
(3.34)

= log2(1 + 2ρ+ 4βρ2(1− β)(1− |γs|2)) (3.35)

In (3.35), the SNR and spatial correlation, as well as the received power imbalance,

have an impact on channel capacity. Figure 3.4 shows the relationship among spatial

correlation, received power imbalance, and channel capacity with an SNR of 15 dB. The

channel capacity is maximized in β=0.5 for each correlation coefficient. Figure 3.4 also

indicates that even when the spatial correlation is reduced, the channel capacity can be

degraded because of the received power imbalance.

3.2.4 Separation of Channel Capacity Components

In SDM without CSI on the transmitting side, the total received power normalized by

the transmitting power from each element is given by

PH =
Nt∑
i=1

Nr∑
j=1

|hji|2 = tr
(
HHH

)
=

K∑
i=1

λi (3.36)
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channel capacity (SNR=15 dB).

where tr(·) denotes the trace of the matrix. For the normalized channel matrix Hn in

(3.25), the following equation is given:

tr
(
HnH

H
n

)
=

1
1

NrNt

∑Nt

i=1

∑Nr

j=1 |hji|2
tr
(
HHH

)
= NrNt = Const. (3.37)

According to [119], (3.24) is transformed as follows:

C = Nr log2

(
ρ

Nt

)
+ log2 det

(
I · Nt

ρ
+HnH

H
n

)
(3.38)

≈ Nr log2

(
ρ

Nt

)
+ log2 det

(
HnH

H
n

)
(3.39)

= CSNR + CCOR (3.40)

In (3.39), the approximation is satisfied for Nr ≥ Nt, high SNR and non-ill-conditioned

channels [119]. By the transformations of (3.38) and (3.39), the channel capacity is

divided into two elements depending on the SNR (CSNR) and the spatial correlation

(CCOR).

Figure 3.5 shows the channel capacity of (3.24), (3.38) and (3.39) as a function of
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SNR. For the channel capacity, an ensemble average of 1,000 patterns of channel matrices

with a complex Gaussian distribution are used in each SNR and each number of elements.

Here, the approximation is satisfied in the high-SNR regime with a small number of

elements. Figure 3.6 shows CSNR as a function of SNR in 2×2 MIMO systems. Since

CSNR does not include the channel matrix and the only variable is ρ, CSNR increases

in proportion to SNR. The impact of the channel matrix on the channel capacity is

discussed in the next section.
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3.3 Contribution of the Channel Matrix to Channel

Capacity

This section focuses on CCOR and describes the relationship among spatial correlation,

eigenvalues, and channel capacity. This section presents not only an analysis-based ex-

amination using channels with complex Gaussian distributions but also a measurement-

based examination by MIMO antenna selection.

3.3.1 Analysis Based Examination Using Channels with Com-

plex Gaussian Distributions

In fact, CCOR is not directly related to the spatial correlation coefficient γs but is related

to det(HnH
H
n ). Figure 3.7 shows the relationship between det(HnH

H
n ) and γs. The

variation in det(HnH
H
n ) for each γs is large, and the distribution of CCOR also fluctuates

(Fig. 3.8). Although a low |γs| tends to result in a large channel capacity, it does

not always lead to channel capacity enhancement. The examination of two scenarios is

described in the following text.

Figure 3.7. Relationship between spatial correlation coefficient and det(HnH
H
n ).
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Figure 3.8. Relationship between spatial correlation coefficient and CCOR.

Scenario 1

To evaluate the fluctuation, the following two channels are prepared.

Hn,1 =

[
0.2566− j0.4480 0.5748 + j0.8434

0.4363 + j0.1800 1.4799 + j0.5282

]
(3.41)

Hn,2 =

[
1.0985− j1.2068 0.4588− j0.7584

0.4457 + j0.4691 0.2100− j0.2973

]
(3.42)

From (3.30), the spatial correlation for each channel is derived as follows:

|γs,1| = 0.8004
(
γs,1 = 0.8004ej0.4870

)
(3.43)

|γs,2| = 0.8005
(
γs,2 = 0.8005e−j1.3466

)
(3.44)

Although the |γs|s are almost identical, their channel capacities are different, as follows:

CCOR,1 = 0.3395, CCOR,2 = −0.5505 (3.45)

From (3.37), the received powers for Hn,1 and Hn,2 are identical when the transmitting

power is fixed. The difference in channel capacity between two channels with an identical

SNR and spatial correlation coefficient is explainable in terms of the received power
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imbalance β:

β1 = 0.3271, β2 = 0.8622 (3.46)

As evidenced by Fig. 3.4, since β for Hn,1 is closer to 0.5 than that for Hn,2, the CCOR

for Hn,1 is larger. Now, the received power for each branch is calculated as follows:

Pr1,1 = 1.3083, Pr2,1 = 2.6919 (3.47)

Pr1,2 = 3.4487, Pr2,2 = 0.5512 (3.48)

where the received power at element #i for the channel Hn,k is defined as Pri,k. The

received power difference between two branches for Hn,2 (2.8975) is greater than that

for Hn,1 (1.3836).

As an alternative view, eigenvalues for Hn,1 and Hn,2 are derived, respectively, as

follows:

λ1,1 = 3.6537, λ2,1 = 0.3463 (3.49)

λ1,2 = 3.8213, λ2,2 = 0.1787 (3.50)

The allocation of the first and second eigenpaths are different in each channel, indicating

that the maximization of CCOR is achieved by optimizing the allocation of eigenpaths.

Here, CCOR is transformed as follows [27]:

CCOR = log2 det
(
HnH

H
n

)
(3.51)

= log2 det
(
UΛUH

)
(3.52)

= log2
(
detU detΛ detUH

)
(3.53)

= log2
(
detΛ

)
(3.54)

= log2 λ1λ2 (3.55)

where matrix diagonalization is conducted in the transformation from (3.51) to (3.52).

U is a unitary matrix, and Λ is a diagonal matrix configured by eigenvalues, which is
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given by

Λ =

[
λ1 0

0 λ2

]
(3.56)

Since CCOR was expressed using eigenvalues, as a next step, the range of eigenvalues is

examined. In a 2 × 2 MIMO system, the following relationship is satisfied from (3.36)

and (3.37):

λ1 + λ2 = 4 (3.57)

Applying the relational expression between arithmetic and geometric averages to λ1 and

λ2, the following equation is derived:

λ1 + λ2 ≥ 2
√
λ1λ2 (3.58)

where the equality in (3.58) holds if λ1=λ2. By substituting (3.57) in (3.58), the following

relationship is derived:

λ1λ2 ≤ 4 (3.59)

From 0 ≤ λ2 ≤ λ1 and (3.59), the range of λ2 is derived as

0 ≤ λ2 ≤ 2 (3.60)

The range of λ1 is derived from (3.57) and (3.60) as

2 ≤ λ1 ≤ 4 (3.61)

From (3.60) and (3.61), a common range for λ1 and λ2 is confirmed only at 2. The

distributions of the spatial correlation coefficient as a function of each eigenvalue are

shown in Figs. 3.9(a) and 3.9(b). The upper bounds of the spatial correlation coefficient

are expressed using straight lines as

|γs| ≤
1

2
λ1 − 1, |γs| ≤ −1

2
λ2 + 1 (3.62)
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Figure 3.9. Relationship between (a) the first eigenvalue and the spatial correlation coefficient
and (b) the second eigenvalues and the spatial correlation coefficient.

The range of the eigenvalues are given as

2(|γs|+ 1) ≤ λ1 ≤ 4, 0 ≤ λ2 ≤ 2(−|γs|+ 1) (3.63)

Equations in (3.63) indicate that the range of eigenvalues in (3.60) and (3.61) are re-

stricted by spatial correlation.

Figure 3.10 is a combined conceptual diagram of Figs. 3.9(a) and 3.9(b). When the

upper bounds of Fig. 3.9 are solved for λ1 and λ2, λ1 = 2(|γs|+1) and λ2 = 2(−|γs|+1)

are obtained, as shown in Fig. 3.10. Since the sum of these two straight lines is 4, it
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satisfies the condition in (3.57). The product of the eigenvalues is given by

λ1λ2 = 4(1− |γs|2) (3.64)

Since λ1λ2 is maximized when λ1 = λ2 from (3.58) and (3.59), the line of the upper

bound for λ1λ2 passes through (0,2) in Fig. 3.10. Here, the straight line representing λ2

connecting (0,2) to (a,0): 0 < a ≤ 1 is given by

λ2 = 2

(
−|γs|

a
+ 1

)
(3.65)

The straight line of λ1 is derived from (3.57) as

λ1 = 2

(
|γs|
a

+ 1

)
(3.66)

These two lines are shown with dotted lines in Fig. 3.10. From (3.66) and (3.65), λ1λ2

is calculated as follows:

λ1λ2 = 4

(
1− |γs|2

a2

)
(3.67)

Since (3.64) ≥ (3.67) is satisfied for all a and |γs|, (3.64) is an upper bound of λ1λ2. By
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Figure 3.11. Relationship between spatial correlation and CCOR.

substituting (3.64) in (3.55), the following relationship is obtained:

CCOR ≤ log2 4(1− |γs|2) (3.68)

Since the right side of (3.68) corresponds to the upper bound of Fig. 3.11, the validity

of (3.68) is confirmed. Thus, maximum CCOR is achieved by minimizing the difference

between eigenvalues for each spatial correlation.

Scenario 2

This section discusses the relationship among spatial correlation, received power imbal-

ance, and channel capacity for another scenario. Figure 3.12 shows CCOR as a function

of the spatial correlation coefficient for channel matrices extracted in target scenarios 1

and 2. Hn,3 is a newly extracted channel matrix in scenario 2, which is given by

Hn,3 =

[
0.3639− j0.0978 −0.1805− j0.3313

0.0301− j1.0570 1.1053 + j1.1730

]
(3.69)

The spatial correlation, CCOR, received power imbalance, received power for each branch,

and eigenvalues are

|γs,3| = 0.5113 (3.70)

CCOR,3 = −0.3579 (3.71)

β3 = 0.0711 (3.72)
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Pr1,3 = 0.2843, Pr2,3 = 3.7157

(|Pr1,3 − Pr2,3| = 3.4314) (3.73)

λ1,3 = 3.7944, λ2,3 = 0.2056 (3.74)

Although the spatial correlation for Hn,3 is lower than that for Hn,1, the CCOR for

Hn,3 is smaller (Fig. 3.12) because of the received power imbalance β3. Compared to

(3.46)-(3.48), β3 in (3.72) is farther from 0.5, and the difference in the received power

between each branch in (3.73) is larger than that for Hn,1. In addition, the difference

between eigenvalues in (3.74) is also larger than that in (3.49).

Let us evaluate this scenario further. In the distribution of Fig. 3.11, two points are

extracted, and the reduction in spatial correlation and enhancement in CCOR are derived

from those data. Figure 3.13 shows their distributions for 10,000 random iterations.

The tendency is for CCOR to increases with a reduction in spatial correlation (the first

quadrant,) and for CCOR to decreases with an increase in spatial correlation (the third

quadrant). However, the distributions also appear in the second and fourth quadrants,

indicating that CCOR increases (respectively, decreases) despite an increase (respectively,

decrease) of spatial correlation, because of the received power imbalance. Figure 3.14

shows the distributions of enhancement in CCOR as a function of the increment in λ2

in a similar manner. Here, an increment in λ2 is equivalent to a decrement in the

difference between λ1 and λ2. Because the distributions are concentrated only in the

first and third quadrants, magnitude relation in λ2 completely correspond to those in
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Figure 3.14. Relationship between the increment in the second eigenvalue and the enhance-
ment in CCOR.

CCOR. Hence, the eigenvalue is a parameter that includes the effects of spatial correlation

and power imbalance. Note that spatial correlation reduction does not always lead to

CCOR enhancement.
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3.3.2 Measurement-Based Examination

Since the discussion in the previous section was theoretical, it should be confirmed by

measurement. This section describes the relationships among CCOR, spatial correlation,

and received power imbalance. The measurement target is a MIMO system with transmit

antenna selection in an indoor environment because multiple combinations of received

power imbalance and spatial correlation are generated by physically switching antennas.

As shown in Fig. 6.9, measurement is conducted in a room of 8.76 m × 6.31 m ×
2.7 m. On the Tx and Rx sides, sleeve antennas are used, and those positions are fixed

as shown in Fig. 6.9(a). Tx is configured using a four-element rectangular array (Fig.

6.9(b)), and a 2×2 MIMO-SDM is performed by selecting two feed elements from four

elements. Here, the switching operation is conducted manually and nonfed elements

are terminated. In contrast, Rx is configured using a two-element linear array (Fig.

6.9(b)). The heights of Tx and Rx are both 1.15 m, and the measured environment

is quasistatic. M-sequences are used for headers of transmitting signals, and channel

matrices are estimated based on a complex sliding correlation scheme using reference

signals. In this measurement, the carrier frequency is 5 GHz.

The channel matrices estimated for each antenna subset in Fig. 3.16(a) are normal-

ized, and then, CCOR values are derived from them. There are multiple sets of data for

each antenna selection in Fig. 3.16(b) because the data are acquired several times. In
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Fig. 3.16(b), the data are distributed between 0.5 and 1, and the CCOR for antenna

selections 2–3 and 1–4 are close to the upper bound. Although the CCOR is enhanced

overall with a reduction of spatial correlation, it cannot be applied between 0.65 and

0.8. In this regime, CCOR is lower than the upper bound. Figure 3.17 shows an enlarged

view of Fig. 3.16(b), and focused data (i, ii, and iii) are marked by filled circles and

triangles in this figure. The spatial correlation, CCOR, received power at elements 1 and

2, and eigenvalues for those data are summarized in Fig. 3.18. In the figure, the dotted

line indicates the performance of upper bounds of CCOR.

Although the spatial correlation coefficients for i and ii are similar, the CCOR for i

is larger, as shown in Fig. 3.18(b). This is explainable by using the received power

imbalance because βi=0.3377 is closer to 0.5 than βii=0.1702. As shown in Figs. 3.18(c)

and 3.18(d), the difference between the received power for each branch for i is smaller

than that for ii, and the difference between eigenvalues for i is also smaller in Figs.

3.18(e) and 3.18(f).

Although the spatial correlation coefficient for iii is lower than that for i, the CCOR

for iii is smaller in Fig. 3.18(b). This can also be explained by using the received power

imbalance because βiii=0.1950 is not closer to 0.5 than βi=0.3377. For iii, the perfor-

mances of the difference between the received power in each branch and the difference

between eigenvalues relative to those for i are similar to the relationship between ii and

i. Thus, the performance of CCOR for scenario 1 and 2 has been examined empirically,
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and the measurement results also indicate that a low correlation does not always lead to

a large channel capacity. The eigenvalue is an appropriate factor for evaluating CCOR.

3.4 Requirements for Spatial Correlation Reduction

As described in the preceding section, spatial correlation reduction did not always lead

to channel capacity enhancement. However, spatial correlation is an easily-handled pa-

rameter for estimating channel capacity because the range is constrained between 0 and

1. Meanwhile, in the preceding section, the impacts of SNR and the spatial correlation

coefficient on channel capacity were independently considered. However, in fact, varia-

tions in SNR, received power imbalance, and spatial correlation should be simultaneously

considered. In particular, since variations in SNR and spatial correlation often have a

trade-off relationship, a large increase in SNR is required to enhance channel capacity

when spatial correlation and eventually CCOR are degraded. To minimize the increase in

SNR required for enhancing channel capacity, this section describes a spatial correlation

level that should be maintained even when the states of antenna configurations, MT

positions, and surrounding environments are changed.

For a change from state 1 to state 2, when CSNR and CCOR increase simultaneously,

the channel capacity is obviously enhanced. Under this condition, an increase in SNR

greater than 0 dB leads to channel capacity enhancement. However, variations in SNR
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and spatial correlation are often in a trade-off relationship for the two configurations.

For example, in a MIMO antenna selection or radiation pattern reconfiguration, the

following situation is often generated:

ρ1 < ρ2 (3.75)

|γs,1| > |γs,2| (3.76)

where ρ1 [dB] and ρ2 [dB] correspond to the SNR for antenna subsets 1 and 2 or radiation

patterns 1 and 2, respectively. In a similar manner, |γs,1| and |γs,2| correspond to the

relevant spatial correlation coefficients. As a result, the following condition is often
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generated:

CSNR,1 < CSNR,2 (3.77)

CCOR,1 > CCOR,2 (3.78)

When the enhancement of channel capacity is defined as CUP, it is given by

CUP = C2 − C1

= (CSNR,2 − CSNR,1) + (CCOR,2 − CCOR,1) (3.79)

When the following condition is satisfied in (3.79), CUP > 0 is realized:

CSNR,2 − CSNR,1 > CCOR,1 − CCOR,2 (3.80)

where CSNR,2 − CSNR,1 is transformed as follows using (3.39):

CSNR,2 − CSNR,1 = 2 log2
10ρ2/10

2
− 2 log2

10ρ1/10

2
(3.81)

By substituting (3.81) into (3.80), the following relationship is obtained:

ρ2 − ρ1 >
5(CCOR,1 − CCOR,2)

log2 10
= ρth (3.82)

From (3.82), under the conditions of (3.77) and (3.78), the channel capacity is enhanced

when the increase in SNR is greater than ρth. In other words, ρth represents the increase

in SNR required to enhance the channel capacity. Figure 3.19 shows cumulative distribu-

tion functions (CDFs) for ρth in (3.82). Here, states 1 and 2 satisfying CCOR,1 ≥ CCOR,2

are randomly selected in |γs| ≤ 1, 0.9, 0.8, 0.7, and 0.6. In Fig. 3.19, ρth at CDF=100%

is an important value, which indicates that the channel capacity is always enhanced un-

der any channel when the value of ρth is used. In Fig. 3.19, the performances of the ρth

distributions become better, with the graph shifting to the left.

Changing from |γs| ≤ 1 to |γs| ≤ 0.6, causes the distributions to shift to the left and

they become saturated around |γs| ≤ 0.7. The CDF is approximately 95 % at ρth=3 dB

for |γs| ≤ 0.7. This indicates that sustaining |γs| ≤ 0.7 during changes from state 1 to

2 minimizes the required increase in SNR for channel capacity enhancement, and the
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required increase in SNR is approximately 3 dB.

Figure 3.20 shows the CDFs of the channel capacity enhancement CUP when a 3 dB

SNR increase is considered for state 2 compared with state 1. In this figure, the CDF

at CUP=0 is an important value. When the CDF is greater than 0 at CUP=0 (as in

the case of the line representing |γs| ≤ 1), this indicates that a 3 dB SNR increase is

not sufficient because channel capacity can be degraded. For |γs| ≤ 0.7, the CDF at
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CUP=0 is approximately 5 % and the decrement is small even when the channel capacity

degrades. Thus, the effectiveness of |γs| ≤ 0.7 is also verified by this figure.

3.5 Correlation Reduction by Dual-Polarization

When only focusing on the antenna, correlation reduction by suspended lines [120], elec-

tromagnetic band-gaps (EBGs) [121], and ground planes with a slit [122] have been

considered. Here, an “envelope correlation” is calculated using S-parameters and radi-

ation patterns [123], and the incoming wave is assumed to be identically-distributed to

derive the correlation, However, for example in the LOS scenario, the incoming wave is

not identically-distributed, and the correlation should be derived by considering both an-

tenna and propagation parts. Schemes to reduce the correlation include the application

of matching/decoupling networks [124] [81] and multipolarization [125]. In particular,

the method of multipolarization is simpler because, for example, the configuration of

matching/decoupling networks for three antenna elements is complicated [126]. Hence,

this section discusses the application effect of multipolarization.

For MIMO spatial multiplex transmission systems, many studies have been per-

formed to maximize the channel capacity [72] [73] [127], however, an antenna arrange-

ment with a narrow element spacing causes a decrease in the channel capacity. One

scheme to improve the situation is to use orthogonal polarization. Low mutual cou-

pling prevents the decrease in radiation efficiency [76], and low spatial correlation is also

obtained [125]. Aimed at indoor environments, various evaluations of MIMO systems

using orthogonal polarization have been performed, and measurement campaigns have

shown the effect of multipolarization [128]-[130]. The effect of orthogonal polarization

depends on whether the environment is LOS or NLOS; however, even if we only focus

on the former, the channel capacity can be changed by altering the positions of receiving

antennas relative to transmitting antennas. For these MIMO systems, few experimental

studies have been conducted on the position dependence of the characteristics in a LOS

environment, and therefore, more investigations are needed.

This section presents 4 × 4 MIMO transmission experiments in a small room whose

size is 5.80 m × 6.17 m × 2.7 m. Receiving points are changed, and the channel

capacity for unipolarized and dual-polarized antennas are compared. This section also

demonstrates the advantage of orthogonal polarization in LOS environments.
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3.5.1 Measurement Setup
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Figure 3.21. Drawing of the top view of the antenna arrangement and the measurement
environment.
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Figure 3.22. Transmitting antenna configurations. (a) Vertical-polarized sleeve antenna array
and (b) vertical- and horizontal-polarized sleeve antenna array.

Channel measurement was conducted in a room with the size 5.80 m × 6.17 m × 2.7

m (Fig. 3.21). The transmitting antennas are fixed, while the receiving antennas can

be moved, and the channel matrix H was estimated at 12 positions, as shown in Fig.

3.21. For transmitting antennas, two kinds of antenna configurations are considered: a

four-element vertical-polarized sleeve antenna (V) (Fig. 3.22 (a)) and a four-element

vertical- and horizontal-polarized sleeve antennas (V/H) (Fig. 3.22 (b)). In each case,

the antenna configuration on the receiving side is identical to that on the transmitting

side. The element spacing of the V configuration is a half wavelength, and the spacing is



60

identical to that of the V/H configuration. The environments between the transmitting

and receiving antennas are LOS and quasistatic at all the Rx positions. The received

power at each position is measured by a spectrum analyzer. The measurements are

performed for a single element for the V configuration and multielements for the V/H

configuration (i.e., one by one for each polarization, around 10 times), and maximum

values are used in the evaluation. The noise level is -70 dBm, the carrier frequency is 5

GHz, and the transmit frame format consists of a header part with 50 symbols/ch and

a data part with 300 symbols/ch.

3.5.2 Position Dependence of the Channel Capacity, Spatial

Correlation, and Received Power

The received power, spatial correlation, and channel capacity at each receiving position

for both configurations are shown in Fig. 3.23. Here, (x, y) = (1, 1), (1, 2), . . . , (4, 3)

represent the number of receiving positions, and the meaning of the arrows at several

positions is as referred to hereinafter. For spatial correlation, six combinations of the

value are calculated for each antenna configuration since the number of receiving an-

tennas is four, Therefore, their average values are used in the evaluation of the spatial

correlation. The channel capacity is then normalized by the maximum value in each

configuration.

In Fig. 3.23, the position dependence for those parameters is different between V and

V/H. The received power at the position near the transmitting antennas is not always

high although the measurement is performed in a LOS environment. The spatial corre-

lation does not depend on the distance between the transmitting and receiving antennas.

The channel capacity is dependent on the received power level, and its tendency is more

clear in V.

Next, the position dependence of the channel capacity is evaluated by eigenvalues

(λi : i = 1, 2, 3, 4) of the spatial correlation matrix (HnH
H
n ), where they satisfy λ1 >

λ2 > λ3 > λ4 at each receiving position. The eigenvalues represent the power gain of

virtual channels; in the LOS environment, the first and second–fourth eigenvalues are

related to the direct and reflected paths, respectively [131].

Figure 3.24 shows the eigenvalues at each receiving position for V. The characteristics

of the first, second, third, and fourth eigenvalues are shown in Figs. 3.24(a)–3.24(d),
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Figure 3.23. Position dependence of the spatial correlation, received power and channel
capacity. (a), (c), and (e) are characteristics for V, (b), (d), and (f) are for V/H. (a) and (b)
are spatial correlations, (c) and (d) are received power, and (e) and (f) are channel capacities.

respectively. The receiving positions are broadly classified into two groups: those with

a large first eigenvalue compared to the other positions and those with small first and

large second–fourth eigenvalues. Here, solid arrows indicate the positions with the largest

second- and third-largest channel capacity, and the first eigenvalues are large at these

positions. Meanwhile, the first eigenvalue is small and the second–fourth ones are large

at (x, y) = (1, 1) in Fig. 3.24. The spatial correlation is low at this position as shown

in Fig. 3.23 (a); however, this does not significantly contribute to channel capacity
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Figure 3.24. Position dependence of the (a) first, (b) second, (c) third, and (d) fourth
eigenvalues for V.

enhancement. As a result, the direct wave is the dominant factor and the received

power has a significant impact on the channel capacity for V.

In a similar manner, eigenvalues for V/H are shown in Fig. 3.25. The characteristics

are divided into two groups, indicated by solid arrows and dotted arrows, respectively.

At the former positions, the first eigenvalue is larger than those at the other positions and

the influence of the direct wave is strong. The channel capacity enhancement arising

from the received power is shown in Fig. 3.23(d). At the latter positions, the first

eigenvalue is small and the second–fourth ones are large, and the spatial correlation is

low, as shown in Fig. 3.23(b). At the positions indicated by dotted arrows, the decrease

in the spatial correlation contributes to channel capacity enhancement, and for V/H, a

large channel capacity is also achieved in this case.

3.5.3 Application Effect of Orthogonal Polarization

In the previous section, after measurements for V had been performed at all the receiving

positions, an identical procedure was performed for V/H. Therefore, the displacement of
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Figure 3.25. Position dependence of the (a) first, (b) second, (c) third, and (d) fourth
eigenvalues for V/H.
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the receiving points in addition to polarization also have an impact on each parameter

(eigenvalues, spatial correlation, channel capacity, and received power.) To correctly

evaluate the application effect of orthogonal polarization, the V configuration is replaced

by a VH configuration with the positions fixed for several receiving positions, as shown
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in Fig. 3.26 (#1–#5).

One position is set at the corner of the room, two positions are set in front of the

transmitting antennas, and the other two positions are set in the vicinity of the wall.

In each position, the SNR is derived by obtaining 10 data per element and averaging

those for all the receiving antenna elements. The measurement parameters are identical

to those of the previous section. Figure 3.27 shows the SNR, spatial correlation, and

channel capacity for V and V/H at five receiving positions. In the SNR, the comparative

merits and demerits of V and V/H are different depending on the receiving points, and

large variations are confirmed for V (Fig. 3.27(a)). For the V/H configuration, the

spatial correlation for VH decreases between approximately 0.2 and 0.4 at all positions,

compared to V (Fig. 3.27(a)). Then, for the V/H configuration, the channel capacity

increases between approximately 0.1 and 3.1 at all the receiving positions, although the

increase is small at positions #3 and #5.

The enhancement effect of the V/H configuration relative to the V configuration is

described next. Table 3.1 lists the improvement factor for each parameter obtained by

using the V/H configuration. At position #4, both the increase in the SNR and the de-

crease in the spatial correlation are large, and the enhancement of the channel capacity

is also large. In a similar manner, the enhancement of channel capacity is also large at

position #2. However, although the SNR decreases at positions #1, #3 and #5, the

V/H configuration enhance channel capacity. This indicates that the decrease in spatial

correlation by orthogonal polarization works effectively for channel capacity enhance-

ment because the channel capacity slightly increases in spite of the drastic decrease in

the SNR at position #3.

Then, investigation is conducted about the difference in the improvement factor of

the channel capacity at positions #1 and #5, where denote the similar tendency for the

improvement of the spatial correlation and the SNR. The channel capacity is evaluated

by eigenvalues normalized by the maximum value (first eigenvalue). By using these

parameters, the intensity of the reflected wave relative to the direct wave is assessed.

Figures 3.28(a) and 3.28(b) show the normalized eigenvalues for V and V/H at positions

#1 and #5, respectively. At position #1, all of the second–fourth eigenvalues for V are

larger than those at position #5, and the enhancement of the second and third one for

V/H is larger than those at position #5 as well. (Fig. 3.28(a)). Meanwhile, at position

#5, the third and fourth eigenvalues are very small and the enhancement by using a
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Figure 3.27. Performance comparison between V and V/H: (a) SNR, (b) spatial correlation,
and (c) channel capacity.

Table 3.1. Improvement factor of SNR, spatial correlation, and channel capacity by V/H.

Measurement Increment Decrement of spatial Enhancement of
position in SNR [dB] correlation channel capacity [%]

1 -0.59 0.22 + 17.2
2 +1.68 0.19 + 27.5
3 -4.67 0.29 + 1.95
4 +1.79 0.39 + 51.7
5 -0.97 0.30 + 3.45

V/H configuration is small, as shown in Fig. 3.28(b).
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#5.

3.6 Enhancement of Channel Capacity by Increas-

ing SNR

The previous section mainly focused on the enhancement of channel capacity by reducing

the spatial correlation. This section describes the enhancement of channel capacity by

increasing the SNR when the spatial correlation is not significantly high. This section

only briefly introduces the concept; a more detailed description is provided in the next

chapter.

Consider LOS communication, which the channel is a generically correlated channel.

From the result of Fig. 3.11, the channel capacity rapidly decreases when the spatial

correlation is close to 1. However, when the spatial correlation decreases to some extent,

large channel capacity can be expected even in a LOS channel, which is confirmed from

the results of Figs. 3.19 and 3.20. Generally, it is considered that channel capacity

for i.i.d channel (non-correlated channel) is larger than that for a LOS channel [132].

However, this conclusion is based on the assumption that the received power is fixed.

When the transmitting power is fixed, the channel capacity for a LOS channel can

outperform that for an NLOS channel with low spatial correlation because of the large

received power [65]. Molisch et al. [132] also conclude that this comparison, assuming

that the receiving power is fixed, is not realistic.

Figure 3.11 is a conceptual diagram showing the variation in channel capacity as

a function of the SNR in MIMO systems. Figure 3.29(a) shows the channel capacity
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radiation patterns), and (c) when the difference in SNR is considered and directional antennas
are applied for LOS channels.

performance when the SNR in LOS and i.i.d channels are assumed to be identical.

Under this assumption, the channel capacity for the i.i.d channel is larger than that for

the LOS channel. However, when the transmitting power is assumed to be fixed, and

the difference in received power between the i.i.d and LOS channels is considered, the

channel capacity for the LOS channel can be larger than that for the i.i.d. one, as shown
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in Fig. 3.29(b). Furthermore, application of directional antennas with appropriate

radiation patterns can lead to larger channel capacity in the LOS scenario, as shown in

Fig. 3.29(c).

3.7 Summary

This chapter presented the relationship among parameters relating to the channel ma-

trix, SNR, and channel capacity to enhance channel capacity effectively. The evaluation

was mainly based on 2 × 2 MIMO systems. First, this chapter theoretically explained

that even if the spatial correlation were reduced, the channel capacity could be degraded

because of the received power imbalance. Then, the equation of the channel capacity

was divided into two elements depending on the SNR CSNR and the spatial correlation

coefficient CCOR. For CCOR, two scenarios were extracted, and this chapter analytically

and empirically revealed that eigenvalues were an important factor for estimating chan-

nel capacity. Moreover, this chapter also focused on a spatial correlation reduction under

the condition that the SNR and the components of the channel matrix were varied si-

multaneously. When MIMO antenna selection and radiation pattern reconfiguration are

assumed as a concrete example, variations in the SNR and the spatial correlation often

have a trade-off relationship. For this scenario, this chapter revealed that the correlation

reduction requirement of |γs| ≤ 0.7 was effective for channel capacity enhancement.

In association with the above correlation reduction, this chapter presented a mea-

surement based evaluation of a 4 × 4 MIMO system using unipolarized antennas (V) and

dual-polarized antennas (V/H) in a LOS environment. By using the position dependence

of the received power, spatial correlation, and eigenvalues, for V, it was demonstrated

that the direct wave was a dominant factor, and the received power level contributed to

an increase in the channel capacity. For V/H, the receiving positions with large channel

capacity were divided into two groups: one with high received power and one with low

spatial correlation. Then, for V/H, the decrease in the spatial correlation by orthogonal

polarization had a strong impact on the channel capacity enhancement.

Finally, this chapter briefly introduced the concept of enhancing channel capacity

by increasing the SNR. Given a fixed SNR, the channel capacity for an i.i.d channel

is larger than that for a LOS channel. However, given a fixed transmitting power, the

channel capacity for a LOS channel can outperform that for an i.i.d channel because of
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the large SNR. Furthermore, the application of directional antennas with appropriate

radiation patterns can lead to larger channel capacity. This discussion is relevant to the

next chapter, where details are further elaborated upon.



Chapter 4
MIMO Systems That Utilize Radiation

Patterns Effectively

4.1 Introduction

In accord with the concept of Chapter 3.6, this chapter describes the MIMO antenna

configuration methodology that uses radiation patterns effectively. The discussion is

mainly focused on indoor BSs, and the goal is the enhancement of MIMO performance

using fixed radiation patterns.

First, this chapter describes the situation in which the BS is mounted in the vicinity

of wall. Beneficial use of radiation patterns has been reported to achieve good MIMO

performance [66], [67], [72], [73]. As a first step, for vertical-polarized elements, the half-

power beam width (HPBW) and the angle between beams are regarded as variables,

and a directional antenna configuration suitable for each aspect ratio of the room is

derived. This examination is based on ray-tracing propagation analysis, and 2 × 2

MIMO communications in LOS scenarios are assumed. As a second step, the discussion

is extended to 4 × 4 MIMO communications, and the design guidelines of antennas

are determined. In this examination, multipolarization is applied, and changes in the

array arrangement for the MT are taken into account. As a third step, a two-element

patch antenna array with dual feeds is fabricated based on the design guidelines. The

measurement results show that the improvement factor in channel capacity is shown

to be approximately +20% at two out of three typical positions, compared to a sleeve
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antenna configuration.

Then, this chapter describes the situation in which the BS is mounted in the center

of the ceiling. Low-profile, small structures are required to configure the MIMO an-

tenna. First, this chapter assumes downlink transmission in indoor MIMO systems and

presents the design guidelines for the radiation pattern to obtain large channel capacity

by the ray-tracing method. This chapter then proposes a unidirectional, dual-polarized

MIMO antenna with a thickness of 0.24λ based on the design guidelines. The proposed

antenna consists of dipole antennas mounted horizontal to the ground plane and cavity-

backed slot antennas for vertical polarization. This chapter discusses the application of

the proposed antenna to 2 × 2 MIMO transmission and demonstrates the effectiveness

of channel capacity enhancement in an actual environment. The improvement factor is

revealed to be +16.2% with a place-averaged value compared to a sleeve antenna con-

figuration. Furthermore, a lower-profile MIMO antenna consisting of a loop and dipole

elements is presented. The height of this antenna is 0.16λ (20 mm), and it is designed

based on the guidelines derived by a ray-tracing propagation analysis.

Finally, a MIMO handset antenna is examined. As is the case for the BS, enhance-

ment of channel capacity with fixed antenna configurations is examined on the MT side.

In a handset MIMO antenna, small numbers of elements and ports are desired. To

achieve a large channel capacity in this situation, adjustment of the radiation patterns

is important. This examination focuses on analog techniques, and phase-difference feed-

ing is applied to a handset MIMO antenna with human body effects included. The

phase difference is determined and fixed based on the mean effective gain (MEG) and

the correlation coefficient. The results of a propagation analysis show that channel ca-

pacities with optimum phase difference are larger than those without phase difference in

all angles of incoming wave. This result indicates that the enhancement can be achieved

by using a fixed phase difference, namely, by using simple feeding circuits such as delay

lines.
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4.2 A BS Antenna Mounted in the Vicinity of a Wall

4.2.1 Determination of Antenna Design Guidelines by Numer-

ical Evaluations

Before antenna design, appropriate parameters of the radiation pattern to obtain large

channel capacity are decided using the ray-tracing method. This section shows the

assessment strategy.

Channel Modeling

In this section, the handled target is narrow band single user (SU) MIMO systems. The

number of transmitting (Tx) and receiving (Rx) antennas are denoted by Nt and Nr,

and channel matrix H with Nr × Nt elements is modeled by the ray-tracing method.

Here, the image method is used to calculate the rays precisely [133]. In the calculation of

the received electric field intensity, for simplicity, this analysis considers only reflection

waves and do not consider diffraction waves or scattering waves. The composite electric

field E used to generate channel matrix H is given as follows:

E =
∑
i

λ

4πd(i)
e−jkd(i)Gt(i)Gr(i)Γ(i)

l+m+n (4.1)

where λ is the wavelength, d(i) is the propagation distance of the ith ray, k is the

wave number, and Gt(i) and Gr(i) are the Tx and Rx antenna radiation patterns in

the direction of ray. The ith ray is assumed to be reflected l, m, and n times in the

zx, yz, and xy planes, respectively. Then, Γ(i) indicates multiplication by the reflection

coefficient of l +m+ n times.

In (4.1), the effect of the radiation patterns is considered by Gt and Gr. The use of

directional Tx antennas is assumed, and Gt is calculated as described in [134]:

D(θ) =

{
cosΘh(θ), 0 ≤ θ ≤ π/2, 3π/2 ≤ θ ≤ 2π

0, π/2 ≤ θ ≤ 3π/2

Θh = − log10 2

log10 cos(θ
′
h/2)

(4.2)

where D(θ) is directivity function, θ is the radiation angle from the maximum radiation
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direction, and θ′h is the half-power beam width (HPBW) in a certain plane. Equation

(4.2) gives the radiation pattern in a certain plane. However, the radiation pattern in

an arbitrary plane is the same. The front-to-back (FB) ratio is infinity, and its shape is

a pencil beam. The antenna gain G depending on HPBW is defined as in [135]:

G = 10 log10
4π

θhϕh

(4.3)

where θh rad and ϕh rad are the HPBW in the θ and ϕ planes, respectively, and, for

simplicity in calculation, θh and ϕh are set to the same angle throughout the simulation.

Determination of Parameters: Examination of 2 × 2 MIMO Systems Con-

sidering the Aspect Ratio of the Room

To determine the suitable design guidelines for the MIMO antenna radiation patterns,

parameter studies are conducted using ray-tracing propagation analysis based on the

scenario presented in Fig. 4.1, where the variable t denotes the aspect ratio of the room.

The room size is given by 6 m × 6t m × 2.7 m. In this scenario, the BS is placed

near a wall, and the channel matrices are calculated at 25 MT positions (x, y, 1). The

environments between the BS and all MT positions are LOS without obstacles. The

simulation parameters are shown in Table 4.3. The transmitting and noise powers are

-5 dBm/ch and -85 dBm, respectively, and 2×2 MIMO downlink communication is as-

sumed. The inter-element spacing at both BS and MT are half-wavelength of the 5 GHz

Table 4.1. Principal simulation parameters.

The number of Tx antenna 2
The number of Rx antennas 2

Polarization radiated from Tx antennas Vertical
Carrier frequency 5 GHz

Symbol rate 4 Msps
Modulation scheme QPSK (header),16QAM (data)
Transmitting power -5 dBm/ch

Noise power -85 dBm
Wall material Concrete

Relative permittivity/Conductivity 6.76/0.0023 S/m
Reflection times Up to 5 times



74

HPBW 

θ
      
h

x

y

0

MT (x, y, 1)

BS (3, 0.24, 2.5)BS (3, 0.24, 2.5)

Unit [m]

3

6t

t

6

0.24

Antenna 

elements

HPBW 

       θ
      
h

Angle between

two beams θ
   
s

0.5λ

Figure 4.1. Analyzed room model and location of the BS and MT for determining suitable
radiation patterns (overhead view). The room height is 2.7 m. t denotes the aspect ratio of
the room.

carrier frequency. BS is set in the position of 0.2 m below the ceiling and 0.24 m from

the wall.

For reasons of expediency, the room sizes of x-direction and y-direction are denoted

by xroom and yroom, respectively. In this simulation, channel matrices H are calculated

at 25 points at intervals of xroom × 1/6 m and yroom × 1/6 m by moving the MT for a

certain aspect ratio. The procedure deriving H is shown as follows:

1. Signals constituted by header of Maximum-length sequences (M-sequence) and

data are transmitted from BS.

2. Signals received by MT through the propagation channel are generated by ray-

tracing method.

3. The head of the received frame is searched by a complex sliding correlation using

a reference signal.

4. The channel matrix H is estimated from the reference signal, received data, and

correlation coefficient obtained by a complex sliding correlation.

On the BS side, the HPBW of directional antennas (θh) shown in Fig. 4.1 is changed

from 30◦ to 150◦ at intervals of 30◦. Furthermore, the separation angle between two

beams (θs) is changed from 0◦ to 180◦ at intervals of 20◦. This operation is repeated by

changing t from 0.5 to 2 at intervals of 0.1. Figure 4.2 shows the channel capacity for
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Figure 4.2. Average channel capacity for each HPBW θh as a function of angle between two
beams θs. (a) t=0.5, (b) t=1, (c) t=1.5, and (d) t=2.

each θh as a function of θs. In each figure, place-averaged channel capacity is used, and

the capacity for omni-directional (isotropic) antennas are also evaluated. Here, omni-

directional (isotropic) radiation patterns are considered on the MT side. From these

graphs, it is confirmed that the channel capacity for appropriate directional antenna

configurations outperform that for omni-directional antennas. The radiation pattern

has the optimum θs to maximize the average channel capacity.

Figure 4.3 shows the HPBW (θh) to maximize the average channel capacity as a func-

tion of t. The θh becomes small as the t increases, and narrow HPBW is effective. The
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of the aspect ratio t of the room.
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Figure 4.4. Angles between two beams θs leading to the maximum space-averaged channel
capacity. (θh is fixed to 60◦, and the dotted line indicates θs obtained when the main beams
are pointed to the corner of the room.)

distribution is concentrated on θh = 90◦ and θh = 60◦ in t < 1 and t ≥ 1, respectively.

In these examples, since the channel capacity is considered to be statistically large at

θh = 60◦, as a next step, θs is changed with fixed HPBW (θh = 60◦).

Figure 4.4 shows the relationship between θs with the maximum place-averaged chan-

nel capacity and the aspect ratio. The distribution following the dotted line indicates

that the main beams of the BS should be directed towards the room corners to increase

the channel capacity. Here, θs when the main beams of the BS is directed towards the

room corners is denoted by θs,corner. Then, place-averaged channel capacity for θh=60◦

and θs=θs, corner are derived and are compared with maximum place-averaged chan-

nel capacity obtained by selection of optimum θh and θs. Those channel capacities are

denoted by Ccorner and Cmax, respectively, and those performances are shown in Fig.
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4.5. Since the performances of Ccorner and Cmax are similar, The main beams directed

towards the room corners is effective as a design guideline of radiation patterns.

Determination of Parameters: Examination of 4 × 4 MIMO Systems

The improvement effect of channel capacity is not limited to 2 × 2 MIMO systems,

and it is also confirmed for four streams. Here, considering ease of the realization, the

applied HPBW is wider than the previous target HPBW (60◦). Then, the inter-element

spacing of BS is changed from 0.5λ to 1λ because the antenna spacing for BS is large

compared to that for MT, and dual-polarization is applied to reduce spatial correlation.

Now, to derive channel capacity, the operation of the channel estimation is omitted, and

channel matrices obtained by ray-tracing propagation analysis are directly used. In the

simulation, electric fields are decomposed to TE/TM components in the reflection of the

propagation wave. Here, BS antennas are mounted at (3, 0.2, 2.5) in the room of 6 m

× 6 m × 2.7 m, and the channel matrices are calculated at 121 MT positions in total

by moving the positions. The other parameters such as carrier frequency, transmitting

and noise power, wall material and reflection times are identical to the previous section.

Figure 4.6 shows the simulation scenario and the directional antenna configuration

for BS. Here, two beams are vertical polarization, and the other beams are horizon-

tal polarizations. The radiation patterns for vertical and horizontal polarizations are

overlapped. The angle between beams in the horizontal plane is 60◦, which leads to

beams nearly directed to the corner of the room. The radiation patterns are tilted
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downward by 30◦, and the HPBWs and tilted angles are identical in four beams. Then,

this configuration denoted by V H is compared with the other configurations, such as

Vi, Vd, V , V Hi, and V Hd. Here, Vi and Vd represents isotropic and dipole radiation

patterns for vertical polarization, respectively, and V Hi and V Hd represent those ra-

diation patterns for dual polarization, respectively. In V Hi and V Hd, the positions of

vertical and horizontal polarization elements are identical. On the other hand, V is the

directional antenna configuration radiating vertical polarization. In V , a four-element

linear array parallel to x-axis is used. The beams from each element are pointed to 30◦,

60◦, 120◦, and 150◦ directions from x-axis in the horizontal plane, respectively. In other

words, two beams are pointed to the corner of the room and the other two beams are

pointed to the direction to bisect the remaining angles in the horizontal plane. The

beams also tilted downward by 30◦. On the other hand, on the MT side, the radiation

pattern is isotropic, and vertical and horizontal polarization elements mounted at the

same positions are applied.

Based on cumulative distribution function (CDF), channel capacity for each antenna
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Table 4.2. Median values of the channel capacity based on the CDF. Improvement factor
indicates the value compared with Vi.

Radiation patterns Channel capacity [bits/s/Hz] Improvement factor [%]

Vi 28.51 0
Vd 28.96 +1.58
V 32.66 +14.6

V Hi 29.10 +2.07
V Hd 29.09 +2.03
V H 34.52 +21.1

configuration is evaluated. Figure 4.7 shows the derivation process of median values of

channel capacity based on the CDF. For each antenna configuration, the CDF of the

channel capacity is derived from channel matrices obtained at plural MT positions, and

the value of CDF=50% is extracted. Table 4.2 shows the median value for each antenna

configuration. In this table, the channel capacity is enhanced by using orthogonal polar-

ization and directive patterns effectively, and the effectiveness of the radiation patterns

shown in Fig. 4.6 is confirmed. In [136], it was confirmed that the beams toward corner

of the rooms were effective in 5 m × 8 m × 2.7 m. Therefore, it is considered that this

beam configuration can be applied in small scale-rooms.

Consideration of MT Antenna Arrangement

This section describes the antenna configuration for the BS, considering the arrangement

of the MT in 4 × 4 MIMO downlink transmission. Here, the main beam directions and
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downward tilted angles are identical to those of the previous section. On the MT side,

vertical and horizontal polarization elements with dipole radiation patterns are consid-

ered, and the arrangement of horizontal polarized (H-pol.) dipole elements and array

arrangement (Fig. 4.8) are changed separately.

First, the impact of arrangement of H-pol. dipole elements for the MT on channel

capacity is examined. In this simulation, carrier frequency, transmitting and noise power,

wall material, and reflection times are identical to those of the previous section. Here,

this examination focuses on the BS configuration of HPBW=40◦, 60◦, 80◦, and 100◦

for the directional antenna configurations (Dir) in Fig. 4.6. This examination also

uses BS configurations with dipole radiation patterns (Dip) and with only launched

electric field components without considering any antennas (LE). Then, for a certain BS

configuration and MT configuration with a certain arrangement angle in H-pol. dipole

elements (θH−pol in Fig. 4.9(a)), the channel capacity is obtained at 121 MT positions

just as in the previous section, and the CDF is derived along with Fig. 4.7. Then, CDF

values of 10%, 50%, and 90% are extracted. For all the θH−pol, an identical procedure

is performed, and then, for certain BS configurations, the values of CDF=10%, 50%,

and 90% in the channel capacity as a function of θH−pol are obtained as shown in Fig.

4.9. In this figure, only the performances between 0◦ and 90◦ are shown because the

performances are almost symmetric about θH−pol=90◦.

In Fig. 4.9, channel capacity enhancement by directional antennas is confirmed for

all θH−pol. This indicates that regardless of the arrangement of H-pol. dipole elements
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Figure 4.9. (a) Definition of θH−pol, which represents the arrangement angle of H-pol. dipole
elements, and the CDF values of (b) CDF=10%. (c) 50%, and (d) 90% in the channel capacity
for each BS configuration as a function of θH−pol.

for the MT, the effectiveness of directive radiation patterns for the BS remains valid.

Here, the channel capacity decreases as θH−pol increases because the incident electric

fields of the MT antennas are changed as θH−pol becomes large. In fact, the directions

of the H-pol. dipole elements for the BS and MT are at right angles to each other at

θH−pol=90◦, and in this case, the correlation coefficient becomes large [137]. However,

since this tendency appears in all the BS configurations, the comparative merits and

demerits of Dir and Dip/LE are not changed.

Variations in the channel capacity as a function of HPBW for CDF=10%, 50%, and
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Figure 4.10. (a) Definition of θarray, which represents the angle of array arrangement, and
the CDF values of (b) CDF=10%. (c) 50%, and (d) 90% in the channel capacity for each BS
configuration as a function of θarray.

90% are now evaluated. In particular, property variation is rapid for CDF=10%, and

channel capacity severely degrades for HPBW=40◦. The CDF=10% corresponds to

MT positions with a small channel capacity. Therefore, this degradation results from

the reception level of the direct wave becoming small at some positions when a narrow

HPBW is used. However, wide HPBW is not always good, and the optimum HPBW

is 60-80◦. In contrast, for CDF=90◦, the channel capacity for HPBW=40◦ is similar

to that for HPBW=80◦. The CDF=90◦ corresponds to the MT positions with a large
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channel capacity. Although gain is enhanced for HPBW=40◦, the maximum channel

capacity is not changed. This can be explained by problems of balance between SNR

and spatial correlation and indicates that SNR and spatial correlation have a trade-off

relationship for channel capacity, and that SNR enhancement does not always lead to

channel capacity enhancement.

The impact of the array arrangement for the MT on channel capacity is now exam-

ined. Figure 4.10 shows the channel capacity as a function of θarray (Fig. 4.10(a)), which

is derived in the same manner as Fig. 4.9. As shown in this figure, channel capacity

enhancement by directional antennas is also confirmed for all θarray when the angle of

the array arrangement is changed. When the channel capacity at θarray=0◦ is compared

with that at θarray=90◦, the channel capacity degrades at θarray=90◦. Reference [137] fo-

cused on the positions with a large difference in the channel capacity between θarray=0◦

and θarray=90◦, and revealed the above reason using eigenvalues. At these positions, the

third and fourth eigenvalues are small in θarray=90◦. In other words, MIMO transmis-

sion is concentrated on the upper eigenvalue. However, since the tendency also appears

when the BS configuration is replaced by an LE configuration, the comparative merits

and demerits of Dir and Dip/LE are not changed. In this figure, it is also confirmed

that an HPBW range of 60◦-80◦ is appropriate.

4.2.2 Fabricated Antenna and Measurement

Before the explanation of the fabricated antenna and the measurement performance, the

design guideline for BS based on simulation results are shown as follows,

• Outline is based on Fig. 4.6.

• Target of HPBW and target tilted angle are about 80◦ and 30◦, respectively.

• 4 × 4 MIMO transmission is assumed, and two combinations of two beams over-

lapped with dual-polarization are pointed to the each corner of the room.

The effectiveness of above guidelines are still valid regardless of array arrangement for

MT.

The antenna based on the above design guidelines consists of a two-element patch

antenna array with dual feeds, as illustrated in Fig. 4.11(a). Two beams with orthogonal

polarizations are radiated from each patch antenna, and those are tilted downward
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mechanically, as shown in Fig. 4.11(b). The angle between beams in the horizontal

plane is 60◦, and it is appropriate for 6 × 6 × 2.7 m when the BS is mounted near the

wall. Figure 4.12 shows the radiation patterns, and the HPBWs in the yz and zx planes

are approximately 80◦ and 90◦, respectively, and the antenna gain is 7.0 dBi.

The channel capacity of the BS adopting a patch array was measured under the

environment shown in Fig. 4.13. The room size is about 6.2 m × 5.8 m × 2.7 m, and

is close to 6 m × 6 m × 2.7 m. As a reference, a sleeve array is also used for a dual-

polarization BS antenna, with the spacing between the vertical and horizontal oriented

sleeves is equal to 1λ. For MT antennas, a single dipole antenna is used and moved

to evaluate sixteen channels’ impulse responses by four channels because the measured
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environment is quasi-static and the time variation is small. Under this measurement

condition, the element spacing between MT antennas is 0.5λ. The BS antenna is placed

on the ceiling near a wall using styrene foam. Since the height for BS (2.3 m) is higher

than that for MT (1 m), downward tilt of the beams works well in this scenario. The

channel matrices are measured at the three typical positions 1-3 for the MT, as shown in

Fig. 4.13. At positions 1 and 3, the signals from the four beams of the BS are received

at nearly the identical level, and the SNR at position 1 is higher than that at position

3. At position 2, the signals from the left patch are dominant.

In this measurement, the carrier frequency of 2.45 GHz is used for reasons of expedi-

ency, however, it is no problem because the effectiveness of the design guidelines are still
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applicable even if the frequency changed (One example is shown in section 4.3.). The

channel matrix at each MT position is obtained off-line by complex sliding correlation

using reference signal. The detail of the measurement system is described in [103] [104].

Figure 4.14 shows the measured channel capacity and SNR for the three MT po-

sitions. At all positions, the SNRs for the patch array-based antenna are higher than

those for the reference antenna based on the sleeve array. The channel capacities are

enhanced by the patch array, with improvements of 20% at positions 1 and 2. The

channel capacity for the patch array is slightly smaller than that for the sleeve array at

position 3. This is caused by degradation of the fourth eigenvalue, which is minimum

eigenvalue, in the spatial correlation matrix derived from normalized channel matrix.

However, the patch antenna array enhances the channel capacity by having a high SNR

at the MT positions.

4.3 A BS Antenna Mounted in the Center of the

Ceiling

4.3.1 Determination of Antenna Design Guidelines by Numer-

ical Evaluations

Determination of Target HPBW and Tilt Angles in Radiation Patterns

This section considers the case which BS antenna is mounted at the center of the ceiling.

The dimensions of the simulation model are 6 m × 6 m × 2.7 m, and the characteristics

of 4 × 4 MIMO downlink transmission are examined. Figure 4.15(a) shows an overhead

view of the simulation model. The Tx positions are 2.5 meters high and are fixed at the

center of the ceiling. The Rx positions are 1 meter high and are moved at 0.5 m intervals

in the x and y directions. Channel matrices H are derived at each Rx position. In this

simulation model, there are no obstructions and a LOS condition is assumed, and the

simulation parameters are summarized in Table 4.3.

Now, the optimum HPBW (θh) and beam direction of the directional antennas are

determined. Two Tx antenna configurations are considered to evaluate how to arrange

Tx antennas, as shown in Figs. 4.15(b) and 4.15(c). The reasons for using the spatial
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Table 4.3. Primary simulation parameters.

Number of Tx/Rx antennas 4/4
Carrier frequency 5 GHz
Transmitting power -5 dBm/ch

Noise power -85 dBm
Wall material Concrete

Relative permittivity/Conductivity 6.76/0.0023 S/m
Maximum number of reflections 5
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orthogonal beams are to realize an orthogonal propagation channel, to realize symmetric

property of the channel capacity in the room, and to decrease the spatial correlation.

All of the elements radiate vertical polarization. The inter-element spacings at the Tx

and Rx antennas are one wavelength and one half of a wavelength of the 5 GHz carrier

frequency, respectively. Figure 4.15(d) shows the channel capacity for various θh in the

configurations shown in Figs. 4.15(b) and 4.15(c). The channel capacity is evaluated

by the 50% values at the cumulative distribution function (CDF) (CCDF,50%) in Fig.

4.15(d). The capacity in Fig. 4.15(b) is larger than that in Fig. 4.15(c) and increases

as θh becomes narrower. Here, although θh=60◦ is the largest, θh=80◦ is selected in

consideration of the actual antenna size because a large antenna is required in order to

realize narrow θh. In above results, the Rx array configuration was linear and arranged

parallel to y axis. Figure 4.16 shows CCDF,50% for Tx array arrangement in Figs. 4.15(b)

and 4.15(c) as a function of the angle of Rx array arrangements. The channel capacity

of Fig. 4.15(b) is also larger than that of Fig. 4.15(c) when the Rx array arrangement is

changed. For these antenna configurations (beam direction of Fig. 4.15(b) and θh=80◦),

the tilt angle shown in Fig. 4.17(a) is also decided. Figure 4.17(b) shows the variation

of channel capacity as a function of tilt angle, and 30◦ is shown to be optimum. Thus,

the beam direction of Fig. 4.15(b), θh=80◦, and the tilt angle=30◦ are considered as

guidelines for the radiation pattern.
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Analytical Study of Channel Capacity Enhancement

For the antenna configuration selected in the previous section, which is denoted by V ,

the enhancement effect of channel capacity is evaluated. The evaluation is also con-

ducted for the effect of applying orthogonal polarization to the selected configuration,

which is denoted as V H and is shown in Fig. 4.18. Vertical polarization and horizontal

polarization are allocated alternately in the horizontal plane, and this is to avoid high

correlation at Rx. As the beam selection method, the case where the beam directions

of both vertical and horizontal polarizations are the same is also a candidate. This

configuration is denoted as V H(Same) hereafter. The value of CCDF,50% of the V H con-

figuration shown in Fig. 4.18, 32.5, is similar to that of the V H(Same), 32.3. However,

the standard deviations of the channel capacities at all the receiving positions using

the V H and V H(Same) configurations are 2.88 and 5.02, respectively. Since the V H

configuration can suppress the variation of the channel capacity, the V H configuration

is selected in this study.

Here, the designs of the radiation pattern and polarization are considered indepen-

dently in V H configuration. When orthogonal polarization is applied, there is a possi-

bility that the appropriate HPBW is wider because the coupling effect between adjacent

elements is low. Table 4.4 shows 50 % values of the channel capacity and the composite

electric field derived from (4.1) in the wider HPBW than 80◦. When orthogonal po-

larization is applied, the capacity of HPBW=80◦ is also larger than that of the wider

HPBW, and this is because of the higher received power.
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Table 4.4. 50 % values of capacity and composite electric field at the CDF (CCDF,50%,
ECDF,50%) for each HPBW in V H configuration.

HPBW CCDF,50% [bits/s/Hz] ECDF,50% [dB]

80◦ 32.5 -51.8
100◦ 31.6 -53.2
120◦ 30.6 -54.2

The capacity enhancement is demonstrated through comparison with other radiation

patterns, which include isotropic (Vi) and dipole (Vd) radiation patterns for vertical

polarization and V Hi and V Hd radiation patterns for dual polarization. Each radiation

pattern in the vertical and horizontal planes is shown in Figs. 4.19(a) and 4.19(b). Note

that configurations Vi and Vd are the same as configuration V , except for the radiation

pattern, which is also true for V Hi and V Hd. In Vi, Vd, and V , the Rx antenna is a

linear array with four vertical polarized antennas mounted parallel to the y-axis. In

V Hi, V Hd, and V H, two couples of vertical and horizontal polarized antennas mounted

at the same positions are considered. This array arrangement is also parallel to the

y-axis. In both cases, the radiation pattern is isotropic.

Figure 4.20 shows the capacity CDF of the selected antenna configuration for var-

ious radiation patterns. Capacity enhancement by directive radiation and orthogonal

polarization is confirmed. When V is compared to Vi, the capacity is enhanced in both

the high- and low-CDF regions in Fig. 4.20. This suggests that the selected antenna

configuration is effective in both high- and low-SNR regions. Here, CCDF,50% of Vi, V ,
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and V H are 29.5, 31.4, and 32.5 bits/s/Hz. The improvement factors of V and V H

relative to Vi are +5.66% and +10.1%, respectively. In addition to the 6 m × 6 m ×
2.7 m simulation model, this analysis also examine the 5 m × 8 m × 2.7 m simulation

model in a similar manner. As an afterthought, it was confirmed that the capacity was

enhanced by the designed radiation pattern if the room size had minor deviations.

As discussed later, 2.4 GHz band frequency is used in the fabrication of the prototype

MIMO antenna and the channel measurement. Wireless local area network (WLAN) is

an application example of this study. In WLAN, 5 GHz and 2.4 GHz band frequencies
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Figure 4.21. Comparison of capacity CDF between antenna configurations with the selected
radiation pattern and various other radiation patterns (Carrier frequency is changed to 2.45
GHz).

are allocated, and the miniaturization of the antenna is required for 2.4 GHz band

more strongly. Then, the possible application of the above discussion about channel

capacity to 2.4 GHz band is examined. Figure 4.21 shows the capacity CDF of the V H

configuration shown in Fig. 4.18 for various radiation patterns as well as Fig. 4.20,

where the frequency is 2.45 GHz used in the channel measurement. For 2.4 GHz-band,

large channel capacity is also obtained by the V H configuration.

Then, the performance of 2 × 2 MIMO-SDM is also evaluated. Ray-tracing propa-

gation analysis is performed using the frequency of 2.45 GHz, and the simulation model

is shown in Fig. 4.22. The model is same as Fig. 4.15 (a), however, the reception range

is different. At the Tx side, two elements of V (Vertical polarization) and H (Horizon-

tal polarization) are used, and V H configuration in Fig. 4.18 is compared with V Hd

(dipole radiation pattern). In this simulation, Rx antennas are dipole antennas with

two elements. One element is inclined parallel to the ground, and the other is arranged

perpendicular to the ground, and those elements are arranged in one position. At each

receiving position, plural Rx array orientations are considered. Figure 4.23 shows the

channel capacity CDF, and the enhancement by the V H configuration is confirmed in

CDF 10 %, 50 % and 90 % values. This indicates that in 2 × 2 MIMO-SDM, the efficacy

of the V H configuration is also shown.
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Figure 4.23. Simulation results of channel capacity in 2×2 MIMO-SDM for V Hd and V H
configurations.

4.3.2 A Low-Profile MIMO Antenna with Slot and Dipole An-

tennas

A low-profile MIMO antenna for 2.4 GHz based on the configuration of Fig. 4.18 is

presented in this section. The design procedures are described in [138], and the MIMO

antenna consists of cavity-backed slot antennas and printed dipole antennas with a com-

plementary relation, as shown in Fig. 4.24. Although the dipole antennas are mounted

around the slot antennas, there is little effect on the radiation of the individual anten-

nas because their polarizations are orthogonal and the isolation between the antennas

is less than -20 dB. The heights of the slot and dipole antenna elements are 30 mm and

20.5 mm, respectively, as shown in Figs. 4.24(c) and 4.24(d). The number of elements is
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Figure 4.24. (a) Structure of the prototype MIMO antenna. (b) Inner structure of the cavity-
backed slot antennas. (c) and (d) Slot and dipole antenna radiating vertical and horizontal
polarization.

four, and vertical (V) and horizontal (H) polarizations are radiated from the slot and the

dipole, respectively. Partitions are mounted diagonally in the cavity, as shown in Fig.

4.24(b). These partitions suppress the backward radiation, and a uni-directional radia-

tion pattern is achieved for slot antennas. The partitions also reduce mutual coupling

between slot antennas. A corner reflector effect by the ground plane and the conducting

surface of the cavity provide a uni-directional pattern for the dipole antennas.

The tilt angle of each radiation pattern from the xy plane is influenced by the height

of the cavity and the size of the ground plane. Dipole location (height and distance from

the cavity) also has an effect on the tilt angle for dipole elements, which is considered

independent of the slot elements because the polarizations of the slot and dipole ele-

ments are orthogonal. In particular, a small height is desired for a low-profile structure.

However, when the height is decreased, a large current flows on the upper surface of the

cavity, and the radiation pattern of the slot points toward the z-direction. The radiation

pattern of the dipole denotes same tendency because reflections from the conducting

surface of the cavity are suppressed. When the ground size is decreased, reflections from

the ground plane are suppressed. As a result, the main beam is pointed in the horizontal

direction, and the HPBW increases due to diffraction from the edge of the ground plane.

The height of the cavity, the location of the dipole elements, and the size of the ground

plane are decided in consideration of the above [138]. Figure 4.25 shows the fabricated
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Figure 4.25. Photograph of the prototype MIMO antenna.

prototype MIMO antenna. The antenna is placed upside down on the ceiling when in

use, as shown in Fig. 4.25, and the radiation pattern is tilted downward to point toward

the Rx antenna, the height of which is lower than that of the Tx antenna.

Next, the measured characteristics of the prototype MIMO antenna are presented.

Figure 4.26(a) shows the radiation patterns in the vertical plane of the slot and dipole

antenna elements. This figure illustrates the characteristics of a single pair of V and H

elements (1V and 1H). Figure 4.26(a) demonstrates that both of the radiation patterns

are tilted from the x-direction toward the z-direction. The HPBW of 1V and 1H are

84◦ and 85.5◦, respectively. The angles between the x-direction and the maximum radi-

ation direction for 1V and 1H are 45◦ and 66.5◦, respectively. These values are large

because we just focus on the direction of the maximum radiation. However, HPBW

is comparatively large, and the gain is sufficient in the 30◦ tilted direction from the x

to z-direction. Therefore, above radiation patterns are suitable. Figure 4.26(b) shows

the radiation pattern in the 30◦ slanted plane from the xy plane toward the z-direction,

where 0◦ indicates the 30◦ tilted direction from the x-direction toward the z-direction.

The HPBW of 1V and 1H are 61◦ and 53◦, respectively. Figures 4.26(a) and 4.26(b)

demonstrate that the uni-directional radiation pattern with a narrow HPBW and the

tilt angle toward the z-direction are obtained in the slot and dipole elements, the ra-

diation patterns of which are similar. In this antenna structure, the main beams are

pointed in four directions with spatial orthogonality in the horizontal plane because four

slot/dipole antennas are mounted at right angles to each other.
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Figure 4.27. Measurement environment and positions of the Tx and Rx antennas.

In addition, VSWR characteristics measured at 2.3-2.6 GHz are evaluated. The

VSWR of the slot is less than 2 at 2.3-2.54 GHz, and that of the dipole is less than 1.6

at 2.3-2.6 GHz.

4.3.3 Measurement Based Evaluation for Channel Capacity

Setup of the MIMO Transmission Experiments

Channel measurements are performed in an actual environment using the prototype

MIMO antenna. A detailed description of the measurement system is provided in [103].

The measurement space is 5.75 m × 6.15 m × 2.70 m, as shown in Fig. 4.27, and, as
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Table 4.5. Examined antenna configurations.

Target: Target for comparison:
Tx Prototype MIMO antenna Sleeve antennas
Rx Sleeve antennas

shown in Fig. 4.25, the prototype MIMO antenna is fixed at the center of the ceiling

as the Tx antenna. The height is 2.57 m, and the main beams are pointed toward

the side wall of the room. The state of the prototype MIMO antenna is associated

with the V H configuration shown in Fig. 4.18, and vertical polarization and horizontal

polarization are allocated alternately in the horizontal plane as shown in Fig. 4.27.

Channel measurements are performed by changing the Rx positions at intervals of 1 m

in the horizontal plane, as shown in Fig. 4.27, in consideration of the symmetric property.

The channel matrix at each position is obtained off-line by complex sliding correlation

with the maximum length sequence (M-sequence). For simplicity, this measurement

assumes 2 × 2 MIMO transmission at each Rx position, and at the Tx antenna, elements

2H and 3V are used to cover the received area, as shown in Fig. 4.27.

Not only the prototype MIMO antenna but also sleeve antenna configuration are

used as the Tx antenna for the performance comparison. The polarization, array ar-

rangement, and element spacing of the sleeve antennas used at Tx side are the same

as for the prototype MIMO antenna, and elements 2H and 3V are also used. On the

other hand, sleeve antennas are used as the Rx antennas. One element is inclined par-

allel to the ground, and the other is arranged perpendicular to the ground. They are

closely arranged, and the height of the Rx antenna is fixed at 1.02 m. The Tx and Rx

configurations are summarized in Table 4.5. For the simplicity of the expression in the

following section, the cases using “prototype MIMO antenna” and “sleeve antennas” are

represented as Sd and Sl, respectively hereafter. The environments between the Tx and

Rx antennas are a LOS and quasi-static at all of the Rx positions. The measurement

frequency is 2.45 GHz.

Measurement Results

Figure 4.28(a) shows the time averaged SNRs of Sd and Sl at each Rx position shown

in Fig. 4.27. The SNR of Sd changes with the Rx position, and higher SNR is observed
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Figure 4.28. Characteristics comparison between Sd and Sl. (a) SNR and (b) channel
capacity.

at positions near the Tx antenna, such as positions 2, 4, and 5. At positions 1 and 7,

which are far from the Tx antenna, the SNR is lower than at the positions near the

Tx antenna but is higher than that of Sl. The SNR is enhanced by Sd at five out of

seven positions. The place averaged SNR of Sl and Sd are 11.5 and 14.1 dB, and 2.6 dB

enhancement by Sd is confirmed. Figure 4.28(b) shows the channel capacity of Sd and

Sl at each Rx position shown in Fig. 4.27. The channel capacity of Sd is larger than

that of Sl at the positions with larger SNR, with the exception of position 4. Therefore,

the SNR has a great influence on the channel capacity. In particular, a large capacity

enhancement (2.18 times) by Sd is confirmed at position 2. This is due to the high

SNR, because the spatial correlation of both configurations are almost same (Sl: 0.68,

Sd: 0.65). The place averaged channel capacities of Sl and Sd are 6.1 and 7.1 bits/s/Hz,

respectively, and the improvement factor by Sd is 16.2 %. The predominant feature is

that the capacity is enhanced at positions 1, 2, and 7 with small capacity in the case

of Sl because requirement of enhancement at small capacity positions is higher than

at large capacity positions. The maximum and minimum capacities at all of the Rx

positions of Sl are 7.9 and 3.9 bits/s/Hz, respectively, and those of Sd are 9.5 and 5.4

bits/s/Hz, respectively. Both channel capacities are enhanced by Sd. Consequently, the

MIMO capacity performance of Sd is the same or better than that of Sl.

The capacity of Sd is decreased only at position 4, despite the SNR being higher than

that of Sl. The reason for it is examined using the eigenvalue of the spatial correlation
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Figure 4.29. (a) First and (b) second eigenvalues of Sl and Sd as functions of SNR.

matrix. The channel capacity shown in (3.18) is transformed as follows:

C =
2∑

i=1

log2

(
1 +

Ptλi

Ntσ2

)
(4.4)

where λi (i = 1, 2) are the eigenvalues of the spatial correlation matrix HHH , which

satisfy λ1 > λ2. Figures 4.29(a) and 4.29(b) show the variation in the first and second

eigenvalues as functions of the SNR at the positions satisfying the condition in which

the SNR of Sd is higher than that of Sl. In Fig. 4.29(a), the first eigenvalue increases

with increasing SNR at all of the Rx positions. The second eigenvalue increases in a

similar manner at the positions 1, 2, 5, and 7, but decreases at position 4, as shown

in Fig. 4.29(b). The decrease of the second eigenvalue of Sd provide channel capacity

decrease. The large first eigenvalue has been reported to be obtained by the adjustment

of the radiation pattern in directional antennas [139]. Although the first eigenvalue is

dominant for the channel capacity, the second eigenvalue is also an important factor for

enhancing capacity in directional antennas.

4.3.4 Low-Profile MIMO Antenna with Loop and Dipole An-

tennas

The previous section evaluated a BS MIMO antenna mounted on the ceiling for downlink

transmission, and demonstrated that directive radiation patterns with a tilt angle in the
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Table 4.6. Improvement factor of the channel capacities for V and V H compared to those
for isotropic antennas.

Room size
Configurations 6 m × 6 m × 2.7 m 5 m × 8 m × 2.7 m

V +6.34 +3.78
V H +10.1 +5.88

downward direction were effective for enhancing SNR and channel capacity compared

to a sleeve antenna configuration. The MIMO antenna was constructed using cavity-

backed slot antennas and dipole antennas. Here, this antenna structure is modified, and

a lower profile antenna with a height of 0.16λ (20 mm) is presented. This is for use

with a 2.4 GHz BS and consists of loop and dipole elements for vertical and horizontal

polarizations, respectively. The structure provides uni-directional radiation patterns

in four orthogonal directions in the horizontal plane, which were designed considering

previously described propagation characteristics.

Target Specifications of the Designed Antenna and a Method to Achieve

Them

As described before, the assumption is that the Tx was mounted on the center of the

ceiling in a hexahedron room. Four beams with downward tilt were radiated in four

orthogonal directions in the horizontal plane. Table 4.6 summarizes the improvement

factor of 4 × 4 MIMO channel capacities for the configurations derived from Figs. 4.15

and 4.17 (V ), which has only vertical polarized elements, 80◦ HPBW, and 30◦ downward

tilt angle, and the configurations in Fig. 4.18 (V H), compared to the capacities for

isotropic antennas.

As indicated in Table 4.6, capacity enhancement by V and V H were confirmed

in both 6 m × 6 m × 2.7 m and 5 m × 8 m × 2.7 m rooms, indicating that the

appropriate settings for directional antennas and polarization are effective for channel

capacity enhancement. From these results, design guidelines for the radiation patterns

and polarizations are set based on V H. For HPBW, the target angle range is set as

60-80◦. Figure 4.24 presented the MIMO antenna based on the design guideline of Fig.

4.18, which were constructed by slot and dipole elements. The goal of this section is

to reduce the MIMO antenna height to 20 mm with the desired radiation patterns. In
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Fig. 4.24, the antenna height was determined by the slot antennas, which were vertical

polarization elements. However, a lower-profile antenna cannot be achieved using this

structure because a large current flows on the upper surface of the cavity, and the

radiation patterns of the slot antennas point toward the z-direction. Therefore, the use

of other low-profile vertical polarization elements is required to reduce the height. As a

result, slot antennas are replaced by different antennas in an attempt to realize a low-

profile MIMO antenna.

Antenna Design: Examinations of Vertical-Polarization Elements

For vertical polarization elements mounted on the ground, candidates for low-profile

wire antennas are inverted-F antennas and transmission line antennas, namely loop

antennas (Figs. 4.30(a) and 4.30(b)). The radiations to the z and y directions for

the loop antenna are suppressed, as compared to those for the inverted-F antenna. As

mentioned, the assumption is that the MIMO antenna would be placed upside down on

the ceiling when in use. In this situation, an obliquely upward beam tilt and narrow

HPBW are required in the radiation patterns to obtain large channel capacity. To

realize these conditions, suppression of the radiation in the z and y directions of the

loop is readily achievable. In addition, as loop antennas have a wider bandwidth than

inverted-F antennas, loop antennas are selected for the vertical elements [140]-[142].

To generate a uni-directional radiation pattern, a reflector was mounted on the

ground. Moreover, as shown in Fig. 4.30(c), four loop antenna with reflectors arranged

at right angles on the ground are set in a similar way to slot antennas in Fig. 4.24. With

the addition of the reflector, a uni-directional radiation pattern with vertical polariza-

tion is obtained, and the cross polarization and mutual coupling between elements are

sufficiently low [140].

Antenna Design: Combinational Antenna With Vertical- and Horizontal-

Polarization Elements

For horizontal polarized elements, dipole antennas are set in a similar way to Fig. 4.24.

Specifically, dipole antennas printed on both sides of a glass epoxy dielectric substrate

(εr=4.8) with 1.6 mm thickness are used as shown in Fig. 4.31. On the ground side

of the substrate, the conductor increases in width from 4 to 12 mm forming a tapered

shape, and functions as a balun.

Figure 4.32 shows a designed MIMO antenna, which is constituting of loop and dipole



102

220 220
41

15

15

60

220 220220 220

(a) (b) (c)

Unit [mm]

1

10

22
25

40

34

x y

z

Figure 4.30. Layout of (a) a single inverted-F antenna, (b) a single loop antenna (c) four
loop antennas with reflectors [140] mounted on the ground.

Perfect conductor

Dielectric substrate

Unit [mm]

Feed point

Front

Back

20

20

48

20

4

4

4

12

4

4

4

4

Figure 4.31. Printed dipole antenna used for horizontal polarization elements. Conductor
and substrate thicknesses are 0.035 and 1.6 mm, respectively. The relative permittivity of the
glass epoxy substrate is 4.8.

elements [143]. To obtain the desired radiation patterns, directors and reflectors are

added in horizontal polarized elements. The length (mm) and location of each element

are shown in the two-dimensional model. The feeding elements and reflectors for the

loop antennas are 1 mm wide, and the directors and reflectors for the dipole antennas

are 4 mm wide. All of the elements are made of perfect conductors. The heights of the

loop and dipole elements are 15 and 20 mm, respectively. Fig. 4.33 shows the fabricated

antenna, for which a copper plate is used for the ground plane, loop antennas, directors,

and reflectors. Feedings to loop and dipole antennas are conducted from beneath the

ground by feed pins. The directors and reflectors of the dipole antennas are fixed using
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Figure 4.33. Photograph of the fabricated MIMO antenna consisting of loop and dipole
elements.

styrene foam.

Figure 4.34 shows the comparison between calculated and measured S-parameters of
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Figure 4.34. (a) Reflection characteristics for the loop and dipole elements of the proposed
MIMO antenna. (b) Mutual coupling between vertical and horizontal polarization elements,
and between facing vertical polarization elements. (c) Mutual coupling between adjacent verti-
cal elements. Dotted and solid lines represent simulation and experimental data, respectively.

the MIMO antenna, which correspond to dotted and solid lines. As seen in Fig. 4.34(b),

the reflection characteristics (S11 and S55) of the loop and dipole elements are less than

-10 dB at 2.4 GHz in both the calculated and measured data. Mutual coupling between

the vertical and horizontal polarization elements (S51) is approximately -20 dB at 2.4

GHz, which is sufficiently low. Although the mutual coupling between the facing vertical

polarization elements (S31) is slightly strong in the calculated data, all of the isolation

characteristics, including mutual coupling between the adjacent vertical elements shown

in Fig. 4.34(c), are nearly less than -20 dB in the measured data.

Figure 4.35 shows the comparison between the calculated and measured radiation

patterns in the zx plane for the loop and dipole antennas. The cross polarizations are

sufficiently low, and uni-directional radiation patterns with suppressed backward radia-

tions are obtained. According to the simulations, the tilt angles of the loop and dipole

antennas are 61.0◦ and 52.0◦, respectively, and the HPBWs are 55.5◦ and 70.9◦, respec-

tively. Although the calculated radiation patterns are normalized with the maximum

value in Figs. 4.35(a) and 4.35(b), the maximum gain for the loop and dipole elements
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Figure 4.35. Calculated and measured radiation patterns for (a) loop (port 1) and (b) dipole
(port 5) elements. The calculated radiation pattern is normalized with the maximum value in
each figure.

are 8.0 dBi and 8.2 dBi, respectively. Notably, the measured radiation patterns are

similar to the calculated radiation patterns. The tilt angles for the loop and dipole

antennas are 63◦ and 50◦, respectively, and the HPBWs are 61◦ and 78◦, respectively.

As indicated by these results, the desired radiation patterns were achieved based on the

design guidelines of 60-80◦ HPBW and a 30◦ downward tilt angle, and a MIMO antenna

with a thickness of 20 mm has been realized.

In this section, the antenna design was based on the assumption of 4×4 MIMO

transmission by dual-polarization. However, this antenna is capable of transmitting

up to eight streams, and up to four streams with vertical or horizontal polarization

depending on the state of MT. In addition, the proposed antenna can be used as a

pattern diversity antenna, and vertical and horizontal polarizations can be radiated in

the identical directions. Thus, the potential applications of the proposed antenna cover

a wide range of possibilities.
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4.4 A Handset Antenna with Phase Difference Feed-

ing

In upcoming cellular phone services, high-speed data transmission is expected and the

MIMO system is a key technology. Large channel capacity is achieved using many

antenna elements. However, it is difficult to mount many built-in antennas owing to

space constraints in the handset. In addition, a small number of ports is desired to realize

a simple receiver. To enhance channel capacity effectively for a small number of antenna

systems, antenna pattern control is an appropriate solution. Antenna patterns can be

changed by analog techniques as shown in [91] and [92], and the cost and complexity are

lower than those of digital techniques.

To evaluate handset antennas, the effect of the cellular phone chassis and the human

body should be considered. Channel capacity of a handset MIMO antenna is evaluated

by including these effects in [144]. However, there are few studies applying radiation

pattern changes by analog techniques to a handset MIMO antenna. In [145] and [146],

the application of analog phase shifters to the antenna for pattern control was considered.

Channel capacity enhancement was confirmed by optimizing the phase difference based

on MEG and the correlation coefficient. This section shows the enhancement by these

schemes including human body effects and reveals that the enhancement can be achieved

by a fixed phase difference, namely, by using simple feeding circuits such as delay lines.

A Multiantenna for a Handset and a Human Phantom Model

This section focuses on downlink communications, and a handset MIMO antenna is

used on the receiving side. The antenna consists of inverted F-shaped wire antennas

(IFAs), and is mounted on top of a conducting box imitating a handset terminal, as

shown in Fig. 4.36. The structure is slightly different from that of [146] because the

target frequency is different, being 2 GHz, as will be used for next-generation high-

speed data communication. In Fig. 4.36, the arrangements of array 1 and array 2 are

mutually orthogonal because larger capacity was obtained this way than with parallel

arrangements [146]. Four antennas combined through phase-difference feeding structures

provide two output ports to the receiver in Fig. 4.36. The conducting wires of the IFA

are bent and the IFA parameters are optimized to resonate at 2 GHz. The shorting
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Figure 4.37. S-parameters of the handset antenna.

pin of the IFA is adjusted to suppress the S11 to less than -10 dB, and the S11 of each

element has good performance, as shown in Fig. 4.37. The antenna characteristics in

this section are calculated by FEKO [147].

In the analysis of the handset antenna, human body effects are considered by the

viewer mode human phantom shown in Fig. 4.38. The head model is based on COST

244 [148], and the shape is a sphere with a radius of 100 mm, a relative permittivity

(εr) of 40, and a conductivity (σ) of 1.4 S/m. For the other parts of the human body, εr

and σ are 54 and 1.45 S/m determined based on the electric constant of muscle. Figures

4.39(a) and 4.39(b) show radiation patterns in the xy plane of array 1 and array 2,



108

Figure 4.38. Human phantom.
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Figure 4.39. Radiation patterns in the xy plane (δ=0◦) for (a) array 1, (b) array 2.

where the phase difference is 0◦. The radiation pattern is distorted because reflection

and absorption are caused by the hand and the body.

Procedure for Determining the Phase Difference and Channel Capacity

The phase difference of the handset MIMO antenna is determined by MEG (Ge) and

the correlation coefficient (ρ). In Rayleigh fading environments, they are given by [149],

[150],

Ge =

∫ 2π

0

∫ π

0

(
XPR

1 +XPR
GθPθ +

1

1 +XPR
GϕPϕ

)
· sin θdθdϕ (4.5)
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ρ =
g12(θ, ϕ) · ej2πdx·r(θ,ϕ)/λ√

g11(θ, ϕ)
√
g22(θ, ϕ)

(4.6)

gij =

∫ 2π

0

∫ π

0

(XPR · E∗
θiEθjPθ + E∗

ϕiEϕjPϕ) sin θdθdϕ (4.7)

where XPR is the cross polarization power ratio. Gθ, Gϕ, Pθ and Pϕ are the θ and

ϕ components of the antenna power gain pattern and the angular density functions of

incoming plane waves, which are assumed to be uniform distribution (Pθ =Pϕ=1/4 π).

Eθk and Eϕk (k=1, 2) are θ and ϕ components of the complex electric field radiation

pattern of each array. ej2πdx·r(θ,ϕ)/λ shows the phase difference depending on the positions

of the elements.

Phase differences with maximum MEG and minimum correlation coefficient are de-

rived. Here, there are two MEG values for two output ports in the array geometry of

Fig. 4.36, and the two MEG values for the evaluation factor are simply added. This

criterion is equivalent to the sum of received signal strength indicator (RSSI) levels by

the two receivers. As shown in Fig. 4.36, the phase difference is denoted by δ, and the

δ between #1 and #2 is identical to that between #3 and #4. Sum of MEGs, which is

denoted by (MEG), and the correlation coefficients (ρ) as a function of δ at 30◦ intervals

are evaluated. The maximum MEG is 2.23 dBi at δ=-30◦ (ρ=0.03), and the minimum ρ

is 0.01 at δ=30◦ (MEG=2.15 dBi). As a reference, MEG and ρ at δ=0◦ are 1.15 dBi and

0.38. The results show that low spatial correlation is also obtained by the maximization

of MEG. The radiation patterns in the xy plane at δ=-30◦ and δ=30◦ are similar, as

shown in Figs. 4.40 and 4.41. The radiation patterns are changed, compared to those

at δ=0◦ of Figs. 4.39(a) and 4.39(b). In both Figs. 4.40 and 4.41, the directions of the

strong (weak) radiation in array 1 and the weak (strong) radiation in array 2 are identi-

cal. It is known that orthogonal radiation patterns lead to good diversity performance

[151], and it is also a common view that the orthogonal radiation patterns typified by

E-SDM lead to good MIMO performance. This results in Fig. 4.40 and 4.41 meet the

results of the previous works.

The channel capacity is calculated next. The propagation model is a Nakagami-

Rice propagation model together with the Kronecker scattering assumption [152]. The

number of transmission antennas is 2, and no correlation exists between the antennas.
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Figure 4.40. Radiation patterns in the xy plane (δ=-30◦) for (a) array 1 and (b) array 2.
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Figure 4.41. Radiation patterns in the xy plane (δ=30◦) for (a) array 1 and (b) array 2.

The SNR is 20 dB, the cross-polarization power ratio (XPR) is 0 dB, and Rician factor

is 3 dB. The details of the propagation analysis are described in [146]. For simplicity, the

simulation assumes that all the incoming waves are concentrated in the xy plane, and the

angle of the incoming wave ϕ is defined in Fig. 4.42(a). Since Nishimori et al. observed

strong received signals from the horizontal directions in an indoor measurement[153], this

two-dimensional model is not unrealistic. Figure 4.42(b) shows the channel capacity of

the handset MIMO antenna with the phase difference determined by MEG and ρ as

a function of ϕ. Channel capacities with optimum phase difference are larger than

those without phase difference for all incoming wave angles. The maximum and average

improvement factors by the MEG criterion (δ=-30◦) are 20.6 % and 14.7 %, respectively.

Those by the ρ criterion (δ=30◦) are 20.2 % and 15.2 %, respectively.
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Figure 4.42. (a) Definition of the angle of the incoming wave and (b) channel capacity as a
function of the angle of the incoming wave.

4.5 Summary

This chapter presented the MIMO antenna configuration methodology by using radiation

patterns effectively. First, this chapter focused on MIMO downlink transmission in an

indoor BS mounted in the vicinity of the wall. Then, by using a ray-tracing propagation

analysis, it was revealed that a narrow HPBW of 60◦-80◦ pointed to the corner of the

room was effective in obtaining large channel capacity. In this analysis, the design

guidelines were derived by considering various elements, such as polarization, positions

and array arrangements of the MT and the aspect ratio of the room. Based on the

design guidelines, a patch antenna array with dual-feeds was fabricated, and then the

measurement was conducted in the small room measuring 6.2 m × 5.8 m × 2.7 m. The

results showed that the 4 × 4 MIMO channel capacity was enhanced by approximately

20% at two out of three typical MT positions, compared to that for sleeve antenna

configurations. This enhancement was attributed to the increased SNR.

Then, this chapter presented a low-profile dual-polarized directional MIMO antenna

for transmission. Guidelines for the radiation pattern based on the channel capacity were

derived using ray-tracing propagation analysis. The following design guidelines were

obtained: The main beam directions are orthogonalized in the horizontal plane and are

tilted 30◦ downward in the vertical plane, and the HPBW is 80◦. These design guidelines

are applicable for conditions in which the Tx antennas are mounted in the center of a

room ceiling to realize a LOS environment to the Rx antenna and the room is small-

sized, as typified by 6 m × 6 m × 2.7 m. Then, the MIMO antenna for the 2.4-GHz band
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was configured by four cavity-backed slot and four printed dipole antenna elements to

achieve the above parameters. Slot and dipole elements radiate vertical and horizontal

polarizations, respectively. This chapter presented the measured characteristics and

revealed that a unidirectional radiation pattern with a tilt angle in the vertical plane

was obtained in these structures. Channel measurements in an actual environment were

also performed, and the SNR and channel capacity were compared with those of the

sleeve antenna configuration. The place-averaged SNR of the proposed antenna was 14.1

dB, and the improvement factor was 2.6 dB. The place-averaged channel capacity of the

proposed antenna was 7.1 bits/s/Hz, and improvement factor was 16.2%. The results of

the present study revealed that the MIMO capacity performance was the same or better

than that of the sleeve antenna configuration. A low-profile MIMO antenna for the

2.4-GHz band with a thickness of only 0.16λ (20 mm) was also developed. This antenna

consisted of loop and dipole elements, and it was also based on the design guidelines

derived by the ray-tracing propagation analysis. The reflection characteristics of the

loop and dipole antennas were less than -10 dB, and mutual coupling between vertical

polarization elements, and between vertical and horizontal polarization elements were

nearly less than -20 dB in the measured data.

Finally, this chapter briefly examined the MT side. Here, fixed-phase-difference

feeding was applied to a MIMO handset antenna and the channel capacity was evaluated

by a propagation analysis including human body effects. The results revealed that

when human body effects were considered, the channel capacity was also enhanced by

optimum fixed phase difference based on the mean effective gain and the correlation

coefficient. The enhancement was confirmed for all incoming wave angles, and the

average improvement factor from each criterion was 14.7 % and 15.2 %, respectively.

The enhancement can be achieved by fixed phase difference, namely, by using simple

feeding circuits such as delay lines.



Chapter 5
Feeding Circuits with a Switching

Function for Multiradiation Patterns

5.1 Introduction

This chapter proposes a novel feeding circuit with a switching function to alter the

shapes and directions of radiation patterns. First, techniques to realize cardioid and

figure 8 radiation patterns are presented. Then, as modified versions, techniques to

realize omnidirectional and directive radiation patterns are presented. Those techniques

are based on array antenna theory, and the multiradiation pattern is generated by the

switching of feed elements and phase-difference feeding.

Since the proposed scheme does not lead to radiation patterns with high gain, the

function is not to enhance the SNR but to prevent SNR reduction. Therefore, when

the contents of this chapter are connected with Chapter 3, the proposed scheme is

positioned as a technique to reduce the spatial correlation. This chapter is also related to

Chapter 4. In Chapter 4, channel capacity enhancement by fixed radiation patterns was

discussed, and by using this approach, overall MIMO performance is enhanced. However,

a closer examination reveals positions of degraded performance’s, and the approach is

not always sufficient. Therefore, the content of this chapter is also positioned as one

countermeasure against the problem raised in Chapter 4. Furthermore, system-level

examinations relevant to beam switching are discussed in Chapter 6.
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5.2 Switching of Cardioid and Figure 8 Radiation

Patterns

5.2.1 Concept and Structure

As is well-known from theory [154], in a two-element linear array arranged at 1/4λ in-

tervals, cardioid radiation patterns with opposite orientations to each other are obtained

by phase-difference feeds of ±90◦. In a two-element linear array arranged at 1/2λ in-

tervals, figure 8 radiation patterns oriented orthogonal to each other are obtained by

phase-different feeds of 0◦ and 180◦ (Table 5.1).

This theory is explained well in [155] as follows. The radiation pattern of an array

antenna in the horizontal plane E(θ) is given by

E(θ) = g(θ)f(θ) (5.1)

Table 5.1. Relation among interelement spacings, phase differences, and radiation patterns
in a two-element linear array.

Interelement 1/4λ 1/2λ
spacing

Phase difference -90◦ 90◦ 0◦ 180◦

Radiation pattern Cardioid Cardioid Figure Figure
(Type 1) (Type 2) of eight of eight

(Type 1) (Type 2)

x
d/2

d/2sinθd/2sinθ

0d/2

y

θ θ

#1 #2

Figure 5.1. A two-element array assuming isotropic wave sources.
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Figure 5.2. Conceptual diagrams of the radiation and the radiation patterns when interele-
ment spacing and excitation conditions are changed in a two-element array. (a) d = 1/2λ,
ϕ1 = 0◦, ϕ2 = 0◦, (b) d = 1/2λ, ϕ1 = −180◦, ϕ2 = 0◦, (c) d = 1/4λ, ϕ1 = 0◦, ϕ2 = −90◦, and
(d) d = 1/4λ, ϕ1 = 0◦, ϕ2 = 90◦. Here, each radiation pattern is normalized by each maximum
value.

where g(θ) and f(θ) indicate the radiation pattern of each element and that when an

isotropic wave source is assumed, respectively. The latter is called as the array factor.

When two isotropic wave sources are assumed, as shown in Fig. 5.1, the array factor
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Figure 5.3. Design policy to realize the radiation patterns of Fig. 5.2.

f(θ) is given by

f(θ) = ej(−k0d/2 sin θ+α1) + ej(k0d/2 sin θ+α2) (5.2)

where d, k0, and θ denote the interelement spacing, the wave number, and the angle

of arrival (angle of radiation), respectively. α1 and α2 denote the excitation phases at

positions #1 and #2, respectively,

Figure 5.2 shows conceptual diagrams of the radiation and the radiation patterns

when the interelement spacing (d = 1/2λ or 1/4λ) and excitation conditions ((α1, α2) =

(0◦, 0◦), (−180◦, 0◦), (0◦, −90◦), or (0◦, 90◦)) are changed. The radiation patterns are

derived from (5.2). For d = 1/2λ and (α1, α2) = (0◦, 0◦) (Fig. 5.2(a)), the radiation in

the y direction is enhanced because the waves from the two elements are in-phase, and

the radiation in the x direction cancels out because the waves from the two elements

are out-of-phase. Hence, a figure 8 pattern radiating in the y direction is generated. In

contrast, for d = 1/2λ and (α1, α2) = (−180◦, 0◦) (Fig. 5.2(b)), the radiations in the y

and to x directions are canceled and enhanced, respectively, and then a figure 8 pattern

radiating in the x direction is generated. For d = 1/4λ and (α1, α2) = (0◦, −90◦),

the radiations in the positive and negative x directions are enhanced and canceled,

respectively, and then, a cardioid radiation pattern pointed in the positive x direction

is generated. In contrast, for d = 1/4λ and (α1, α2) = (0◦, −90◦), a cardioid radiation

pattern pointed in the negative x direction is generated.

These four radiation patterns are obtained using a three-element linear array with

interelement spacings of 1/4λ. As shown in Fig. 5.3, 0◦ and 180◦ phase difference

feeding between #2 and #3 generate a figure 8, and -90◦ and 90◦ phase difference

feeding between #3 and #4 generate cardioid radiation patterns. This is just a concept,
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a’

a

b

b’

(a) (b)

(c)

1/4λ 1/4λ

Figure 5.4. (a) 90◦ and (b) 180◦ hybrid circuits. (c) Feeding circuit for the proposed antenna
array.

and the detailed method to realize the change in radiation patterns is shown in Fig. 5.4.

The ±90◦ and 0/180◦ phase differences between two ports are obtained by the 90◦ and

180◦ hybrid circuits (Figs. 5.4(a) and 5.4(b)) [156]. In Fig. 5.4(a), inputs from #1 and

#1’ lead to -90◦ and 90◦ phase differences between #2 and #3, respectively. In Fig.

5.4(b), inputs from #3 and #1 lead to 0◦ and 180◦ phase differences between #2 and

#4, respectively. The proposed circuit shown in Fig. 5.4(c) is essentially structured by

combinations of these two hybrid circuits, and each operation of Table 5.1 is changed by

switches. However, the simple combination increases mismatch losses and complicates

the feed structure because the input from #3 in Fig. 5.4(b) is needed to obtain the

in-phase feed, and the number of input ports become three (i.e., #1, #1’ and #3). In

fact, in the proposed feeding circuit, countermeasures are taken against these problems.

The mismatch losses are suppressed by adjusting line impedance, and the input from

#1’ leads to the in-phase feed.

The #2, #3, and #4 ports in Fig. 5.4(c) are connected to a three-element linear

array with interelement spacing of 1/4λ intervals. Here, two ports are simultaneously
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excited in each operation of Table 5.1. When an input is from #1’, and switches are

connected to a and b (mode 1), the current path length to outputs #2 and #4 becomes

equal because the current flows symmetrically. As a result, an in-phase feed is obtained

between #2 and #4 (with #3 being open). Mode 1 corresponds to Fig. 5.3(a), and

leads to a figure 8 pattern with a main beam in a broadside direction. When an input

is changed from #1’ to #1, and the states of the switches are identical to mode 1, the

proposed feeding circuit works as a 180◦ hybrid circuit with an open stab (mode 2).

An out-of-phase feed is obtained between #2 and #4 (with #3 being open). Mode 2

corresponds to Fig. 5.3(b), and leads to a figure 8 pattern with a main beam in an end-

fire direction. In addition, when an input is from #1, and each switch is connected to a’

and b’ (mode 3), the proposed circuit works as a 90◦ hybrid circuit. A phase difference

of -90◦ is obtained in #3 relative to #2 (with #4 being open). Mode 3 corresponds to

Fig. 5.3(c), and leads to a cardioid pattern with a main beam in an end-fire direction.

In contrast, when input is changed from #1 to #1’, and the states of the switches are

identical to mode 3 (mode 4), a phase difference of 90◦ is obtained in #3 relative to

#2 (with #4 being open). Mode 4 corresponds to Fig. 5.3(d) and leads to a cardioid

pattern with a main beam in an end-fire direction, which is the opposite of mode 3.

5.2.2 Numerical Evaluation

Figure 5.5 shows the detailed structures of the proposed circuit constructed of microstrip

lines, for 2 GHz. The electric permittivity of the substrate is 4.8, and the thicknesses of

the substrate and the conductor are 1.6 and 0.035 mm, respectively. In this structure, the

widths of the lines are optimized to suppress mismatch losses. There are six switches

(Sw), and modes 1-4 shown in the previous section are performed by the switching

operations listed in Table 5.2. The switch’s states and the current flow in each mode are

depicted in Fig. 5.6. When the states of Sw 1 and Sw 2 are ON and OFF, respectively,

this corresponds to the input from #1 in Fig. 5.4(c), and when those are OFF and ON,

respectively, this corresponds to the input from #1’. In the latter situation, since the

end of the line connected to port 1 is open, as shown in Figs. 5.6 (a) and 5.6 (d), the

lines are bent to suppress the loss of the current flowing through Sw 2. In this design,

switches are replaced by 1 mm × 2 mm microstrip lines for the ON state and gaps for

the OFF state for simplicity,
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Figure 5.5. Detailed structure of the feeding circuit. (λg represents the center wavelength in
a substrate.)

Table 5.2. Switching operations in the feeding circuit.

Mode Sw 1 Sw 2 Sw 3 & 5 Sw 4 & 6 Phase difference

(Desired value)

1 OFF ON ON OFF 0◦

2 ON OFF ON OFF 180◦

3 ON OFF OFF ON -90◦

4 OFF ON OFF ON 90◦

OFF

OFF

OFF

OFF

OFF

OFF

ON

ON
ON ON

ON

ON

ON

OFF

OFF

ON

ON

OFF

OFF OFF

OFF
ON

ON

0 deg. phase difference feed 

to 1/2λ inter-element spacing 

array    

180 deg. phase difference feed 

to 1/2λ inter-element spacing 

array    

-90 deg. phase difference feed 

to 1/4λ inter-element spacing 

array    

90 deg. phase difference feed 

to 1/4λ inter-element spacing 

array    

Figure of eight

Expected radiation patterns

Figure of eight Cardioid Cardioid

ON

(a) (b) (c) (d)

Figure 5.6. Switch states and the current flow in each mode of the proposed feeding circuit
for modes (a) 1, (b) 2, (c) 3, and (d) 4, respectively.
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To check the operation of the proposed circuit, simulations are conducted using

Microwave Office. Figure 5.7 shows the amplitude components of the transmitting char-

acteristics (|Sj,1|) in each mode. The amplitudes are more than -4 dB; in other words,

mismatch losses are less than 1 dB between 1.85 and 2.21 GHz in all modes. Figure 5.8

shows the phase difference between the output signals, and those values in the 1.85 to

2.21 GHz range are 0.40∼1.98◦, 164.4∼203.9◦, -90.1∼-79.7◦ and 85.0∼90.0◦ for modes

1-4, respectively. Although the variation is large for mode 2, they are small for modes

1, 3, and 4. In mode 2, the phase difference is nearly 180◦ at 2.08 GHz. Table 5.3 shows

the |Sj,1|, the losses, and the phase differences at 2 GHz. In all modes, the |Sj,1| are
more than -3.6 dB, and the losses are less than 0.4 dB. For the phase difference, the

difference between the obtained and the desired values are 1.4◦, 10.1◦, 3.6◦ and 3.2◦ for

modes 1-4, respectively.

Next, the array factor is evaluated using the S-parameters in the proposed feeding
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Table 5.3. |Sj,1|, losses, and phase differences between the output signals at 2 GHz.

Mode 1 2 3 4

Output port #2 #4 #2 #4 #2 #3 #2 #3

|Sj,1| [dB] -3.0 -3.5 -3.4 -3.2 -3.3 -3.4 -3.1 -3.3

Loss [dB] 0.21 0.31 0.38 0.16

Phase

difference 1.39 190 -86.4 86.8

[deg.]

circuit. Since the element spacing is narrow, and therefore mutual coupling effects should

be considered, a 1/4λ monopole array is designed by using CST Microwave Studio. The

array configurations shown in Figs. 5.9(a) and 5.9(b) correspond to modes 1 and 2 and to

modes 3 and 4, respectively, and the port of one element is open in both configurations.

Figures 5.9(c) and 5.9(d) show the S-parameters in the array configurations of Figs.

5.9(a) and 5.9(b). The reflection characteristics are less than -10 dB at 2 GHz in both

arrays, and the isolation characteristics are more than -10 dB in Fig. 5.9(b) because of

the narrow interelement spacing. The scattering matrices (S1, S2) at 2 GHz for Figs.

5.9(a) and 5.9(b) are given by

S1 =

[
−0.11 + j0.060 −0.17− j0.18

−0.17− j0.18 −0.11 + j0.060

]
(5.3)

S2 =

[
−0.066 + j0.21 0.17− j0.28

0.17− j0.28 −0.085 + j0.21

]
(5.4)

If a load (ZL) is connected to each port (ports 1 and 2), a scattering matrix is converted

into a Z-matrix as follows:

Z =

[
Z11 Z12

Z21 Z22

]
= ZL(I− S)−1(I+ S) (5.5)

where I is an identity matrix. Now, since the 1/4λ monopole is a single mode antenna,
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the following equation is satisfied [157], [158]:

v = Z−1
c vopen = Cvopen (5.6)

where v and vopen represent received voltage vectors with and without mutual coupling

effects, respectively, and C denotes the mutual coupling matrix of the array. Here, Zc

is given by

Zc =

[
1 + Z11

ZL

Z12

ZL

Z21

ZL
1 + Z22

ZL

]
(5.7)

Thus, the mutual coupling matricesC are derived from scattering matrices, and therefore

mutual coupling effects can be considered by (5.6).

Figure 5.10 shows the array factors obtained by the proposed feeding circuit. First,

let us focus on the characteristics at 2 GHz. To derive the array factors, the |Sj,1| and
phase differences in Table 5.3 are used. The ideal array factors denoted by “Ideal” are

also shown for comparison. In the “Ideal” situation, the amplitudes of the two output

signals are identical, and the phase differences between two output signals are just 0,

180, -90 and 90◦. When mutual coupling is ignored, the array factors of the proposed
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Figure 5.10. Array factors in the proposed antenna array. (a)-(d) correspond to modes 1-4.

array are similar to the “Ideal” ones and cardioid and figure 8 radiation patterns with

two beam directions are obtained.

After mutual coupling is considered, good characteristics are also obtained for figure 8

radiation patterns (modes 1 and 2) because the mutual coupling effect is not significant.

In modes 3 and 4, the null of the cardioid patterns do not appear because the mutual

coupling effect is strong. However, the front-to-back (F/B) ratios, which are defined as

the proportion of 90◦ and 270◦ to 270◦ or 90◦ directions, respectively, are more than 10

dB. This indicates that uni- and bidirectional radiation patterns with two main beam

directions can be switched by the proposed feeding circuit.

Next, the variation in the radiation patterns is evaluated in the range of 1.89 and

2.03 GHz with reflection characteristics of less than -10 dB. The radiation patterns at

1.89, 2, and 2.03 GHz are shown in Fig. 5.10. In mode 1, the variations in the radiation
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Figure 5.11. Photograph of the fabricated feeding circuit.

pattern at 2 and 2.03 GHz compared with 1.89 GHz are 0.23 and 0.44 dB, respectively.

Here, the variation is derived based on the average absolute value of the difference in

radiation level between each frequency at all angles. Those variations in mode 2-4 are

1.40 and 2.62 dB, 0.87 and 1.53 dB, and 1.31 and 2.20 dB, respectively. Although the

variation is large in modes 2 and 4, figure 8 radiation patterns are still obtained in mode

2, and the F/B ratios are nearly more than 10 dB in each frequency in mode 4.

5.2.3 Measurement Based Performance Evaluation

This section evaluates the performance of the proposed feeding circuit empirically by

fabricating it as shown in 5.11. The fabricated circuit is made of a glass epoxy dielectric

substrate (FR-4, with an electric permittivity of 4.8 and a substrate thickness of 1.6 mm).

In the measurement, the nonmeasured ports are terminated, and copper tape is used as a

substitute for the switches. Although the microstrip lines are connected with the copper

tape for the ON states, they are not connected for the OFF states. Figure 5.12 shows

the comparison between simulation and measurement results of the S-parameters in the

feeding circuit. For the phase characteristics, measurement data agree with simulation

data in the vicinity of 2 GHz. Although the measurement data for mode 3 are slightly

different from the simulation data, the trends in characteristics are identical. For the

amplitude characteristics, the losses of measurement data are larger than those of the

simulation data. This is because of the losses from the copper tape and the solder in the

feeding circuit. Although the two microstrip lines are closely arranged near the input

port (port 1 in Fig. 5.5), it was confirmed that the coupling between the two ports

was low. The measured losses averaged between 1.85 and 2.21 GHz for modes 1-4 are
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Figure 5.12. The amplitude components of transmission characteristics for modes (a) 1 (c)
2 (e) 3, and (g) 4 and the phase components of the transmission characteristics for modes (b)
1. (d) 2, (f) 3, and (h) 4.

1.72, 1.41, 1.48, and 1.21 dB, respectively. Although the measured losses increases by

1.47, 1.10, 1.08 and 1.02 dB for their modes, compared with the simulated losses, the
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averaged measured losses of the feeding circuit are less than 1.8 dB.

5.3 Switching of Omnidirectional and Directive Ra-

diation Patterns

5.3.1 Structure and Numerical Evaluation

The previous section proposed a feeding circuit with a switching function for uni- and

bidirectional radiation patterns. However, a switch between omnidirectional and direc-

tive patterns is more useful. This section proposes a feeding circuit for switching an

omnidirectional pattern in addition to the previously realized pattern shapes.

Figure 5.13 shows the schematic view of the proposed feeding circuit. The circuit is

similar to Fig. 5.5, and the number of switches is identical to that in Fig. 5.5. However,

the impedance (width) of each microstrip line is different from that in Fig. 5.5, and a

new mode is added (mode 5). Here, the switches (Sw) are also represented by 1 mm

× 2 mm microstrip lines for the ON states and gaps for the OFF states for simplicity,

Figure 5.14 shows the current flow for each operation mode. The operation principle of

modes 1-4 is identical to that shown in Fig. 5.6, and in mode 5, feed to a single element

#1

#2 #3 #4

0.25λ
      

g

0.11λ
      

g
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g  
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h t
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Figure 5.13. Detailed structure of the proposed feeding circuit constituting of microstrip
lines.
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Figure 5.14. Current flow for each mode in the proposed feeding circuit.

Table 5.4. Operations in the feeding circuit.

Mode Excited Inter-element Operation Phase difference Radiation

output spacing between between output pattern

port the excited ports ports

1 #2 and #4 1/2λ Symmetrical 0◦ Figure of

current flow eight

2 #2 and #4 1/2λ 180◦ hybrid 180◦ Figure of

with an open stub eight

3 #2 and #3 1/4λ 90◦ hybrid -90◦ Cardioid

4 #2 and #3 1/4λ 90◦ hybrid 90◦ Cardioid

5 #2 NA Feed to a single NA Omni

element

by switching provides an omnidirectional pattern. Table 5.4 summarizes the operations

for all modes.

Figures 5.15(a) and (b) show the transmission characteristics (|Sj1|) and the phase

differences between the output signals for all modes. The |Sj1|s are more than -3.6 dB,

and the losses are less than 0.5 dB in all modes at 2 GHz. For the phase differences in

modes 1-4, the differences between the obtained and the desired values in Table 5.2 are

1.8◦, 4.8◦, 2.7◦ and 2.5◦, respectively, and these are sufficiently small. Next, the variation

in those characteristics as a function of frequency is described. The losses are less than

1 dB between 1.86 and 2.48 GHz in all modes. For the phase difference, the differences

between the obtained and the desired value are less than 10◦ between 1.70 and 2.36 GHz

in modes 1, 3 and 4. In mode 2, this condition is satisfied between 1.96 and 2.11 GHz,

and the variation in the phase difference as a function of frequency is large. Figure 5.16
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Figure 5.16. Array factors derived from the output signals. Here, mutual coupling effects
are not considered.

shows the array factors at 2 GHz derived from the output signals of the proposed circuit.

Here, for simplicity, mutual coupling between elements is not considered. For this figure,

two figure 8’s and two cardioid radiation patterns and omnidirectional radiation pattern

are realized.

Now the radiation patterns are evaluated by combining the proposed circuit and

an antenna array. Figure 5.17(a) shows the three-element monopole array with 1/4λ

interelement spacing. In this figure, the allocations of the port in modes 1-5 are also

shown, and at least one port is opened in each mode. Figure 5.17(b) shows the S-

parameters of the monopole array in each mode. In modes 3 and 4, since the interelement

spacing between two excited ports is 1/4λ, the isolation (|S12|) is low, and the value is
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Figure 5.17. (a) Three-element monopole with 1/4λ interelement spacing and the feed meth-
ods for each mode, and (b) the S-parameters of the monopole array.

more than -10 dB. Then, the reflection characteristics between 1.88 and 2.06 GHz are

less than -10 dB in all modes.

Figure 5.18 shows the radiation patterns of Eθ in θ = 90◦ for each mode. To derive

them, CST Microwave Studio was used, and the ports are excited under the conditions of

Fig. 5.17(a). The radiation patterns obtained in each element are synthesized based on

the amplitude and phase of the output signals in the proposed feeding circuit. As shown

in Fig. 5.18, one omni-, two bi-, and two unidirectional radiation patterns are confirmed

in the horizontal plane although the null in modes 1, 3, and 4 do not appear because of

mutual coupling effects. The radiation patterns at 1.88 GHz are different from those at

2 and 2.06 GHz in modes 3 and 4. As a supplementary note, it was confirmed that as

the output amplitude moves further from the value required to form a cardioid radiation

pattern considering mutual coupling effects, the shape of the radiation pattern becomes

smoother. Additionally, when the phase difference between output ports is far from

the desired value, the null of the radiation patterns does not disappear. Therefore, the

difference in the amplitude between the obtained and the desired value is small at 1.88

GHz. In this figure, the important aspects are that the radiation patterns in modes 1

and 2 are quasiorthogonal to each other and that the radiation patterns in modes 3 and

4 are oppositely directed. The radiation patterns are changed significantly by switching

because the correlation coefficients between modes 1 and 2 and between modes 3 and 4

are expected to be small. This demonstrates the versatility of the proposed technique

for various scenarios.

Figure 5.19 shows the radiation patterns in the vertical plane. The differences of
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the radiation patterns depending on the frequency are small. The radiation patterns

have upward tilt angles because of the ground of the array. In mode 1, the maximum
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radiation directions (MRDs) at 2 GHz are 47◦ between 0-180◦ and 313◦ between 180-

360◦. In addition, the maximum gains (MGs) are 6.0 dBi in mode 1. In mode 2, their

MRDs are 57◦ and 302◦, and their MGs are 4.9 dBi and 4.8 dBi, respectively. In modes

3 and 4, the MRDs are 57◦ and 304◦, respectively, and the MGs are 6.3 dBi and 4.9

dBi, respectively. In these results, for example in modes 3 and 4, the radiation patterns

are tilted toward the zenith direction. These characteristics are suitable for indoor base

stations, as shown in Chapter 4.

5.3.2 Examination of the Switching Circuit

Thus far, the switches have been represented by the existence or nonexistence of mi-

crostrip lines. This section details the design of switching circuits, describe the design

procedure and shows the characteristics of the output signals.

Switches applied to microwaves are mainly divided into mechanical and semiconduc-

tor types. Generally, mechanical types offer low insertion loss; however, their application

is not realistic in the proposed feeding circuit. Although microelectromechanical systems

(MEMS) devices are expected as a new technology in mechanical switches, the necessity

of a high voltage for operating these device is a problem. Semiconductor-type switches

include PIN diode switches and field-effect transistor (FET) switches. Here, PIN diode

switches are used because FET switches suffer from the following problems: (1) the

control signal power required must be higher than that for switched RF signals and (2)

there is a large insertion loss because the internal resistance is high [159].

The PIN diode used is HVC131 (Renesas Electronics Corporation) and ON and

OFF states are switched by the existence or nonexistence of an external bias. First, an

equivalent circuit of a PIN diode is constructed. The measurement setup is shown in

Fig. 5.20, and the procedure is as follows [160]:

1. A feed pin is connected to port 1 of a network analyzer, and the electrical length

is adjusted in this state. Here, the end of the feed pin is abridged.

2. A PIN diode is soldered between the feed pin and ground, as shown in Fig. 5.20.

3. A DC power supply is connected to the bias input in Fig. 5.20, and an appropriate

bias is added．
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Figure 5.20. Measurement setup for obtaining the equivalent circuit of a PIN diode.

4. An equivalent circuit is made from the impedance data obtained from a Smith

chart.

Here, since bias tee is configured in the network analyzer, as shown in Fig. 5.20, the RF

signals and DC bias are superimposed in port 1 and the DC bias is added to the PIN

diode.

Figures 5.21(a) and 5.21(b) show the measured Smith chart in ON and OFF states,

respectively, and the change in characteristics caused by the external bias is confirmed.

Here, an impedance Z obtained at a certain frequency is denoted as

Z = R + jX (5.8)
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(a) (b)

Figure 5.21. Smith chart in the ON state (with a forward current of 10 mA) and in the OFF
state (with a forward current of 0 mA).
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Zero Bias
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Figure 5.22. Equivalent circuit of a PIN diode in the ON and OFF states at 2 GHz.

Then, the impedances in the ON and OFF states, ZON , and ZOFF are given by

ZON = Rf + jωLf , ZOFF = Rzero + jωCzero (5.9)

By comparing (5.8) with (5.9), the equivalent circuits in the ON and OFF states

at 2 GHz are derived as shown in Fig. 5.22. Figures 5.23(a) and 5.23(b) show the

variations in RF and LF as a function of forward current. Since those values are stable

in the vicinity of 10 mA, the value assumed as the ON state in Figs. 5.21 and 5.22 is

appropriate.

Figure 5.24(a) shows the switching circuit using the PIN diode [161]. The functions

of each element and the position of bias are also shown in this figure, and RF signals from

#1 go through to #2. In Figs. 5.24(b) and 5.24(c), a part of the PIN diode is replaced

by the equivalent circuit of Fig. 5.22. Here, the reason that the equivalent circuit was

derived is because a rough insertion loss is estimated and breaking characteristics—



134

0 2 4 6 8 10 12 14 16 18 20
0

1

2

3

4

5

Forward current If [mA]

F
o
rw

ar
d
 r

es
is

ta
n
ce

 
R

f 
[Ω

]

 

 

f=1 [GHz]

f=2 [GHz]

f=3 [GHz]

(a) (b)

0 2 4 6 8 10 12 14 16 18 20
0

0.5

1

1.5

2
x 10

−9

Forward current If [mA]

P
ar

as
it

ic
 i

n
d
u
ct

an
ce

 
L

f
 [

H
]

 

 

f=1 [GHz]

f=2 [GHz]

f=3 [GHz]

Figure 5.23. Variation in forward resistance Rf and parasitic inductance Lp as a function of
forward current If .

#1 #2

Cshort

Cp

Ccut

Lp

L1 L1

Rf Lf

Ccut

Bias

Cut of RF

Short to ground of RF

Cut of DC

#2

Cshort

Cp

Ccut

Lp

L1 L1
Rf Lf

Ccut

Forward Bias

#1

ON OFF
Cshort

Ccut

L1 L1Rzero Czero

Ccut

Zero bias

#2#1

Cp Lp

(a)

(b) (c)

Figure 5.24. (a) Design of a switching circuit using a PIN diode. (b) and (c) represent the
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namely, isolation characteristics in OFF states—can be enhanced using the equivalent

circuit. For the latter, when there are no Cp and Lp connected in parallel with the

PIN diode, the isolation characteristics are not good. For simplicity, a parallel circuit

constructed using only Czero and Lp is considered. In this circuit, the equation for the

impedance |Zp| is given by

|Zp| =
ωLp

1− ω2CzeroLp

(5.10)

When 1−ω2CzeroLp = 0 is satisfied in (5.10), |Zp| becomes ∞. This indicates that when

the above condition is satisfied at the target frequency (2 GHz), RF signals cannot go

through to #2. Therefore, the requirement for Lp is given by

Lp =
1

4π2f 2Czero

=
1

4π2 × (2× 109)2 × 0.41744× 10−12
≈ 15 nH (5.11)

Since Czero is used to determine Lp, the equivalent circuit has important implications.

Here, the reason for the addition of Cp is to prevent the circuit from shorting out the DC

bias. As a reference, in a simple circuit simulation with only lumped elements (without

considering microstrip lines), S21=-0.44 dB (ON) and S21=-25.4 dB (OFF) at 2 GHz are

obtained. The insertion loss is sufficiently low since the diode’s impedance is low, and

then an addition of LC circuit has a small impact on the transmission characteristics in

the ON state. In addition, the isolation characteristics are also good.

Figure 5.25 shows the fabricated switching circuit based on Fig. 5.24. The lumped

elements are soldered between microstrip lines, and a bias is added by the power supply.

Figure 5.26 shows the measured amplitude and phase characteristics of S21. In Fig.

5.26(a), although the best isolation characteristics are shifted in the vicinity of 1.64

GHz, the insertion losses are less than 1 dB at both 1.64 and 2 GHz. Moreover, the S21

values at 1.64 and 2 GHz for the OFF states are -21.0 dB and -12.6 dB, respectively;

they are less than -10 dB. Although the phase is largely changed at 1.64 and 2 GHz in

Fig. 5.26(b), it is confirmed that this can be compensated by optimization of the length

of the microstrip lines in the feeding circuit.
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Figure 5.25. Fabricated switching circuit. (a) Circuit schematic and (b) photograph of the
fabricated circuit.
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Figure 5.26. (a) Amplitude and (b) phase characteristics of S21 for the switching circuit.

5.4 Summary

First, this chapter proposed a novel feeding circuit with a switching function for cardioid

and figure 8 radiation patterns. The two main beam directions are switched in each

pattern. The operation principle was described, and an explanation was given on how

to use the phase-difference feeds and switch the feed elements effectively. The analysis

showed that the mismatch losses of the output signals were less than 1 dB between 1.85

and 2.21 GHz, and the phase differences between two output ports were close to 0◦,

180◦, -90◦ and 90◦ for each operation mode at 2 GHz. The array factors derived from

the output signals at 2 GHz showed that two cardioid and two figure 8 radiation patterns
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were achieved when mutual coupling effects were ignored. When mutual coupling effects

were considered, a unidirectional radiation pattern with more than 10 dB F/B ratio

and a bidirectional radiation pattern were obtained. Moreover, the measurement results

showed that the averaged losses between 1.85 and 2.21 GHz were less than 1.8 dB, and

the phase difference agreed with simulation data in the vicinity of 2 GHz in the proposed

feeding circuit.

Second, this chapter proposed a novel feeding circuit with a switching function for

omnidirectional and directive radiation patterns. The proposed circuit has five operation

modes, and it can switch feed to two elements with phase differences of 0◦, 180◦, -90◦

and 90◦ and feed a single element. The simulation results showed that, in all modes,

mismatch losses were less than 0.5 dB and the desired phase differences were obtained at

2 GHz. The output signals led to the array factor of one omnidirectional, two cardioid,

and two figure 8. Then, this chapter considered a combination with a three-element

linear monopole array and revealed that uni-, bi- and omnidirectional radiation patterns

were obtained. The variation in the radiation patterns as a function of the frequency

was small at 1.88, 2 and 2.06 GHz. Since the effect of switching circuits had not been

considered in the simulation and measurement, the design procedures were shown, and

the measurement results of the fabricated switching circuit was evaluated. Although

a frequency shift was occured, good insertion loss and isolation characteristics were

observed.



Chapter 6
Criterion to Minimize Bit Error Rate

for MIMO Antenna Selection

6.1 Introduction

This chapter presents an antenna selection criterion that is suitable for indoor LOS sce-

narios for two-stream MIMO systems. The aim of antenna selection techniques is not

to enhance the SNR because antenna gain is not changed but to prevent SNR reduc-

tion. The results presented in this chapter will show that adjustment of both the SNR

and the spatial correlation is required to achieve a low bit error rate (BER); however,

antenna selection is categorized as a technique to reduce spatial correlation by changing

propagation paths, which links the contents of this chapter with Chapter 3. Moreover,

this chapter is also related to Chapter 5, which presents a novel techniques for switching

radiation patterns. Since the selection criterion can be applied to algorithms for switch-

ing the appropriate radiation patterns, this topics ranks as a system-level consideration.

For evaluating MIMO performance, many researchers have used channel capacity as an

evaluation indicator, and this dissertation has followed the same strategy. Although the

evaluation by channel capacity is valid, there is a view that channel capacity is an upper

limit of the transmitting rate and that BER is a more practical evaluation evaluation

index [64]. Therefore, this chapter presents the evaluation of MIMO performance using

the BER.

In MIMO systems, the use of a large number of antenna elements improves the
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Figure 6.1. Basic concept of evaluation of BER performance as a function of SNR.

performance of channel capacity and the BER [30], [162]. However, in some cases, such

as at MTs, fewer elements are desirable in order to save space for mounting antennas and

reduce the power, cost, and complexity of the front-end [163]. As a result, the maximum

number of streams is often decided at the MT side. As an effective countermeasure,

antenna selection can be conducted at the BS side, which typically has a larger space

for mounting. When the channel conditions are unfavorable, antenna selection can help

to change the conditions, and MIMO performance is then enhanced without an increase

in the number of streams.

Many studies have been conducted on antenna selection in MIMO systems, and the

BER performances achieved have been evaluated. As antenna selection criteria, the SNR

[114], minimum eigenvalue of the spatial correlation matrix [114], [164], and determinant

of the channel matrix [165] have been examined. In addition, the phase components of

the channel matrix can also be a selection criterion [164].

Several previous studies, for example [114], have compared MIMO performances in

terms of the antenna selection criteria. However, the performances have been evaluated

as a function of the SNR, and the changes in the SNR resulting from the selected antenna

subset have not been considered appropriately. Figure 6.1 shows the basic concept of

evaluating the BER performance as a function of the SNR for antenna selection criteria

a and b. Although it is determined that the criterion b is better under a fixed SNR (i.e.,

for dotted line 1), the performances should be compared using different SNRs, because

for different antenna selection criteria, the selected antenna subsets are also different. In

other words, we should consider variations in both the amplitude and the phase of the
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channel matrix depending on the selected antenna subsets. The evaluations under this

condition correspond to the dotted line 2 in Fig. 6.1, and the BER of the selection crite-

rion a outperforms b in some cases. In addition, in [114], [165], performance evaluations

were conducted in the Rayleigh fading channel, and there have been few evaluations in

LOS scenarios. Although [164] has focused on LOS environments, the simulations were

conducted under special conditions, and the discussion cannot be applied to an indoor

LOS scenario.

This chapter considers transmitting antenna selection from four to two elements

applied to MIMO spatial multiplexing with two streams in an indoor LOS scenario.

In the numerical analysis, SNR variations depending on the selected antenna subsets

are considered by using ray-tracing propagation analysis. On this basis, this chapter

clarifies that the square of the absolute value of the determinant of the channel matrix

is the most effective selection criterion. Then, this chapter shows the effectiveness of the

criterion by a measurement in an actual environment and evaluates the computational

complexity.

6.2 Relation between Channel Conditions and BER

In 2 × 2 MIMO SDM system, the channel matrix H is given by

H =

[
h11 h12

h21 h22

]
=

[
r11e

jθ11 r12e
jθ12

r21e
jθ21 r22e

jθ22

]
(6.1)

where hij is the transmission function. ϕ is defined as follows:

ϕ = θ11 + θ22 − θ12 − θ21 (6.2)

The first and second eigenvalues of the spatial correlation matrix HHH (where {·}H rep-

resents the complex conjugate transpose) denoted by λ1 and λ2 (λ1 > λ2), respectively,

are given using hij, and they are approximated as follows [166] [167]:

λ1 =
1

2

(
|h11|2 + |h12|2 + |h21|2 + |h22|2

+
√

(|h11|2 + |h12|2 + |h21|2 + |h22|2)2 − 4|h11h22 − h12h21|2
)
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Figure 6.2. (a) Eigenvalues and (b) BER as a function of ϕ with λ1 + λ2 = Const.

≈ |h11|2 + |h12|2 + |h21|2 + |h22|2 −
|h11h22 − h12h21|2

|h11|2 + |h12|2 + |h21|2 + |h22|2

= r211 + r212 + r221 + r222 −
r211r

2
22 + r212r

2
21 − 2r11r12r21r22 cosϕ

r211 + r212 + r221 + r222
(6.3)

λ2 =
1

2

(
|h11|2 + |h12|2 + |h21|2 + |h22|2

−
√
(|h11|2 + |h12|2 + |h21|2 + |h22|2)2 − 4|h11h22 − h12h21|2

)
≈ |h11h22 − h12h21|2

|h11|2 + |h12|2 + |h21|2 + |h22|2

=
r211r

2
22 + r212r

2
21 − 2r11r12r21r22 cosϕ

r211 + r212 + r221 + r222
(6.4)

Both eigenvalues are dependent on rij and ϕ components. Figure 6.2(a) shows the

eigenvalues as a function of ϕ; they are calculated based on (6.3) and (6.4). Here, λ1

and λ2 are derived by changing only ϕ with a fixed rij in the random channel matrix H.

The following equation is satisfied in this case:

P =
2∑

j=1

2∑
i=1

|hij|2 = λ1 + λ2 = Const. (6.5)
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Figure 6.3. (a) Eigenvalues and (b) BER as a function of G with ϕ = 90◦.

In (6.5), P corresponds to the total received power normalized by the transmitting

power from each element. Figure 6.2(b) shows the BER performance calculated under

the condition that the energy per bit to noise power spectral density ratio Eb/N0 is 10 dB,

the modulation method is quadrature phase-shift keying (QPSK), and signal detection

is performed by ZF method. As shown in Fig. 6.2, the λ1 and λ2 characteristics are

symmetric about ϕ = 0 and λ2 is maximum at |ϕ| = 180◦. The variations in λ1 are small,

and the BER performances are dependent on λ2 to a significant extent. Our primary-

focus is on the selection of transmitting antennas from four to two elements, while the

number of receiving antennas is two. For convenience, numbers from #1 to #4 and from

#1 to #2 are assigned for the transmitting and receiving antennas, respectively. Six

transmitting antenna subsets are selected – (#1–#2), (#1–#3), (#1–#4), (#2–#3),

(#2–#4) and (#3–#4) – and the channel formed in each case is given by

Hk =

[
h1m h1n

h2m h2n

]
(6.6)

Here, m and n denote the number of selected antenna elements, and k is 1, 2, ... 6. When

the various selected antenna subsets lead to identical SNRs, Hk satisfies the condition

of (6.5). This evaluation corresponds to dotted line 1 in Fig. 6.1. Under this condition,

a low BER is obtained by the antenna selection with |ϕ| close to 180◦ (Figs. 6.2(a) and

6.2(b)). In addition, antenna selections with large λ2 also lead to low BER. As described
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in Appendix A, since the relationship between the minimum eigenvalue and the symbol

error rate (SER) is represented by several inequalities, focusing on λ2 makes sense.

However, P in (6.5) is not always constant and changes depending on the selected an-

tenna subsets because of multipath effects in indoor environments. Hence, such changes

are considered by evaluating H′ = GH, where G is a real number and a factor providing

amplitude variations. All the amplitude components of the channel are varied depending

on each other for the simplicity of evaluation. Figures 6.3(a) and 6.3(b) show the eigen-

values and BER performance as a function of G, which are evaluated using a random

channel matrix H with ϕ = 90◦. In the BER calculations, Eb/N0 is 10 dB at G = 0 dB,

and the modulation and signal detection schemes are QPSK and ZF, respectively. As

shown in these figures, both λ1 and λ2 increase with G, and a low BER is obtained in

the high-G regime owing to the increase in the eigenvalues.

Now, the discussion is extended to antenna selection. When for ϕ, there are no

variations resulting from changes in the selected antenna subsets, that is, ϕ is constant

at all Hk values, a low BER is obtained by selecting antenna with high amplitudes (high

received power). Moreover, antenna selections with large λ1 and λ2 also lead to low

BER.

However, the BER performance for each antenna selection should be evaluated under

the condition that both ϕ and amplitude are changed. For example, the antenna selection

maximizing |ϕ| can lead to lower amplitudes, that is, lower total received power than

for other selection criteria, and the BER performance may be inferior to that obtained

using other selection criteria. Since the optimum antenna selection criterion cannot be

derived easily in this situation, the next section clarifies the optimum selection using a

ray-tracing propagation analysis.

6.3 Performance Evaluation of BER Using a Ray-

Tracing Propagation Analysis

This section investigates the analytical BER performance of a 2 × 2 MIMO-SDM with

antenna selection by using ray-tracing propagation analysis.
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6.3.1 Basic Examination

As a first step, one example is shown for evaluating the antenna selection criterion to

minimize BER. Figure 6.4(a) shows the analytical model; the room size is 6 m × 6 m

× 2.7 m. The height of the Tx antenna (BS) is 2.5 m, and the antenna is fixed at the

center of the ceiling. The configuration is a four-element rectangular array arranged at

1λ-intervals as shown in Fig. 6.4(b). The Rx antenna (MT) is a two-element linear array

parallel to the y-axis and arranged at 0.5λ-intervals. The array positions are changed at

0.125-m intervals in the xy plane, and the channel matrices are derived by ray-tracing

propagation analysis in each position [168]. Dipole radiation patterns are considered

at Tx and Rx antenna elements. In the ray-tracing propagation analysis, the carrier

frequency is 5 GHz, and up to five reflections are considered. The transmission power

is -15 dBm/ch, and the noise level is -85 dBm. Since the transmission power is fixed,

the received power varies with the Rx positions and selected antenna subsets. For the

channel estimation, a perfect CSI is assumed. The modulation method is QPSK, and

the ZF algorithm is used as the signal detection scheme.

For the Tx antenna, the selection from four elements to two elements is performed

at all the Rx positions, and the transmission power is divided equally in the selected

antenna elements. Figure 6.5 shows the CDF of ϕ for the target scenario in Fig. 6.4 and

ϕ under each channel condition. To derive the distribution of ϕ in the target scenario,

6
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Figure 6.4. (a) Analytical model applying ray-tracing propagation analysis, and (b) trans-
mitting and receiving antenna configurations.
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this analysis uses data from all the antenna selection subsets at all Rx positions. In Fig.

6.5, the distribution of ϕ in the target scenario is compared with that of Nakagami-Rice

fading under a Rice factor K = 3, 7, or 10 dB, and Rayleigh fading conditions. Here,

the Nakagami-Rice fading environment is generated in accordance with [169] by,

H =

√
K

K + 1
HD +

√
1

K + 1
Hi.i.d (6.7)

HD =

[
1 1

1 1

]
(6.8)

where Hi.i.d is a matrix with a complex Gaussian distribution. Although ϕ is distributed

uniformly under the Rayleigh fading condition, the distribution is concentrated close to

0◦ under Nakagami-Rice fading conditions including the target scenario. From Fig.

6.5, the statistical Rice factor is approximately 7 dB in the target scenario. Since the

measurement results show that the Rice factor for cluster housing in LOS scenarios is 7

dB in [170], this simulated value is valid.

Now, evaluation is conducted for P =
∑2

j=1

∑2
i=1 |hij|2, which is equivalent to the

total received power in the analyzed environment. Here, max(P ) and min(P ) are derived

from P for six combinations of the antenna selection at each Rx position. This evaluation
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uses max(P ) − min(P ) at each Rx position as the difference in P depending on the

selected antenna subsets. Figure 6.6 shows the CDF of max(P ) − min(P ); the level is

more than 6 dB at some positions, and the 50 % value of the CDF is 2.60 dB. Thus, the

differences in the received power cannot be ignored.

Figure 6.7(a) shows the CDFs of the BER obtained by antenna selection. In the

case of the antenna selection criteria, Opt denotes the selection achieving minimum

BER at all Rx antenna positions. Fixed denotes the case without antenna selection,

and the #2 and #4 elements in Fig. 6.4(b) are always used. |ϕ|max , Pmax and λ2,max

denote the selection achieving max(|ϕ|), max(P ) and max(λ2), respectively, of 4C2 = 6

selection candidates at each Rx antenna position. For the convenience of explanation,

| det(H)|2max is described later. In Fig. 6.7(a), the BER performance for λ2,max is almost

identical to that for Opt , and it is considerably better than the performance for Fixed .

Fixed indicates that the selection criterion based on the second eigenvalues is effective.

However, although BER for |ϕ|max is better than that for Fixed , minimum BER is

not obtained. In the case of Pmax , antenna selection causes a degradation of the BER

performance rather than enhancement.

Figure 6.7(b) shows the CDFs of the eigenvalues for each antenna selection criterion.

For Opt , there are positions realizing BER = 0 in more than two selected antenna

subsets. Hence, the distributions are divided into two cases, such as, for example, the

selection of min(λ2) and max(λ2) at those positions. These distributions are denoted by
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Figure 6.7. CDFs of (a) BER and (b) eigenvalues for each antenna selection criterion.

Optmin and Optmax , respectively. In an indoor LOS scenario, λ1 shows small variations

between each selection criterion, as shown in Fig. 6.7(b), and λ2 determines the BER

performance. In these situations, Pmax is assumed to be unfavorable because λ2 in (6.4)

is represented by

λ2 ≈
| det(H)|2

P
(6.9)

Then, the denominator in (6.9) (P) becomes large. In fact, as shown in Figs. 6.7(a) and

6.7(b), BER is degraded by the decrease in λ2 although λ1 increases because λ1 in (6.3)

is represented by

λ1 ≈ P − | det(H)|2

P
(6.10)

As a supplementary note, for the antenna selection based on min(P ), it was confirmed

that the BER performance was degraded less than Pmax .

When the distribution of λ2 was included in the area surrounded by Optmin and

Optmax , a nearly minimum BER was achieved. Although λ2 is maximized using |ϕ|max
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under condition (6.5), the maximum λ2 is not achieved when amplitude variations with

selected antenna subsets are considered. The distribution of λ2 for |ϕ|max in the low-CDF

regime was not included in the area surrounded by Optmin and Optmax . As a result, a

minimum BER was not obtained by |ϕ|max .

For antenna selection in an indoor LOS scenario, optimizations in the phase com-

ponents of H are more effective for BER enhancement than those in the amplitude

components of H. However, the best BER performance is not obtained under favorable

conditions for either phase or amplitude; rather, it is obtained when both components

are operated well, and this can be judged using λ2.

Now, to simplify the λ2,max criterion, λ2,max is replaced by | det(H)|2max based on

(6.9). Here, | det(H)|2max is defined as the antenna selection for maximizing | det(H)|2.
The reason that | det(H)|2 is considered is because the changes in the denominator (P )

were not effective in obtaining low BER or large λ2, as mentioned previously. In Fig.

6.7(b), the distribution of λ2 for | det(H)|2max is almost identical to λ2,max, and a nearly

optimum BER is achieved as shown in Fig. 6.7(a).

6.3.2 Examinations of Various Scenarios

As a second step, it is evaluated whether the above discussions also can be applied to

antenna selections in various scenarios. Here, the BER performances are evaluated by

changing several parameters from the basic scenario described in Section 6.3.1. Those

performances are shown in Fig. 6.8, and only | det(H)|2max and λ2,max leading to good

performances in Fig. 6.7 are extracted in Figs. 6.8(a)-(d).

Figure 6.8(a) shows the BER performances when (i) the transmitting power is re-

duced from -15 to -20 dBm/ch, (ii) 16QAM is used as a modulation scheme instead of

QPSK, and (iii) the Rx array is changed from an arrangement parallel to the y-axis to

one parallel to y = x (-45◦ rotation in the xy plane). Figure 6.8(b) shows those when (iv)

the MMSE algorithm is used instead of the ZF algorithm as a signal detection scheme

at the Rx and when (v) the location of the Tx antenna is changed from the center of the

ceiling to the vicinity of a wall. Figures 6.8(c) and (d) show BER performances when

(vi) the height of the Tx antenna is changed from 2.5 m to 1 m and when (vii) the size

of the room is changed from 6 m × 6 m × 2.7 m to 6 m × 8 m × 2.7 m. In (vii), the

location of the Tx antenna is also changed from (3, 3, 2.5) to (3, 4, 2.5) to place the Tx
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Figure 6.8. CDFs of BER when several parameters are changed.

antenna at the center of the ceiling.

(i), (ii), and (iv) and (iii), (v), (vi), and (vii) are parameter changes relating to

systems and environments surrounding the systems, respectively. As shown in Figs.

6.8(a)-(d), | det(H)|2max and λ2,max are still effective criteria although the distribution of

the BER in each scenario is changed from that in the basic scenario. Since | det(H)|2max

and λ2,max are applicable regardless of the size of the room, the transmitting power, and

the location of the Tx antenna, the measurement scenario in Section 6.4 is different from

the basic scenario in the analysis of Section 6.3.1.
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6.4 Measurement Based Performance Evaluation

In the room of 8.76 m × 6.31 m × 2.7 m shown in Fig. 6.9(a), the BER performance is

empirically evaluated by including channel estimation and propagation characteristics

in an actual environment. For Tx and Rx antennas, four-element rectangular and two-

element linear sleeve arrays are respectively used (Fig. 6.9(b)). For the Tx antenna,

the number of elements fed simultaneously is two. The feeding elements are switched

manually, and nonfeed elements are terminated. The location of the Tx antenna is

fixed, and the radiated signals are received at multiple Rx positions (8 in total). Here,

the heights of the Tx and Rx antennas are both 1.15 m. The measured environment

is quasistatic, and all the Rx positions are in the LOS from the Tx position. In the

measurement, the transmitting frame format consists of a header of 50 symbol/ch and

data of 400 symbol/ch. M-sequences are applied to the header of the transmitting

signals, and the channels are estimated by a complex sliding correlation using reference

signals [104]. Then, the signals are detected by ZF algorithm. In this measurement, no

error-correcting code is used for simplicity. The measurement systems are described in

detail in [104] and [103].

Figure 6.10 shows the transmitting antenna subset achieving minimum BER at each

Tx

Rx
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Figure 6.9. (a) Measurement environment and (b) array arrangements.
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Figure 6.10. Antenna subset leading to minimum BER at each Rx position. #i denotes the
number of Tx antenna elements.

Rx position. Here, at positions 2 and 7, two candidates exist. The optimum antenna

selection is different at each Rx position, and there is no clear relationship between Rx

positions and optimum Tx antenna subsets, indicating that the antenna subset should

be selected based on some criteria. Figure 6.11 shows the CDF of the measured BER

for antenna subsets selected at each Rx position and fixed antenna subset. Here, #i

denotes the number of selected feed elements in Fig. 6.9(b), and #i–#j indicates that

the antenna subset is fixed to #i and #j at all Rx positions. In Fig. 6.11, the BERs

for the antenna selection outperform those for nonantenna selection. Since the BER for

λ2,max is almost identical to that for Opt except for the regime in the vicinity of 10−1,

a high λ2 is effective for obtaining low BER in this measurement scenario. As with the

simulation results in Section 6.3, | det(H)|2 also leads to good BER performance.

Figure 6.12 shows the BER for each antenna selection as a function of Rx positions.
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Since λ2 values at positions 5, 6, and 7, which are close to the wall, are less than λ2

values at the other positions, BER performances are degraded at positions 5, 6, and 7.

With respect to the antenna selection effect, BERs for λ2,max and | det(H)|2max are almost

identical to those for Opt at positions 3–8. Although BERs for λ2,max and | det(H)|2max

are worse than those for Opt at position 2, that is acceptable because those BERs are

sufficiently low (< 1× 10−4) despite not using an error-correcting code. The differences

in BER between each selection criterion at position 1 cause the difference in the vicinity

of 10−2 for the CDF in Fig. 6.11.

Figure 6.13 shows the eigenvalues for λ2,max and | det(H)|2max , which are normalized

by the eigenvalues for Opt defined as λi,opt. This evaluation reveals how large the eigen-

values for λ2,max and | det(H)|2max are in comparison to Opt. When λ1−λ1,opt ( λ2−λ2,opt)

is greater than 0, the first (second) eigenvalue for λ2,max or | det(H)|2max is greater than

that for Opt. In Fig. 6.13(b), although λ2−λ2,opt for λ2,max are greater than or equal to

0 at all Rx positions, λ2 − λ2,opt for | det(H)|2max is less than 0 at position 1. It indicates

that λ2 for | det(H)|2max is smaller than that for Opt at this position, and the degradation

of λ2 is caused by the large P from (6.9). The large P also leads to a large λ1−λ1,opt at

position 1 from (6.10) (Fig. 6.13(a)), and the large difference between λ1 and λ2 causes

the degradation of BER for | det(H)|2max . Although there are exceptions to consider,

| det(H)|2max is a suitable criterion to achieve low BER.
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6.5 Evaluation of Computational Load

This section evaluates the antenna selection of Opt , λ2,max and | det(H)|2max alone, which

had led to good BER performance, as described in Sections 6.3 and 6.4. First, we

compare the system complexity between the criteria when the BER is used directly

(Opt) and when channel conditions (λ2,max and | det(H)|2max ) are used.

Figure 6.14 shows the block diagram of a MIMO system with transmitting antenna

selection based on channel conditions. As shown in Fig. 6.14, compared to when the

BER is used directly, the processes of “Linear Receiver” and “Symbol Detector” are

not necessary for antenna selection based on channel conditions, thereby reducing the
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Figure 6.14. Block diagram of a MIMO system with transmitting antenna selection based
on channel conditions.

computational load. Moreover, when a high-speed switch is applied to the Tx side, the 4

× 2 channel matrix can be estimated at one time on the Rx side using pilot signals with

time difference and reference signals. This is equivalent to the situation in which the

Tx side has more antenna elements than the Rx side, and decoding cannot be realized

by linear processing such as ZF and MMSE methods owing to the lack of degrees of

freedom. In the case of nonlinear processing, although decoding can be realized using

maximum likelihood detection (MLD) [171], exponential increases in the complexity as

a function of the number of antennas and modulation levels are a problem. Hence, the

system complexity for (λ2,max and | det(H)|2max ) is lower than that for Opt.

Now, the calculation amounts of λ2,max and | det(H)|2max are evaluated. In general,

since the eigenvalue derivation by QR decomposition is widely used in the communica-

tions field, the derivation process of the eigenvalue is considered as follows:

1. Generate a correlation matrix A = HHH .

2. Construct the Householder transformation.

3. Perform the QR decomposition.

4. Repeat step 2 and 3 until A approaches an upper triangular matrix or a diagonal
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matrix

Now, the detailed process is described in accordance with [172]. First, the correlation

matrix A is calculated as follows:

A = HHH (6.11)

=

[
|h11|2 + |h12|2 h11h

∗
21 + h12h

∗
22

h21h
∗
11 + h22h

∗
12 |h21|2 + |h22|2

]
(6.12)

=

[
a11 a12

a21 a22

]
(6.13)

where {·}∗ denotes the complex conjugate. Subsequently, vector v is calculated using

x = [a11, a21]
T , z = [1, 0]T as follows:

v = x+ ∥x∥z (6.14)

=

[
a11 +

√
|a11|2 + |a21|2

a21

]
=

[
v1

v2

]
(6.15)

By using vector v, the Householder matrix Ht is given by

Ht = I− 2× vvT

∥v∥2
(6.16)

=

[
1− 2|v1|2

|v1|2+|v2|2 − 2v1v2
|v1|2+|v2|2

− 2v1v2
|v1|2+|v2|2 1− 2|v2|2

|v1|2+|v2|2

]
(6.17)

=

[
ht,11 ht,12

ht,21 ht,22

]
(6.18)

where I denotes a unit matrix, andHt satisfiesHt = HT
t = H−1

t . AnyA with rank(A) =

2 is decomposed by an orthogonal matrix (Q) and an upper triangular matrix (R), which

means that the relationship of A = QR holds. Here, R is given by

R = HtA (6.19)

=

[
ht,11a11 + ht,12a21 ht,11a12 + ht,12a22

ht,21a11 + ht,22a21 ht,21a12 + ht,22a22

]
(6.20)
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Table 6.1. Number of arithmetic operations to calculate each parameter used as antenna
selection criteria.

Parameter Addition Multiplication Division Square
/subtraction root

λ2 (QR) 47+33(k-1) 65+52(k-1) 6+4(k-1) 1+(k-1)
λ2 (Eq. (6.4)) 14 18 5 0
| det(H)|2 7 10 1 0

=

[
rd,11 rd,12

0 rd,22

]
(6.21)

andQ is equal toHt sinceH
−1
t = Ht. Here, A decomposed by these processes is denoted

as A1. In the next stage, the processes from (6.14) are repeated for A2 = RQ, where the

positions of Q and R are exchanged. This operation is continued until A approaches

an upper triangular matrix or a diagonal matrix (Ak), and the diagonal components

of Ak are eigenvalues (λ1 and λ2). To evaluate the calculation amount, Table 6.1 lists

the number of arithmetic operations required to derive λ2 from the QR decomposition

(λ2 (QR)) and to derive | det(H)|2. Here, the number of arithmetic operations for λ2

derived from the second equation of (6.4) (λ2 (Eq. (6.4))) are also shown as a reference.

In this table, k represents the number of repeated operations required to obtain Ak.

The number of arithmetic operations is calculated by considering each component hij of

the channel matrix as a complex value [173].

The results in Table 6.1 indicate that the calculation amount for the eigenvalue

derivation is reduced by using (6.4) because the number of arithmetic operations for λ2

(Eq. (6.4)) is smaller than that for λ2 (QR) in all the operations. Furthermore, the

number of arithmetic operations for | det(H)|2 is smaller, and therefore, it is concluded

that the square of the absolute value of the determinant of the channel matrix is most

effective from the viewpoint of BER performance and computational load.

6.6 Summary

This chapter has demonstrated that in 2× 2 MIMO-SDM systems with antenna selection

from four to two elements, the criterion using the square of the absolute value of the
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determinant of the channel matrix was the most effective one for both BER performance

and computational load in an indoor LOS scenario. For the investigations, this chapter

employed ray-tracing propagation analysis, taking into consideration variations in both

the amplitude and the phase of the channel matrix depending on the selected antenna

subsets. The optimum BER performance was not obtained with either only a phase

or only an amplitude criterion. The second eigenvalue of the spatial correlation matrix

was a dominant factor in achieving low BER, and the determinant based criterion is

a simplified one of the second eigenvalue. The criterion based on the determinant of

the channel matrix could be applied to various scenarios, and the effectiveness of the

criterion for BER performance was also verified empirically in an actual environment.

The computational complexity was lower than that of a criterion based on the second

eigenvalue, and the BER performance was comparable to that.



Chapter 7
Concluding Remarks

This dissertation has focused on indoor base stations and has described novel multi-

antenna technologies using radiation patterns wisely to improve performance without

increasing the number of streams.

In Chapter 3, channel capacity was introduced as a evaluation factor of MIMO perfor-

mance, and the relationships among channel capacity, spatial correlation, SNR, received

power imbalance, and eigenvalues of the spatial correlation matrix were discussed with a

focus on 2 × 2 MIMO systems. First, this dissertation theoretically explained that even

if spatial correlation were reduced, channel capacity could be degraded because of the

received power imbalance. Then, the equation for the channel capacity was divided into

two elements depending on the SNR CSNR and the spatial correlation coefficient CCOR.

For CCOR, two scenarios were extracted, and it was revealed analytically and empirically

that eigenvalues are an important factor in estimating channel capacity. Moreover, this

dissertation also focused on a spatial correlation reduction under the condition in which

the SNR and the components of the channel matrix are varied simultaneously. When

MIMO antenna selection and radiation pattern reconfiguration are assumed as a con-

crete example, variations in the SNR and the spatial correlation often have a trade-off

relationship. For this scenario, it is revealed that a correlation reduction requirement of

|γs| ≤ 0.7 was effective for channel capacity enhancement. Then, as one example, spatial

correlation reduction and channel capacity enhancement by multipolarization was clar-

ified empirically. Moreover, the concept of channel capacity enhancement by increasing

SNR was shown in this chapter, and the discussion was connected to Chapter 4.

Chapter 4 described the MIMO antenna configuration methodology by using radi-
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ation patterns effectively. The discussion was mainly focused on indoor BSs, and the

goal of this dissertation was enhancement of MIMO performance using fixed radiation

patterns. Here, two types of BS positions are assumed: mounted in the vicinity of a

wall and mounted at the center of the ceiling. For the former, this dissertation re-

vealed by ray-tracing propagation analysis that a narrow HPBW of 60◦–80◦ pointed

to the corner of the room was effective in obtaining large channel capacity. Based on

the design guidelines, a patch antenna array with dual-feeds was fabricated, and then,

measurements were conducted in a small room of 6.2 m × 5.8 m × 2.7 m. The re-

sults showed that the 4 × 4 MIMO channel capacity was enhanced by approximately

20% at two out of three typical MT positions, compared to that for sleeve antenna

configurations. For the latter, this dissertation presented a low-profile dual-polarized

directional MIMO antenna with a thickness of 0.24λ. Design guidelines of the antenna

derived by ray-tracing propagation analysis were as follows: The main beam directions

are orthogonalized in the horizontal plane and are tilted 30◦ downward in the vertical

plane, and the HPBW is 80◦. The antenna was configured by four cavity-backed slots

and four printed dipole antenna elements, and slot and dipole elements radiate vertical

and horizontal polarizations, respectively. Measurement of the antenna characteristics

showed that a unidirectional radiation pattern with a tilt angle was obtained in each

polarization. Then, channel measurements were conducted in the room of 5.75 m × 6.15

m × 2.70 m under LOS conditions, and the SNR and channel capacity were compared

with those of the sleeve antenna configuration. The place-averaged SNR of the proposed

antenna was 14.1 dB, and the improvement factor was 2.6 dB. The place-averaged chan-

nel capacity of the proposed antenna was 7.1 bits/s/Hz, and the improvement factor was

16.2%. The results of the present study revealed that the MIMO capacity performance

was the same or better than that of the sleeve antenna configuration.

Chapter 5 proposed a novel feeding circuit with a switching function for shapes

and directions of radiation patterns. First, a technique to realize cardioid and figure

8 radiation patterns was presented. Then, as a modified version, techniques to realize

omnidirectional and directive radiation patterns were presented. Those techniques were

based on array antenna theory, and a multiradiation pattern was generated by switching

feed elements and phase difference feeding (0◦, 180◦, -90◦ and 90◦). For the former

circuit, the array factors derived from the output signals at 2 GHz showed that two

cardioid and two figure 8 radiation patterns were achieved when mutual coupling effects
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were ignored. When mutual coupling effects were considered, unidirectional (with more

than a 10 dB F/B ratio) and bidirectional radiation patterns were obtained. Moreover,

the measurement results showed that the averaged losses between 1.85 and 2.21 GHz

were less than 1.8 dB, and the phase difference agreed with simulation data in the

vicinity of 2 GHz in the proposed feeding circuit. For the latter, the proposed circuit

has five operation modes and can switch feed to two elements with phase differences of

0◦, 180◦, -90◦ and 90◦ and feed to a single element. The simulation results showed that,

in all the modes, mismatch losses were less than -0.5 dB and desired phase differences

were obtained at 2 GHz. The output signals led to the array factor of two cardioid,

two figure 8, and omnidirectional radiation patterns. Then, this dissertation revealed

that uni-, bi- and omnidirectional radiation patterns were obtained by considering a

combination with a three-element linear monopole array. The variation in the radiation

patterns as a function of the frequency was small at 1.88, 2 and 2.06 GHz. Then, since

the effect of switching circuits had not been considered in the above simulation and

measurement, the design procedures were shown, and the measurement results of the

fabricated switching circuit was evaluated. Despite a resulting frequency shift, good

insertion loss and isolation characteristics were observed.

Chapter 6 presented an antenna selection criterion that was suitable for indoor LOS

scenarios for two-stream MIMO systems. Since the selection criterion could be applied

to a switching algorithm appropriate for radiation patterns, this section was ranked as

a system-level consideration of Chapter 5. In Chapter 6, this dissertation demonstrated

that the criterion using the square of the absolute value of the determinant of the channel

matrix was the most effective one for both BER performance and computational load in

an indoor LOS scenario. For the investigations, this dissertation employed ray-tracing

propagation analysis by taking into consideration variations in both the amplitude and

phase of the channel matrix depending on the selected antenna subsets. The criterion

based on the determinant of the channel matrix could be applied to various scenarios,

and the effectiveness of the criterion for BER performance was also verified empirically

in an actual environment. The computational complexity was lower than the criterion

based on the second eigenvalue, and the BER performance was comparable to it.

From these results, the effectiveness of a prototype MIMO antenna using directional

antennas effectively was confirmed empirically, and suitable design guidelines for radia-

tion patterns in indoor base stations were clarified. Then, a low-profile MIMO antenna
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with good MIMO transmission characteristics was realized. Furthermore, this disserta-

tion proposed a novel feeding circuit with a switching function for multiradiation pat-

terns including the change of direction and shape. Then, this dissertation also clarified a

switching criterion when propagation paths are changed. The accomplishments provide

novel multiantenna technologies to enhance transmission characteristics. Finally, it is

desired that this finale will generate new prelude.



Appendix A
Relationship between Eigenvalues and

SER

Appendix A describes relational expressions between eigenvalues and symbol error rate

(SER).

When s(t) and r(t) are defined as the transmitting and receiving signal vectors,

respectively, the following equation is satisfied in narrow band single user (SU) MIMO

system.

r(t) = Hs(t) + n(t) (A.1)

where n(t) is the receiver noise vector, and Nt and Nr are the number of Tx and Rx

antennas, respectively. When ZF algorithm is applied to the received signals as a signal

detection scheme, the receiving side weight vector W is given by

W = [w1,w2, . . . ,wj, . . .] = H∗(HTH∗)−1 (A.2)

Then, output signals are represented by the following equations:

y(t) = WT r(t)

= WT (Hs(t) + n(t))

= s(t) +WTn(t) (A.3)

Assuming the same power transmission Ps from each Tx antenna. the SNR after signal
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detection for the signals from jth transmitting antenna (SNRj) is given by

SNRj =
Ps

|wT
j n(t)|2

=
Ps

||wj||2σ2
(A.4)

where || · || is the Euclidean norm. Minimum SNRj is given by

min
1≤j≤Nt

SNRj =
1

max1≤j≤Nt ||wj||2
· Ps

σ2
(A.5)

where

max
1≤j≤Nt

||wj||2 = max
1≤j≤Nt

(HHH)−1
jj (A.6)

= max
1≤j≤Nt

eTj (H
HH)−1ej (A.7)

≤ max
xTx=1

xT (HHH)−1x (A.8)

= λmax[(H
HH)−1] (A.9)

= λ−1
min[H

HH] (A.10)

where ej is the jth column of unit matrix INr,Nt in (A.7). (A.9) is derived by applying

Rayleigh-Ritz theorem to (A.8), and λ[A] in (A.9) and (A.10) is eigenvalue of matrix A

[114]. Based on (A.9) and (A.10), the following equation is derived.

min
1≤j≤Nt

SNRj ≥ λmin[H
HH] · Ps

σ2
(A.11)

Let symbol error rate (SER) for jth transmitting signals be Pj. Pj(SNRmin) is Pj

corresponding to minimum SNRj, which is given by the nearest neighbor union bound

(NNUB) as follows:

Pj(SNRmin)≤NeQ

(√
min

1≤j≤Nt

SNRj
d2min

2

)
(A.12)

where dmin denotes the minimum Euclidean distance between signal points, and Ne is

the average number of nearest neighbors of the per antenna constellation [114], [174].
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Q(·) is the Q-function given by the following equation:

Q(x) =
1√
2π

∫ ∞

x

exp

(
−t2

2

)
dt (A.13)

Q(x) is the monotone decreasing function in x > 0. The right-hand value in (A.12)

depends on the minimum value of SNRj if modulation method is fixed. If λmin is large,

low Pj(SNRmin) is expected because minimum SNRj also becomes large in (A.11), and

the value of Q-function in (A.13) becomes small.
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