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Abstract

A Study of Cognitive Processes
of Natural Language Understanding

From the viewpoint of computational linguistics, of which main pur-
pose is to formalize human processes of language understanding as
computational processes, this dissertation proposes three models which
formalize three different aspects of natural language understanding re-
spectively.

First, we propose a model of metaphor understanding in which con-
texts play an important role. The model of metaphor understanding
proposed by this dissertation deals not only with understanding an
isolated metaphorical sentence, but also with understanding metaphor-
ical expressions in a discourse. We adopt the formalization based on
situation semantics, in which by dealing with the interpretation of a
metaphorical expression and the information in the expression sepa-
rately the metaphor understanding is done according to the hearer’s
resource.

Secondly, we propose a human parsing model of natural language
from the point of view of performance, or actual usage of language.
Several researchers have paid attention to some remarkable phenomena
in the human parsing process, since these phenomena may be a clue to
the explication of the high efficiency on the human parsing process. On
the hypothesis that these phenomena should be due to delicate aspects
of performance, we propose a parsing model based on connectionist
model, which is founded on interaction among a large number of simple
computing element.




Abstract

Finally, we propose a model of common sense reasoning, which is
used for inference by world knowledge, or background knowledge, in
natural language understanding. Some mechanism of common sense
reasoning, such as circumscription, is necessary in order to make a
natural language understanding system be able to comprehend some
natural language expression more deeply, that is, to make the system
be able to obtain some useful information, which human extracts from
some expression by using his/her own background knowledge, especially
common sense. While circumscription is a rule for the first order logic,
we propose an application of circumscription to logic programming lan-
guages, such as Prolog. We also present an application of circumscrip-
fion to the programming language Uranus which is an extended logic
programming language with the multiple world mechanism. The ap-
plication of circumseription to Uranus is useful to formalize a common
sense reasoning on some frame-style knowledge base.
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Chapter 1

Introduction

Natural language is the medium of communication which has been es-
tablished naturally in order for our to use it for mutual understanding,
and it has changed with the times. For example, Japanese, which is au-
thor’s mother tongue, is one of natural languages. Without any special
effort, one can understand expressions in his/her mother tongue!. For
linguists and psychologists, the main goal of researches of natural lan-
guage is to make models which can explain such an ability of language
comprehension. ‘

However, as computers was invented, computer scientists, especially
AI? researchers, participated in the research on a new line of approach.
The methodology is to formalize processes of language understanding
as calculation and establish natural language understanding system on
computer in order to validate the model. Conversely, it is possible that
fruitful results of modeling the processes as computation are returned
to both the psychology field and the linguistic field. This interdisci-
plinary field called computational linguistics is one of the key themes
in cognitive science[All87]. The major goal of establishing a language

1Needless to say, in order to master the mother tongue, he/she had to learn it
somehow in his/her early childhood. A number of psychologists have observed and
studied how children obtain the ability of language comprehension. According to
it, while children of three or so can rapidly acquire the ability both to understand
their mother tongue and to use it, after the period one has to make a special effort
to acquire foreign languages[And80].

? Artificial Intelligence




2 CHAPTER 1. INTRODUCTION

understanding system is to use a natural language, which seems to be
the most natural way of communication for us, for one of media of
communication between human and machines. While the technology
for controlling machines by computers is at fairly high level, between
human and computers, there exist some semantic gaps because of the
difference between languages being used. It is expected that natural
language understanding systems are developed on computers to serve
as the bridge over the gap, that is, as the interface between human
and machines. A number of computational models of natural language
understanding have been proposed so far, and each of them has its
own characteristic. However they seems to share the following basic
organizations, in which there exist some different realm according to
information treated[FM86, TT88, Nom88].

o Morphological analysis
This realm concerns how words are constructed out of more ba-
sic meaning units called morphemes. For example, it deals with
conjugation, declension, inflection, and so on.

Syntactic analysis

According to a grammer, which describes the syntactic structure
of a natural language, this realm concerns how words can be put
together to form sentences that look correct syntactically in the
language[Sel85, Shi86, Cho88, GKPS85, Gun87a, KB82, SSS88,
Gun87b, Tuj86, Ots87).

Semantic analysis (in one sentence)
This realm concerns what words mean and how these meanings
combine in sentences to form sentence meanings[NN86, Ken85,

NF83).

Discourse analysts

This realm concerns how sentence meanings combine in a dis-
. . o 3

course to form a total meaning of the discourse[BB83, BP83,

Bar89]. For example, anaphora of pronouns is included in this

realm.

Pragmatic analysis
This realm concerns how a context affects the interpretation of

a expression and what information the expression carries[Lev83].
For example, this realm deal with speech act, metaphor under-
standing, and so on[Yam86, Fau85, LJ80, Yams8s, Sak85].

Moreover, the following realm is related to the realms described above.

e Analysis based on world knowledge
This realm concerns how the general knowledge about the struc-
ture of the world are used for inference in order to, for example,
maintain coherence of the above realms, complete insufficient in-
formation, and so on[Tsu87].

As described above, computational models of natural language un-
derstanding can be regarded as the complex system consisting of a
number of different realms. However we should rather regard that pro-
cesses of these analysis are combined not in a sequential manner, but in
the manner of non-directional interaction in order to understand some
language expressions[Has89]. Since there exist many unsolved problems
in each realms, a number of researchers are going on studying them in
order to establish more sophisticated natural language understanding
systems.

From the viewpoint of computer linguistics, of which main purpose
is to formalize human processes of language understanding as computa-
tional processes, this dissertation proposes the following three models
which formalize three different aspects of natural language understand-
ing respectively.

o A metaphor understanding model

(Chapter 2. A Formalization of Metaphor Understanding in Sit-
uation Semantics

A parsing model
(Chapter 3. A Parsing Model based on Connectionist Model)

A model of common sense reasoning

(Chapter 4. A Model of Common Sense Reasoning Based on
Circumseription)




CHAPTER 1. INTRODUCTION

In Chapter 2, we will propose a model of metaphor understanding in
which contexts play an important role. Metaphor is one of rhetori-
cal methods. However, it is used not only in literary writings, but
also in many conversations in our everyday life as effective means of
communication. Therefore, metaphor understanding is one of the most
important themes which we must deal with to have a sophisticated nat-
ural language understanding system. Metaphor understanding should
be regarded not as a simple process of semantic analysis, but the com-
plex of several processes, such as semantic analysis, discourse analygs,
inference based on world knowledge, and so on. From the view of this,
formalizing metaphor understanding provides us good material for es-
tablishing an integrated system of language understanding. .

The model of metaphor understanding proposed by this dissertation
deals not only with understanding an isolated metaphorical sentence,
but also with understanding metaphorical expressions in a discourse.
In order to deal with the information obtained from a metaphorical ex-
pression in a discourse, it is necessary that the part of semantics which
deals with metaphor understanding should harmonize with the rest of
semantics which deals with the ordinary discourse understanding. It is
a typical case of the metaphor understanding in a discourse that the
information which the hearer obtains from a metaphorical expression
depends on the context in which the expression is uttered. GeneraUy
speaking, the information in an expression may vary with hearer’s cir-
cumstance, or resource, such as contexts, background knowledge, and
so on. The context sensitivity like this can be explained by drawing a
distinction between the interpretation of an utterance and the informa-
tion in the utterance, which is one of the ideas in situation semantics.
Accordingly we will adopt the formalization based on situation seman-
tics, in which by dealing with the interpretation of a metaphorical ex-
pression and the information in the expression separately the metaphor
understanding is done according to the hearer’s resource.

In Chapter 3, we will propose a human parsing model of natural
language from the point of view of performance, or actual usage of
language. Several researchers have paid attention to some remarkable
phenomena in the human parsing process, since these phenomena may
be a clue to the explication of the high efficiency on the human parsing
process. On the hypothesis that these phenomena should be due to

delicate aspects of performance, we will propose a parsing model based
on connectionist model, which is founded on interaction among a large
number of simple computing element. A connectionist parser according
to the model will basically work in real time, and its behavior is fairly
similar to one of the human parsing. Moreover, we will show that our
connectionist parser can explain some interesting phenomena in the
human parsing process, such as cognitive difficulties to recognize garden
path sentences or deeply nested sentences, preference of structurally
ambiguous sentences, and so on.

In Chapter 4, we will propose a model of common sense reasoning,
which is used for inference by world knowledge, or background knowl-
edge, in natural language understanding. Some mechanism of common
sense reasoning, such as circumscription, is necessary in order to make
a natural language understanding system be able to comprehend some
natural language expression more deeply, that is, to make the system
be able to obtain some useful information, which human extract from
some expression by using his/her own background knowledge, espe-
cially common sense. In language understanding, it is hard for us to
own perfect knowledge of our circumstance. However, we can infer some
useful information from such incomplete knowledge. Circumscription
is a rule of conjecture based on incomplete knowledge that can be used
for jumping to certain conclusions’. Since such a reasoning should be
one of the most important kind of reasoning which we usually do in our
daily life, it will be expected that the reasoning is useful for formaliz-
ing an aspect of reasoning in natural language understanding. While
circumscription is a rule for the first order logic, in this dissertation,
first we will propose an application of circumscription to logic pro-
gramming languages, such as Prolog. By this method, common sense
reasoning can be done using the knowledge base which is built with one
of logic programming languages. Logic programming languages, which
are based on a subset of the first order logic called horn set, are well
suited to natural language processing because of its characteristics in
symbol manipulation, such as the unification mechanism, and so on.
It is also one of characteristics of logic programming languages that a
program written in them can be regarded as the knowledge base which
naturally includes both facts and rules.

We also present an application of circumscription to the program-
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ming language Uranus proposed by Nakashima[{NTS84, Nak8§b], which
is an extended logic programming language with the multiple world
mechanism. The multiple world mechanism allows programmers both
to divide program definition space into several parts called worlds and
to organize them in a hierarchical manner like the frame representa-
tion. Since a knowledge base used in natural language understand-
ing should consist of complicated information, some highly st.rust.ur.e(l
schema, such as the frame representation, is necessary to descnb'e it.
The application of circumscription to Uranus is useful to formalize a
common sense reasoning on some frame-style knowledge base.

Chapter 2

A Formalization of
Metaphor Understanding in
Situation Semantics

2.1 Introduction

Metaphor — one of rhetorical methods — is used not only in literary
writings, but also in many conversations in our everyday life as effective
means of communication[Yam88, LI80, Lak87b]. Therefore, metaphor
understanding is one of the most important themes which we must deal
with to have a sophisticated natural language understanding system.
The metaphor understanding process has been discussed from various
points of view by a number of researchers[TIT89, Ind87, GFS87, OF87,
Pla87, Lak87a, Nun87, Hol89].

It is the essence of metaphors that one thing or idea (we will call
it «) is expressed by means of something else (8). For example, in a
metaphorical phrase “A man like a wolf”, “a man” corresponds to « and
“a wolf” corresponds to . In the rest of this chapter, we will use the
term target (or target domain) to refer to a thing o and source(source
domain) to refer to . According to the interaction theory of metaphors
proposed by Black, an “implicative complex”, which is a set of infer-
ences that can be drawn about a domain, is associated with the domain.
A metaphorical expression works by projecting an implicative complex
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of a source domain upon a target domain[Ind87]. There are a num-
ber of studies of the metaphor understanding based on this theory, in
which such projections, or correspondences, are found b:y an analog-
ical mapping[GFS87, Hol89, Ind87]. Most of these studies, however,
deal only with understanding an isolated metaphorical sen'tenAce, and
regard the metaphor understanding process just as est.abllshfng cor-
respondences by some analogical mapping. Indeed the estabhshm?nt
of correspondences is the main part of the metaphor un.derstandmg
process, but in order to deal with the information obtained from a
metaphorical expression in a discourse, it is necessary that the part
of semantics which deals with metaphor understanding should harmo-
nize with the rest of semantics which deals with the ordinary discourse
understanding. There are no researches based on such a vie\vpo'ml,
that is, a framework which refers to the analysis of the metaphorical
expression in a discourse. '

In this chapter, in view of this point, we present a new theory which
can account for understanding metaphorical expressions in a discourse.
It is a typical case of the metaphor understanding in a discourse that Fhe
information which the hearer obtains from a metaphorical expression
depends on the context in which the expression is uttered. For example,
let us consider the following sentence:

With a new strategy, I wiped him out.

(2.1)

This sentence can convey some different kind of information according
to contexts in which it is embedded:

Case-1. A description about a war: \
The head of a winning state utters the sentence about the victory,
referring to the head of the defeated state.

Case-2. A description about an argument:
Someone utters the sentence about the argument in which he/she
refuted his opponent.

“I argued with Mr.B about his theory last night.”
“How did it come out ?”

2.2. THE OUTLINE OF METAPHOR UNDERSTANDING IN SITUATION SEMANTICS

Case-3. A description about a game:
The manager of a soccer team utters the sentence about the
result of the game, referring to the manager of the opponent team.

etc.

As this example shows, the sentence (2.1) connotes different situations
according to the contexts in which it is uttered. These connotations
of the sentence (2.1), however, seem to share some common structure,
rather than to be quite different from each other.

Generally speaking, the information in an expression may vary with
hearer’s circumstance, or resource situations, such as contexts, back-
ground knowledge, and so on. The context sensitivity like this can be
explained by drawing a distinction between the interpretation of an ut-
terance and the information in the utterance, which is one of the ideas
in situation semantics. Accordingly we adopt the formalization based
on situation semantics, in which by dealing with the interpretation of
a metaphorical expression and the information in the expression sep-
arately the metaphor understanding is done according to the hearer’s
resource. That is, an actual meaning connoted by either a word or a
phrase in a metaphorical expression may vary from its ordinary mean-
ing. As a result, metaphorical expressions can convey some other new
information. We would like to formulate this variation as a process
of introducing new resources, namely, establishing correspondences be-
tween a source domain and a target domain, with which a hearer can
project information about a source domain onto a target domain.

2.2 The Outline of Metaphor Understand-
ing in Situation Semantics

In our theory, metaphor understanding consists of the following steps
and semantic representations with which this metaphor unders anding
process are represented in terms of situation semantics:

Step-1 Hear a fragment uf* of an utterance and construct states of affairs

corresponding to it by the convention of the language use. Then
a described situation si, corresponding to uf* is obtained.
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Step-2 By supposing that uf* describes the same situation which is de-
scribed by the current context s;_l, we obtain a situation s3*"

such that:

(2.3)

Then examine whether the situation sj¢* satisfies the following

requirements:

1. Every relation in the situation s}°* satisfies the appropriate-
ness of its argument assignment.

2. The situation s} is coherent.

3. All of constraints holding in the situation s} are satisfied.

Step-3 If the requirements in Step-2 are satisfied, let the new context 84

be s3¢* and increase ¢ by 1, then go to Step-1.

Step-4 Since the requirements in Step-2 are not satisfied at this point,
introduce a new resource to cancel the inappropriateness and to
obtain a meaningful interpretation. In metaphor understanding,
as described later, the new resource is a set of constraints which
represents the correspondence between the source domain and
the target domain. Thus, the new situation s, in which these
constraints hold is regarded as a new resource situation. Now
pay attention to states of affairs carried relative to the resource
situation si by the described situation s%, which is a situation
related to the source domain in this case. Since the situation
s'u} supporting these states of affairs corresponds to a situation

related to the target domain, return to Step-2 after replacing the

described situation s, with s'u;

Not only in ordinary sentence understanding, but also in metaphor
understanding, it does not seem to be plausible that the hearer begins to
interpret a sentence just after he/she finished hearing all of the sentence.
As described in Step-1, whenever the hearer hears/reads a fragment of
an utterance such as a noun phrase, a verb (phrase), and so on, he/she
starts to interpret the fragment under the current context made by the

discourse.

2.3. THE DETAILS OF EACH STEP i

It is Step-2 that is the process which integrates fragments of inter-
pretation newly obtained with the current context. The way of the
integration depends on the convention of the language used. For ex-
ample, the grammer of the language is one of the constraints which are
effective within one sentence.

In Step-4, the described situation s‘;‘f constitutes a part of the con-
text about the source domain, which is going on in parallel with the
main context. We call this context about the source domain the par-
a!lel context and denote it s;,. If there already exists a parallel context
s;jl,' Step-2 is also applied to the parallel context and 5‘;‘/. When the
requirements in Step-2 are satisfied, a new parallel context s; such that

s, =al = Suf (2.4)
is made. In this case, the situation which includes both s' and the
resource situation which has already introduced for the parallyel context
:s‘;,_l serves as a new resource situation. When one of the requirements
in Step-2 is not satisfied, a new metaphor has been introduced and
another parallel context is made. By allowing for multiple parallel
contexts which describe multiple source domains of metaphors, the case
that several different metaphors are introduced one after another into
a discourse can be accounted for.

2.3 The Details of Each Step

This section will give details of these steps roughly described in the
previous section through the process of understanding the example sen-
tence (2.1)

“With a new strategy, I wiped him out.”

in the Case-2, in which a topic about an argument is described.

2.3.1 Construction of a Fragment of a Described
Situation

As described in the previous section, we assume that whenever the
hearer hears/reads a fragment of an utterance, he/she interprets the
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fragment to some extent. While how big the unit.of fragmle.nts-m be
interpreted is depends on the language used and'ln‘s/ller ability in t‘he
language use, it seems that the most primitive unit is the phrase, which
is determined by the grammar of the language, such as a noun phrase
and a verb phrase. Assuming that the phrase is the unit of.an utterance
fragment, the example sentence is regarded as the following sequence

of three fragments:
[With a new strategy]pp, [Ilvp [wiped him out]yp

As the result of the constraint satisfaction such as the grammer of the
language, the described situation s, corresponding to each fragment
described above is obtained as follows:

s:‘! k= ((with, agent:A, object:ST) A

((strategy, object:ST))
sty | ((speaker, agent:A))

52/ k= ((wipe_out, agent:A, patient:B))

We also assume the following situation s as the initial context corre-
sponding to the context (2.2):

sy | ((argue, agent:A, participant:B, object: TH)) A
((theory, object:THY) A ((own, agent:B, object:TH)) (2.8)

In the following subsections, first we will show how the described
situation s}, is interpreted by Step-2, Step-3 and Step-4 in t.llf? proceis
described above. Then we will describe about the interpretation of s3;

and s?,f briefly.

2.3.2 Examining the Appropriateness of a De-
scribed Situation

/ rdi Step-2, let us consider the situation s} such that:
According to Step-2, le

shev = 5}‘/: 9 (2.9)

2.3. THE DETAILS OF EACH STEP 13

This situation is a candidate for the context of s?‘f. If only the condition
(2.9) is imposed on s}, the situation satisfies the requirements in Step-
2. The hearer, however, usually uses some background knowledge to fill
the lack of information, whenever he/she interprets an utterance frag-
ment. For example, the typical situation supporting a state of affairs
argue, and the knowledge that what state of affair is involved by the
state of affair strategy, are derived from these background knowledge.
In the following part of this subsection, first we show how to represent
background knowledge, then we consider how s3°“ is interpreted with
the background knowledge which we usually have in our mind.

2.3.2.1 Representing Background Knowledge

An utterance itself usually gives little information to a hearer. The
hearer can receive useful information from an utterance with some
background knowledge, rather than from the utterance only. In this
chapter, by the term resources we mean some information which does
not appear in utterances and can be used to interpret utterances by
a hearer. We will pay attention particularly to the following resource,
from which the hearer will be able to obtain useful information for
metaphor understanding:

The domain knowledge of a concept such as the typical con-
text in which the concept is used

Since the speaker assumes that the hearer has sufficient knowledge
about a source domain to retrieve some information intended by the
speaker from an expression related to the source domain, the speaker
may inform the hearer about something related to the current context,
that is, the target domain intentionally by comparing the two domain.
Therefore, in order to formulate metaphor understanding, it should be
assumed that a hearer has some knowledge both of source and target
domains to a certain extent. Such a knowledge includes common sense
and typical scenes, which the hearer is usually supported to have or be
able to associate in his/her mind.
We treat this background knowledge as a situation type, that is,

[s]s k0] (2.10)
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which somehow the hearer has. Then an instance of a typical scenes
actually used as a resource becomes the situation which is of this situ-
ation type, where parameters are anchored to fit individual situations.
These resource situations may also include knowledge such as causal
relations between states of affairs in typical scenes.

We also define the type hierarchy in terms of the relation subtype in
order to express the conceptual hierarchy as follows:

o R, subtype R, is true, if all assignments of the type R, are of the
type Rs.

e Types in the same type hierarchy can have the same assignment,
only if they have a common lower bound.

2.3.2.2 Interpretation with Background Knowledge

We suppose that the noun “strategy” recalls the situation type Th.r to
the hearer’s mind as the background knowledge of the “war”!. Suppose
also that 7', is the type of the situation which supports the following
constraints about a strategy:

(=, ((strategy, object:a)), ((method, object:z, event-type:ETuse m.p.))))
(2.11)

where

ETuse mp. =
[s | s = ((use, agent:y, object:mp)) A {(mil-power, object:mp)))
(2.12)

Now, a positive constraint = is defined as follows. If so | (=
Lo (%), 7(Z))) then for every situation s < so and every anchor f : &
Obj(s) such that s |= o(f), there is a situation s’ such that s’ }: f)
negative constraint L is also defined as follows. If 5o = (L, o(%), 7(

/\
and there is a situation s < sy and an anchor f such that s F )y
then there is no situation s’ such that s = 7(f).

1To do this, such a mechanism as the association is necessary in implementation.

2.3. THE DETAILS OF EACH STEP 1

For the initial context s3, we also suppose that to the hearer’s mind,
the verb “argue” recalls the type Targue of the situation, in which the
followmg states of affairs hold, as the background knowledge of the

“argue”:

(argue, agent:a, participant:p, object:a)) A
(use, agent:a, object:y)) A ((reasoning, object:y)) (2.13)

Moreover, we suppose that T is the situation ty pe which represents
the miscellaneous background knowledge and a situation of T}, s sup-
ports the following constraints:

(=, (with, agent:a, object:a)) A ((method, object:z, event-types | s =
o(agent:a)))
(L, {mil-power, object:y)), ((reasoning, object:y))))

The state of affairs (2.14) represents the constraint about the case that
the preposition “with” occurs with a “method”. The state of affairs
(2.15) represents the constraint about the conceptual structure.

Now, let us apply the background knowledge described above to

gnew

s3°" such that (2.9), that is, assume the following conditions:

S My (2.16)
Lt (2.17)
Sy il (2.18)

The proposition (2.16) leads to:

new

sp = ((argue, agent:A, participant:B, object:TH) A
((use, agent:A, object:y)) A (reasoning, object: y) (2.19)

where we assume that the state of affair argue supported by s3* was
merged with one in T

On the other hand, for (2.17) and (2.18) imply that the constraints
(2.11) and (2.14) hold in s}¢“, there exists the following situation 8y

sy | ((method, object:ST, event-type:ET,,, A
((use, agent:A, object:mp)) A ((mil-power, object:mp))(2.20)
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Assuming that states of affairs carried relative to the co.nstraints, that
is, the right hand side of (2.20) is used as parts of the max'nicont'ext, the
condition s, = s3°” should be satisfied. Under the condltxonI it seems
to be natural that we presume the state of affair usein (2.19) is merged

with one in (2.20). For this presumption leads to:
i k= ((reasoning, y)) A ((mil-power, y)) (2.21)

it is clear that the situation s3** violates the constraint (2.15). Since the
requirement 3 of Step-2 is not satisfied, to assume the corlldmon .(‘2.9).
that is, s, = s§ has turned out to be false. Therefore s, constitutes
the parallel context s;.
— L (2.22)
Generaly speaking, there exists some inappropriateness ab(.)ut the
content in metaphorical expressions. What a pair of domains is com-
pared with in a metaphor understanding is shown by the b‘ac.k.ground
knowledge recalled using associations. In the example, the initial con-
text s9 and the new described situation s}, recall the background knowl-
edge Turgue of an argument and the background kxtm\\"ledge Z‘wa, ofa \ve:r
respectively. This means that the target domain is t.he argumen't. .
and the source domain is the “war”. Finally we obtain the following
conditions as the result of Step-2:

STt s (2.23)
SS:TGWN A S?{IT,,,,SC (2.24)
S:L,:T‘.,a, A slﬂfiTnmr (2.25)

That is, the new described situation s, constitutes a palallcé context
which is not equal to the main context s3. The main context sj and the
described situation s, are the situations related to an argument and a
war, respectively.

2.3.3 Introducing New Resources to Get Mean-
ingful Information

In the previous subsection, we examined the inappropriateness which
5 2 O - = A A ST
might occur when a described situation is combined with the hearer’s
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circumstances. In metaphor understanding, however, the clue is what
kinds of information is carried by an utterance and is combined with
the context to make a new context. But, as described in the previous
subsection, the hearer’s background knowledge of both a war and an
argument is insufficient for information which contributes to the main
context to be able to obtained from sy Therefore, it can be presumed

that the hearer should introduce some new resource to get meaningful
information.

the following two studies serve to figure out the new resource. First,
Lakoff[L.J80] points out that about the example, we can consider that a
part of conceptual network in the concept “war” partially characterizes
the concept “argument”. Secondly, the pragmatic function proposed by
G.Nunberg, whose importance is pointed out by G.Fauconnier[Fau85],
is worthy of notice. The pragmatic function connects objects whose
characters are different from each other according to psychological,
cultural, domestic pragmatic grounds. Nunberg shows that a refer-
ence to an object can be done by another object which is appropriately
connected with the former object. Both studies suggest that the corre-
spondence is important. As the consequence we come up with having
the following supposition:

In addition to the interaction theory mentioned in the section 2 i b

First, the hearer introduces some correspondence between
a source domain and a target domain as a new resource.
Then, according to this resource, he/she converts informa-
tion, that is, he/she converts some states of affairs in the
source domain into the corresponding states of affairs in the
target domain®.

In the case of simile understanding or metaphor understanding,
what connects the source domain with the target domain is a set of
correspondences such as those which are given by a general metaphor
* and are made by some analogical mapping. On the other hand, in
metonymy understanding and so on, pragmatic functions may give some
correspondences.

2From now on, let the terms “source domain” and “target domain” mean also
situations related to a source domain and a target domain, respectively.
3See also the section 2.3.3.2 for further information about general metaphors.
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. 3 3 « »
Domain “war” Domain “argument

CONVERTER

Figure 2.1: Construction of an Information Converter

= 2 2 & - « t77
Descriptions of “war” = = Descriptions of “argumen

Figure 2.2: Conversion of Information

2.3.3.1 A Description of Correspondences between a Target
Domain and a Source Domain

In this section, we will show what correspondences we should deal with
and how to express them. Since a source domain and a target do-
main are generally distinct from each other, in a strict sense we should
treat correspondences between the schemes of individuation for ‘each
situation in order to express correspondences between the situau‘ons.
However, since it is important for metaphor understanding what kl'll(ls
of information about the target domain are obtained from descriptions
about the source domain, the following constraints are sufficient to
express correspondences between the source domain and the target do-

main:

(=il Peonmey &30 )5 T tarset TN (2.28)

where Syarget and S 5ource are the situations related to the target domain
and the source domain respectively, and 7. € Rel,mw, Prourcs €

Rel,,,.... The hearer’s attunement to these constraints means that
he/she is aware of the correspondence between the tw‘o (zlomam by
comparing them. Intuitively, these constraints are descriptions of the
hearer’s inference or association between a source domain and a target
domain.
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2.3.3.2 How to Obtain Correspondences

How can we obtain the constraints which represent the correspon-
dence between the source domain and the target domain ? General
metaphors[LJ80] are an important concept relevant to this question.
Lakoff points out that a metaphorical expression in a certain text is
an instance of a general metaphor. For instance, the example sentence
can be regarded as an instance of the general metaphor “ARGUMENT
IS WAR”. At first sight, it seems to be sufficient for metaphor under-
standing to prepare all of correspondences obtained from all of general
metaphors. However, for metaphorical expression can be and moreover
might be extended flexibly by the speaker according to the context, it
seems to be difficult that we prepare universal set of correspondences.
If so, how can we get correspondences, which should be set up accord-
ing to the context ? In the next section, we show that some heuristics
can give us some useful correspondences.

2.3.3.3 Heuristics for Analogical Mapping in Metaphor Un-
derstanding

Basically, there may be many possible correspondences between two
domains. However, it seems that we use some heuristics to establish
correspondences which can be used to retrieve some useful information
from metaphorical utterances during our interpretation process. Let us
enumerate some heuristics useful for metaphor understanding:

H1 Coherence of information
There are no incoherent situations when constraints, representing
correspondences, are applied.

H2 Similarity between corresponding states of affairs
This heuristic is based upon our assumption that it is difficult
even also for human in metaphor understanding to find corre-
spondences between two domains containing no pairs of states
of affairs closely related to each other. On this assumption, we
expect that some corresponding pairs of states of affairs may be
found easily.
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H2.1 Make correspondences between the same states of affairs
in two domains as far as possible.

H2.1.1 Especially, when a state of affairs ¢ = ((r, 7;p))
holding in the source domain does not appear in the
target domain, check whether the state of affairs can be
used in the target domain, that is, checking whether the
assignments to the argument roles of the state of affairs
are appropriate in the target domain. If the condition
is satisfied, the following constraint becomes one of the
assumption:

{(=,0,0) (2.27)

H2.2 Make correspondences between similar states of affairs in
two domains as far as possible, when the heuristic H2.1 is not
applicable. Similarity among relations is defined in terms of
the relation subtype, by which the type hierarchy is defined.
H2.2.1 Ifin the target domain the assignment is not appro-

priate for the state of affairs o obtained by applying the
heuristic H2.1.1, generalize the relation r by obtaining
a super type 7, such that:

U’ = «Tsup) .’l:‘.,[)» (‘ 28
7 subtype Teup (2.

from the type hierarchy and check whether the assign-
ment is appropriate for this super type. If the condition
is satisfied, the following constraint becomes one of the
assumption:

(=, (. 2500, (rowp T )N (2-30)
This generalization, however, gives us a weaker assump-
tion.
.2.2 If the heuristic H2.2.1 is applicable, examine sub-
types 7, of the relation 7,,, obtained by applying H2.2.1
such that:

Gl «7 suby L 71)»
Toup SUbtype Toup
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If the assignment is appropriate for one of the subtypes,
Tsuby the following constraint becomes one of the assump-
tion:

((:>1 «7': f} p»v «TSubvf; P»» (2‘3‘})
This assumption is stronger than the result of H2.2.1.

H3 Coherence of objects in two domains

Each object in one domain corresponds to an object in another
domain according to correspondences between relations. There
must be no incoherence in these correspondences between objects.
For example, suppose that the relations 1,’0,9&, and 1,(,,gd in the
target domain correspond to the relations r!, .. and r2 in
the source domain respectively. Suppose also that the fc;i)lu(;\c\fmu
states of affairs hold in the target domain and the source domain
respectively.

((Tia,ga, W, ) A (1 gers ¥, 2)

(riources b M) A (Fhources m, 0)

While it is an appropriate case that the equations

2=y S oz
m=n L& ke

are obtained from some other relations, it is an inappropriate case
that the equations

z=y & w#z (2.36)
37

migEn & =0 (2.37)

are obtained, because objects in one domain do not correspond
to objects in another domain coherently.

H4 Isomorphism of constraints
Make correspondences which preserve the isomorphism of con-
straints in two domains. For example, Suppose the following
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causal relations hold in the target domain and a source domain
respectively.

(5 Aargets Blarget)) (2.38)
(=7 AdoureerBrogree)} (2.39)

It seems to be natural to assume that the consequence Biarget
corresponds with the consequence Biource, if it is known that the
premise A qpes corresponds to Asource, and vice versa.

H4.1 Strengthening the definition of constraints

Since the definition of the positive constraint, which is de-
scribed in the section 2.3.2.2, is weaker than the implication
of the predicate logic, we cannot combine several constraints
into a new constraint. Therefore, the heuristic H4, which de-
pends on the isomorphism of constraints, not always work
well. In order to cope with this, we introduce the heuristic
which strengthens the definition of the positive constraint
only while the heuristic H4 is applied to make some corre-
spondences. The strengthening is achieved by the following
two restrictions.

o The situation s’ which supports the state of affairs 7,
which is carried relative to a constraint, should be a
part of the situation so, which supports the constraint.
That is, add the condition s' 9 sq to the definition of
the positive constraint.

This definition should be bidirectional. Replace “if” in
the definition of the positive constraint with “if-and-
only-if”.
These may correspond to the plausible restriction on the
domain of consideration, with which we usually do not have
to examine unrelated matters.
These restrictions contribute to the derivation of the fol-
lowing relations, which can be used in H4, rather than, to
finding quit new constraints®.

4The size of search spaces for finding quit new constraints based on these restric-

tions is often very large.
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o Transitivity
skE(=,0,0) A(=,00")
~ sk (=00") (2.40)
e Monotonicity
skE(=,0,0") ~ skE({(=,0A0" ") (2.41)

e Conjoining of consequence

sk (=00 A (=,0,0")
~ sk (=00 Ad")

o Disjoining of consequence

sk (=,0,0'Ad")
~ sE(=00)A(=,0,0")  (2.43)
o Weakening

sk (=,0,0")

~ skE{(=,0A0d",d Ad") (2.44)

where ~+ means that assuming the restriction described above
)

the right hand side is derived from the left hand side logi
cally. .

The following points may be paid attention to when these heuristics
are used.

Ne consider ;
e We consider that a partial correspondence between two domains

will be enough for metaphor understanding. Here, by “partial’
we mean: ‘

— One domain is allowed to have some relations which corre-
spond to no relations in another domain.
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— All argument roles about a relation do not have to be con-
sidered. That is, it may be sufficient that projections of re-
lations in one domain correspond to projections of relations
in another domain. Because an object which corresponds to
another object in the source domain does not have to exist
in target domain as far as it is not referred in metaphorical

expressions.

e Some measure, that is, some evaluating functions for application
of heuristics may be required for the efficient search of a plausible
correspondence.

2.3.3.4 An Example of Establishing Correspondences

Let us examine correspondences for the example sentence. As described
in the section 2.2, the described situation s}‘l forms a certain part of
the parallel context s} in parallel with the main context s;. Therefore
correspondences we should obtain are those that connect states of af-
fairs which hold in sl to states of affairs which meet the requirements
of Step-2 in the context s§ relative to the conditions (2.23), (2.24) and
(2.25).

First let us spell out the states of affairs which hold in s}A/ under
the condition (2.25). The states of affairs which hold in sy are given
in (2.5). By applying the constraints in Tnisc to shf, it is derived that
there exists a situation s, such that (2.20). Now, supposing that sl is
also used as a part of the parallel context, the condition sy = 5}should
be satisfied. Under the condition, states of affairs holding in s}‘f are as

follows:

shy | ((with, agent:A, object:ST)) N
((strategy, object:ST)) A
((method, object:ST, event-type:ETuse m.p.)) A
((use, agent:A, object:mp)) A

{(mil-power, object:mp))

Let us construct the constraints which connect the states of affairs
(2.45),...,(2.49) to the states of affairs which may hold in the target
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(lom.ajn. For the states of affairs (2.45) and (2.48), the following con-
straints are obtained by the heuristic H2.1, which generates correspon-
dences related to the states of affairs which can be used also in the
target domain:

Cie = {{(=, (with, agent:A, object:S ),
((with, agent:A, object:STY))), (2.50)
(=, (use, agent:A, object:mp)),
((use, agent:A, object:y)))} (2.51)
To the states of affairs (2.49), (2.47) and (2.46), however, the heuristic

H2.1 cannot be applied, since they cannot be used in the target domain
for the following reasons:

e (2.49) violates the constraint (2.15).
* (2.47) leads to (2.49) with both (2.45) and (2.14).
® (2.46) leads to (2.47) with (2.11).
For the state of affair (2.49), the correspondence constraint is obtained

by compari L wi i
y comparing s, with the main context s under the correspondences

(-.50)‘;'111d (2.51). Under the condition (2.24) the main context s is as
follows:

0
sq¢ = ((argue, agent:A, participant:B, object:TH)) A
((theory, TH)) A ((own, agent:B, object: TH)) A
{(use, agent:A, object:y)) A ((reasoning, object:y)) (2.52)
Since the parameter mp in the source domain is connected to the pa-

rameter y'in the target domain by (2.51), by applying the heuristic H3
the following constraint is obtained: ’

Cu—a = {{(=, (mil-power, object:mp)), ((reasoning, object:y))))}
(2.53)

Since the relation method itself can be used also in the target domain
for the state of affair (2.47) the correspondence constraint is obtained by
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translating the situation type, which is in the argument of the state of
affair and is related to the source domain, into the situation type related
to the target domain. Since the correspondence constraints (2.51) and
(2.53) are applied to the any situation s, such that s:ETyse m.p., related
to the target domain, it is derived that there exists a situation s’ such
that s': ET . reas for every situation s, where

ETuse reas = (2.54)
[s | s & (use, agent:y, object:reas)) A ((reasoning, object:reas))]

We suppose the following constraint, for s’ can be regarded as a situa-
tion related to the target domain:

c?_.. = {{(=,(method, object:ST, event-type:ET yse m.p.),
((method, object:ST, event-type:ETuse reas)) }(2.55)

Lastly we examine the case of the state of affairs (2.46). It seems to
be natural that we assume the following constraint about the “logic”
holds in a situation s which is of the situation type Tupgue about the

“argument”.
(=, ((logic, object:x)), ( method, object:a, event-type:ET s reas)))) (2.56)

Now, applying the heuristic H4 to the constraints (2.11) and (2.56), the
following correspondence constraint are obtained:

a; = {(=, (strategy, object:ST)), (logic, object:ST) ) }(2.57)

w—+a

We have obtained all constraints which connect each state of affairs
holding in s}, to a state of affairs related to the target domain “argu-
ment”.

2.3.4 Metaphor Understanding with Resources Re-
lated to Correspondences

The resource situation s* in Step-4 becomes the situation which sup-
O in the previous subsection. In

ports the constraints C. i),

w—al’* "
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order to apply these constraints to 54y, suppose the condition s! =
Then it is derived that there exists the following situation s";:

i; E  ((with, agent:A, object:ST) A 2.58)

((logic, object:STY) A 2.59)

((method, object:ST, event-type:ET,,, T A .60)

(use, agent:A, object:y)) A )

)

)1
((reasoning, object:y)) 62

This situation corresponds to a described situation related to the tar-
get domaml Return to Step-2 after replacing the described situation

Sy With ﬁu/ Then all 1equncment< in Step-2 are satisfied under the
condition suf = s9. Therefore sul forms part of the new main context
sy such that:

85 =s4=s.; (2.63)

Generally speaking, the semantic representation of metaphor under-

standing can be formulated as the following constituents:

o A described situation s related to the source domain, that is , a
part of the parallel context

An application of the background knowledge of the source domain
Si.,f:Tsource

A resource situation s! which supports constraints representing
the correspondence between two domains

A flcatllbcd .\n‘ua.tlon sy related to the target domain, which
satisfies the following conditions:

st
”—s', o
E oo

The following condition, which represents the construction of a
new context:

1 b -
si=sit= g (2.67)
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e An application of the background knowledge of the target domain

At
bd-T(ange!

2.3.5 Understanding the Remaining Described Sit-
uations

In this section, we will briefly examine the interpretation for the re-
maining described situations s2, and s}, First, let us consider s3;such
that (2.6). The described situation s,y satisfies each requirement in
Step-2 under the condition s3; = s}, which is imposed in Step-2. Thus
we obtain a new main context s3 as follows:

2 o
u (2.68)

A N
83 = 83 =i3uf

Secondly, let us examine s, such that (2.7). By taking s3;into account,
we should describe the situation types Tyar and Targue, Which have been
already used as the background knowledge, in more detail. For the
situation type Thwar, We suppose that a situation of Tyar holds not only
(2.46), but also the following states of affairs:

(=, ((wipe_out, agent:a, patient:b, object:z)),
{(own, agent:b, object:z)) A
((make, agent:a, event: B func)) A
((can, agent:b, event-type:E T epair; =) A

{(purpose, agent:a, event:Emake_not func))
where

Enat,]unciETnor,junc
ETorpune = [s|s | ((function, object:z; -M
ETvepair = [s|s | ((repair, agent:b, object:z))]
Emakc_,.o:,junciETmakc_noz,/uuc
ET otenotfune = [s|s | (make, agent:a, event:Epor unc))]

Similarly, for the situation type Tayu., We suppose that a situation of
Targue holds not only (2.13), but also the following states of affairs:

(=, ((refute, agent:a, patient:b, object:w)),
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((own, agent:b, object:w)) A

{(prove, agent:a, event:Eyo func)))) A
{(purpose, agent:a, event: By notpinc)) A
((make, agent:a, event: B func; —))

where

ETprovenotfune =[5 | s |= ((prove, agent:a, event:Ep o punc))(2.79)

and (2.78) means “in an argument, an agent does not damage anything
”. Since the constraint about the state of affairs wipe_out holds in a;
situation of the type T,,,, which represents the source domain, we can
suppose that S?L/ is a described situation related to the target 7domain
namely, a part of the parallel context as the following conditions: v

SR (2.80)
sif # 53 (2.81)

1
T
Sy =Sy=Ss, (2.82)

Sm.ce the constraint (2.69) is applied to S?Lf by these conditions, it is
derived that there exists a situation s‘:’f such as:

Q?,f = ((own, agent:B, object:z)) A
(make, agent:A, event:Epoy func(f)) A
((can, agent:B, event-type:ET, peir(f); —))

wllereg[ is an anchor such that f(a) = A and f(b) = B. We also assume
that sj, constitutes a part of the parallel context, that is,

[Pal LS AT 32
Sp = Sy =8, = sy (2.86)

Now, the constraints which connect the states of affairs (2.7), (2.70)
(2.83), (2.84) and (2.85) which hold in 5% to the states of affairs of the
target domain are obtained as follows:

o

{{(=, (own, agent:B, object:z)),
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((own, agent:B, object:TH)))), (2.87)
(=, ((make, agent:A, event:Enor func(f))),

{(prove, agent:A, event:Enor func(F)))), (2.88)
(=, ((can, agent:B, event-type:E T epair(f); =)

((can, agent:B, event-type:ET repair(f); =) (2.89)
(=, (purpose, agent:A, event:E pake not func

((purpose, agent:A, event:Eprove not func(f (2.90)
(=, (wipe_out, agent:A, patient:B, object:z))

((refute, agent:A, patient:B, object: TH)))) } (2.91)

The constraints (2.87),(2.89) and (2.90) are obtained by applying the
heuristic H2.1. The constraint (2.88) is obtained as the result of the
heuristic H3 by taking account of the correspondence (2.90). The con-
straint (2.91) is obtained by using the heuristic H4 under'the correspon-
dence (2.69), (2.76),(2.87), and (2.88). Thus, the situation supporting
the constraints C>_ , becomes the resource situation s2. In order to ap-

e 3, 0 i
ply the constraints to s?‘f, suppose the condition s} = s3. Then there

; g it ,
exists a situation s, such that:

3k

((own, agent:B, object:TH)) A

(

((can, agent:B, event-type: ET yepair(f); =) A

((refute, agent:A, object:TH)) (2.92)

prove, agent:A, event:Eno func(f))) A

This situation corresponds to the described situation related to the

target domain. - !
As the result of understanding the example sentence, the situation

which satisfies the following condition is obtained as the main context:

g0 s ot
Sg =38

2 3,t (293)

1,t By 8.
af = Suf = Suf

and the situation which satisfies the following condition is obtained as
the parallel context:

Sy = s (2.94)

2.4. CONCLUSION
where

0 1
Sa F Suf

0., 0.
sd'Targuc A sd.T,

1 1
Suj:Twar A 3"1:7—'"“‘55

nisc

2.4 Conclusion

In this chapter, we give a formal description of metaphor understand-
ing in terms of situation semantics. In this formulation, we propose the
model in which the hearer introduces correspondences between a target
domain and a source domain as a new resource to obtain useful infor-
mation about the target domain in terms of source domain. We expect
that this formal description of metaphor understanding may serve as
a guide to natural language understanding systems which can under-
stand discourses with metaphors. Since we have concentrated upon a
formal description in this chapter, we have not mentioned how to search
a plausible correspondence. The concrete method of how to search a
plausible correspondence will be developed in our future work. (As
related works of plausible search in metaphor understanding, several
methods have been proposed[TIT89, Ind87].)
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Chapter 3

A Parsing Model based on
Connectionist Model

3.1 Introduction

In order to make clear the human parsing mechanism for natural lan-
guage sentences, the human parsing process has been discussed from
various points of view by a number of researchers. From the view-
point of efficiency, on the ground that we can usually parse sentences
in real time, several fast parsing algorithms, such as the top-down
parser[PW80], left-corner parser[JL83], chat parser, shift-reduce parser[Shi83],
Earley’s parser[Ear70], Tomita’s parser[Tom87] and so on, has been
developed[SSS88]. On the other hand, several researchers have paid at-
tention to some remarkable phenomena in the human parsing process,
since these phenomena may be clues to the explication of the high effi-
ciency on the human parsing process. These phenomena include cogni-
tive difficulties to recognize garden path sentences or deeply nested sen-
tences, and preference of structurally ambiguous sentences'. In order
to explain these phenomena, some parsing algorithms introduce heuris-
tics which agree with these phenomena. For example, in some models,
such as Marcus’s wait-and-see parser[Mar80] and Shieber’s shift-reduce
parser[Shi83], new parsing algorithms based on some heuristics are pro-
posed. Some other models are built by introducing some ad-hoc ‘princi-

1See 3.4 for the details of each phenomenon.
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ples’ into one of efficiency-oriented parsing algorithms. However, these
parsing models have not yet succeeded to explain all of phenomena,
described above, under one simple integrated principle. Since these
phenomena should be due to delicate aspects of performance, or actual
usage of language, it is hard to model them with mechanisms which
uniformly and sequentially handle all of sentences generated by some
formal grammer rules, such as context free grammers.

In this chapter, in view of this point, we will propose a parsing
model based on connectionist model?, in order to explain such delicate
aspects of performance, which cannot be model by a formal symbolic
paradigm, such as some grammers. CM is a massively parallel com-
putational model, in which many simple computing elements are work
simultaneous by interacting each other. Therefore, a parser based on
CM may have several intermediate syntactic structures at one time,
and moreover these intermediate structures can interact each other. In
our CM parser proposed in this chapter, each syntactical category, like
a noun phrase, a verb phrase and so on, is represented as one comput-
ing element in CM, and the state of activation of a computing element
is regarded as the degree to which the hearer now pays attention to
the phrase structure corresponding to the computing element. In other
words, we stand for the what is called localist view, in which one symbol
corresponds to one computing element. In order to model the process
in which, as a new word is recognized, phrase structures grow larger
dynamically, we introduce the linking mechanism, which makes connec-
tions dynamically. While previous CM parsers, for example, Waltz’s
natural language understanding model[WP85], Fanty’s parser[Fan85]
and so on, take account of activation patterns only on given phrase
trees, with the linking mechanism our parser furthermore can represent
the strength of connections on a phrase structure, which are dynami-
cally made from substructures, as one activation pattern. So, with this
parser, we can analyze interesting phenomena described above in de-
tail. Moreover, Since a subnetwork corresponding to a phrase structure
rule is directly assigned to a brunch of a parse tree, the predication for
the neat category and the reachability of the predicted category from a

2Hereafter, we will use the acronym ‘CM’ to refer to this model, for short.
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3 TR
new word” are expressed as the states of activation of some computing
elements.

3.2 Survey of Connectionist Model

Connectionist Model is a parallel computing model in which a laree
number of simple computing elements* interact each other. Each unoit
u; is an n-input/1-output processor with one internal state a;(t), which
is called an activation value. The activation value is passed through an
output function f; to produce an output value 0i(t). This output value
can be seen as passing through a set of unidirectional connections(or
link) ° to other units. There is associated with each connection a real
number, usually called the weight or strength of the connection. The
weight of the connection from the unit u; to the unit u; is designated by
wji. A connection of which weight w;; is positive is called the activation
connection and negative one is called the inhibition connection. The
activation value a;(t + 1) of the unit u; at the next time ¢ + 1 is given
as follows:

ailt+1) = S wsi x fi(es(0) (3.1)

Another kind of units, called sigma-pi units, have the net input which
is given by the weighted sum of the products of a set of individual
inputs, or - wj;;I1fx(ax). Such a multiplicative connection allows one
unit to gate another®. Sigma-pi units can be used to convert the output
level of a unit into a signal that acts like the weight of a connection
connecting some other units. Thus, sigma-pi units allow for a dynami-
cally programmable network in which the activation value of some units
determine what another network can do.

While CM is an application of the results of recent research on
neural networks to a model of our cognitive process from the view of the

3
I.i' the new word can be the leftmost leaf of one of subtrees of which root is the
predicted category, the predicted category is reachable from the new word.

4 . | "
\ They may be simply called units. We will denote them as circles (O) in our
diagrams.

zThey are denoted by arrows (=) in our diagrams.
These multiplicative connections are denoted by triangles (A) in our diagram.
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parallel processing, we should not consider that our cerebrum just has
the mechanism described in this chapter as some organic part.. Rath.er,
in our parsing model, we should regard CM as a sc_heme.wnh Whlf‘,h
we can appropriately explain how the focus of attention shift. That is,
the state of activation of a unit should be regarded as the degree of
attention to something and a network of units should be regarded as
constraint on the shift of attention.

Wiy

normal units
a sigma-pi unit

a sigma connection

Figure 3.1: Connectionist model

3.3 Parsing Mechanism

Our parsing model is founded on the following hypothesis about the
characteristic of the human parsing process:

Immediate Effect Hypothesis

Whenever the parsing process encounters a new word, with-
out any delay the process constructs all of syntactic struc-
tures which the process can do from both previous struc-
tures and the word.
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We consider that this hypothesis should be one of reason for efficiency
of the human parsing process’. It is derived form adopting the hy-
pothesis that all of possible structures for structurally ambiguous sen-
tence should be deal with by the parsing process simultaneously[WP85).
Humans experience an increased processing load with ambiguous lan-
guage, which suggests that humans compute multiple readings at least
in some sense. Amnother interesting phenomenon in language inter-
pretation is that humans can usually entertain only one interpreta-
tion of an ambiguous sentence at a time, but can easily ‘flip’ between
interpretations[WP85). From these facts, we can consider that all of
possible structures for a structurally ambiguous sentence are exclusive
mutually, and at a time humans are conscious of only one structures
from among them. Since in our model the degree of attention to a
structure is represented as the activation of the unit corresponding to
the structure, we would like to adopt the following hypothesis:

Preference Hypothests
Among structures for a structurally ambiguous sentence,
the most activated structure are preferred to others.

3.3.1 Representation of parsing trees in CM

Given a network of units and some entities to be represented, there
are at least two scheme to represet these entities. One way is called a
local representation, another is called a distributed representation. As
mentioned in the section 3.1, we adopt the former scheme. In our local
representation scheme, we suppose that one unit is assigned to each
syntactic category® and its state of activation shows to what degree
the corresponding structure have been made. We will call these units
category units. In other words, a parse tree is represented as a network
in which appropriate activating category units are connected. In order
to parse sentences by CM network, we have to realize a set of phrase
structure rules in terms of CM network. For example, let us consider

"This standpoint may share the same origin with the efficiency thesis in
Hashida[Has85].

8To be exact, one unit are assinged to one part of a parse tree, which belongs to
a syntactic category.
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the following phrase structure rule:
<C> — <A><B> (3.2)

This rule contains at least the following two constraints upon the cat-
egory A, B and C:

1. The category A is prior to the category B.
2. The category C consists of the category A and B.

We can realize these constraint in CM network as follows. As for the
constraint 2, since the dependency of the category C upon its subcat-
egories A,B corresponds to the dependency of the activation of corre-
sponding units, we can express the dependency simply by two activation
connections, that is, the connection between the unit for C and the unit
for A and the connection between the unit for C and the unit for B. On
the other hand, since only with normal activation connections we can-
not control the order of activation of two units, as for the constraint 1,
we introduce a new kind of connection which restricts the order of acti-
vation of two units. With this connection, a category unit can ‘trigger’
the next category, that is, the full activation of the former unit permits
the latter unit to be activated. So we call this kind of connection trigger
connection and denote it by “-5”. Now, the phrase structure rule (3.2)
can be translated into a subnetwork of CM in Figure 3.2. We call this
subnetwork a phrase structure network, and a PSN for short, hereafter.
In this figure, the weight woa (wac) and wep (Wsc) are positive num-
bers less than 1, which express how important the category A and B
are for the category C, respectively. The weight wap is also a positive
numbers less than 1, which expresses to what degree the category B
is predicted when the category A is occurred. Trigger connections can
not be realized by normal units, but by sigma-pi units. Using a trig-
ger connection, which is realized by a sigma-pi unit, a phrase structure
network can be expressed in more detail as Figure 3.3.

3.3.2 Basic Mechanisms to Construct Parse Trees

When phrase structure networks, described the previous section, are
connected appropriately to grow a parse tree according to each input

3.3. PARSING MECHANISM

Figure 3.2: A phrase structure network

Figure 3.3: A phrase structure network realized by a sigma-pi unit
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word in a sentence, we can parse the sentence as the result. In this
section, we will present basic mechanisms to do this.

3.3.2.1 Copying Phrase Structure Networks

Our final goal is to make clear a mechanism of building a parse tree
for a whole sentence by connecting phrase structure networks. For
this purpose, a number of phrase structure networks of same type are
required. The typical case is that some parse structure rules in the
given grammer are defined recursively, such as the following rules:

S — NP,VP (3:3)
NP — NP,S (3.4)

S — Comp,S (3.5)
The simplest method is to prepare a number of copies of a phrase struc-
ture network for each phrase structure rule in advance. For example,
ten phrase structure networks of the rule (3.3), ten phrase structure
networks of the rule (3.4), and so on. When a parser reads a sen-
tence, it select some phrase structure networks from these prepared
phrase structure networks, and connects them to make a parse tree
of the input sentence. This method sounds all right. Unfortunately,
this method has a serious deficiency in the explanation of the process
in which phrase structure networks are learned. From the the point
of view of learning in CM, most of the weights of connection links in
phrase structure networks are learned by parsing or recognizing a num-
ber of sentences. In this method, in which many copies of a phrase
structure network for a phrase structure rule should be prepared, the
weights must be learned uniformly for all copies. But this uniformly
learning is too artificial for the human mental learning processes.

A solution avoiding this difficulty is as follows. Only one phrase
structure network is prepared for each phrase structure rule and all
learning processes are done on it. In parsing, when a parser needs a
phrase structure network of some rule, the parser makes copies of the
phrase structure network and connects them appropriately. A network
copying mechanism can be implemented as an application of the con-
nection information distribution (CID) mechanism[MRtPRG86]. The
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basic parts of the mechanism are shown and labeled in Figure 3.4. The
CID mechanism consists of three parts, that is, a central module (CMD)
a connection activation system (CA) and a set of programmable mod»‘
ules (PM). A central module is a network with permanent connections
of which weights are adjusted appropriately by the learning processes.‘
On the other hand, a programmable module is a network with pro-
grammable connections, which are realized by sigma connections in
sigma-pi units. The purpose of a connection activation system is to
distribute the connection information of the central module to each
programmable modules.

' In order to grasp the mechanism, let us consider the case that the left
input on a PM in Figure 3.4 is activated. Each of the connections 1,. .. 4
from the CA is one part of a multiplicative connection in the PM ;o
that the actual weight of the multiplicative connection is in proport’ion
to the activation value on the connection from the CA. At first, the
activation values on the connections 1,...,4 are 0, and the weights of
the connections between the inputs and the outputs in the PM are 0.
Therefore, the activation at the left input of the PM are propagated not
to outputs, but to the left input of the CMD and the left input of the
CA. According to the permanent connections in the CMD to be copied
the activation at the left input is propagated to the upper output ol"
the CMD. The CAS is used to extract the connection information in
the CMD from both the outputs of the CMD and the outputs of PM’s.
In this case, since the upper output of the CMD and the left input
of.the CA are activated, the left upper unit in CA is activated and
this activation is propagated to the connection 1. The activation can
be regarded as the construction of the left upper connection in the
PM, for the weight of the connection is proportional to the value of the
activation. So the activation to the left input of the PM is propagated to
the upper output through the connection. In this case, we can consider
that the weight of left upper connection in the PM is copied from the
corresponding connection in the CMD.

3.3.2.2 Connecting Phrase Structure Networks

Tq grow a parse tree according to the inputs of words, we need a mech-
anism to generate connections dynamically. Unfortunately, CM has
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Connection Activation System

Central Module

Programmable Modules

A Permanent Connection I inputs

/\ ‘Pi’ Connection O outputs

Figure 3.4: A simple connection information distribution (CID) mech-

anism
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not yet had this mechanism. Instead of this mechanism, we can use
sigma-pi units to change weights of linking connections dynamically. If
a connection of which actual weight is normally 0 can be changed to
the positive weighted connection by the activation of a control unit,
we can consider that an activation connection is generated virtually.
We call the linking mechanism by the notion of this virtual generation
connectors. The basic function of a connector is to link one activated
unit to another unit which is ready to be activated. In order to do this
without any supervisor, we use the following two kinds of connector:

1. Requesting connectors

When the unit which has this connector is activated, the connec-
tor sends the request for linking to all of accepting connectors
which is associated with the requesting connectors, and waits for
the response ‘accepted’ from these accepting connectors. Where,
these operations are expressed as spreading activation via some
connections. The connector establishes connections with the ac-
cepting connectors which reply the message ‘accepted’ to it.

. Accepting connectors
An accepting connector responds to requests from the requesting
connectors which are associated with the connector. When a
accepting connector receives requests from requesting connectors,
if the unit which has the accepting connector is permitted to be
activated, the accepting connector sends the message ‘accepted’
to each of the requesting connectors of which request meets the
acceptance condition

The acceptance condition in accepting connectors can be regarded as
the algorithm for the dynamically linking mechanism.

3.3.3 Parsing Algorithm

The algorithm of our CM parser consists of the following parts:

e The connections in each of phrase structure networks, which cor-
respond to one of the phrase structure rules.

e The connectors which link phrase structure networks dynamically.
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Our parser adopts the following type of context free grammers as a set
of phrase structure rules:

<C> — <A><B>
<D> — ‘word

where < A >, < B >, < C > and < D > are syntactic categories,
and ‘word’ is one of the lexical items in a given lexicon. This kind of
restricted context free grammar is called Chomsky normal form{BW84].
It is known that for any context free language there exists at least one
context free grammer in Chomsky normal form which can generate the
context free language.

For convenience, We will refer to categories in the same position with
< A > as A-categories and also we will refer to units corresponding to
A-categories as A-units. We also use the same notation to < B > and
< C > and treat < D > just like < C >.

Figure 3.5 shows our network for parsing. It consists of the following
parts:

o An original phrase structure network, which is a central module
in the CID mechanism.

A number of ‘blank’ phrase structure networks, which are pro-
grammable modules in the CID mechanism and of which con-
nection information are copied from the original phrase structure
network.

A lexicon, which is a set of subnetworks corresponding to lexical
items.

In this parser, inputing a word of a sentence is expressed as activating
the category unit in the lexicon corresponding to the word. We also
assume that the input to the category unit, which is given at the point
corresponding to the time when the word is inputted, is not retained
at a constant value, but dumping by a certain time constant. This hy-
pothesis can be considered that when we read/hear a sentence, stimuli
by all of the recognized words are not given at a time, rather, each
of these stimuli is recognized for a certain time span and the focus of
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Figure 3.5: The connectionist model parser
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recognition moves whenever a new word is given as a new stimulus.
In this parser, we use three types of connector, that is, A-connectors
(accepting type), B-connectors (accepting type) and C-connectors (re-
questing type) for each phrase structure network in order to connect
phrase structure networks dynamically?. While in this chapter we omit
the further technical details of the CM parser, we should note that as
a matter of fact, each of A-units, B-units and C-units in Figure 3.5,
which is expressed as a simple unit, is a complex network which has
several units for all of possible categories, and also note that each types
of connector can be implemented as a network including sigma-pi units.

1. The function of C-Connectors (requesting type)
If a C-unit of a phrase structure network is activated, the C-
connector which the C-unit has sends requests for connection
to all of the A-connectors and the B-connectors in other phrase
structure networks. While more than one connections may be
established by these requests, they suppress each other. That
is, according to the activation of each of unit which has a con-
nector responding to the request, the weight of the correspond-
ing connection varies and the strongest connection disturbs other
connections'®. This function of C-connector is based on our pref-
erence hypothesis. The function of C-connector also depends on
the threshold of C-units. In our parser, C-units have a relatively
low threshold, that is, even if only the A-unit in one phrase struc-
ture network is activated, the C-unit propagates its activation to
its output and the C-connector sends requests for connection. Be-
fore a human has read a whole sentence, or even if he/she reads
only few words, he/she can predicts a complete or fairly large part
of possible parse tree. This is why we adopt this low threshold
strategy of requests sending. Note that this strategy, in which
even from incomplete subtrees its upper parts in a parse tree can
be built, includes the check of the reachability of the predicted
category as follows. When a word is inputted, the incomplete
trees which has the category of the word as the leftmost leaf grow
upward. If the root of a grown tree can be linked with the cat-

°See also Figure 3.5.
10The suppression is denoted as a dotted arrow (< ---->) between connections.
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egory unit which has been triggered as a predicted category, the
tree, which may be part of the admissible tree of a whole 581‘1£(;11C€
can receive the activation feedback from the unit of the predicte(i
category and the activation of the tree is strengthened. On the
other hand, other grown trees, of which root cannot be linked with
the predicted category, cannot receive such a activation feedback
and its activation will dump. In other words, whenever a new
word is inputted, several partial trees which include one of the
path from the category of the word to the predicted category are
built and their states of activation are strengthened. ;

. The function of A-Connectors (accepting type)
The function of an A-connector is to receive a request for con-
nection from the C-connector in a phrase structure network. The
A-connector replies the message ‘accepted’ to the C-connector if
the following condition are satisfied:

e The A-connector has not yet received any other requests
for connecting, and it is possible to copy the connection in-
formation to the phrase structure network, which has the
A-connector, from the original phrase structure network of
which A-category is same with the category of the C-unit of
which C-connector is requesting.

By this copying, a parse tree grows in bottom-up manner.

. The function of B-Connectors (accepting type)
The function of a B-connector is also to receive requests for con-
nection from the C-connectors in phrase structure networks. The
B-connector replies the message ‘accepted’ to the C-connectors if
the following condition are satisfied:

o The B-category of the B-unit is same with the category of
the C-unit of which C-connector is requesting. ;

e The B-unit has been triggered and it is ready to be activated.

As mentioned before, each units in a phrase structure network is
actually a network. A B-unit has several internal units in order to
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accept multiple requests. These internal units are connected each
other with inhibition connections. Therefore, if more than one
connections are established by the B-connector, these candidates
for the predicted category suppress each other!!. This inhibition
is also based on the preference hypothesis.

3.3.4 Parsing on the CM Parser

To summarize the CM parser described above, we sketch a process in
which the CM parser parses the following sentence to generate the parse
tree in Figure 3.6:

“I read books.”

Connector

The phrase structure rules used in this example is as follows:

S — N,VP
VP —" VN

1. When the CM parser reads “I”, the unit N, is activated and
the C-connector of the unit N; sends requests for connection to
A-connectors and B-connectors in other units. While there is no
B-unit which has been triggered to be ready to be activated, there
exists the phrase structure rule (3.8), which has the category N as
the A-category, and its connection information can be copied from
the original phrase structure network to a blank phrase structure
network, that is, the programmable module which is not used at
that point. Then, the A-connector which is associated with the
copied phrase structure network replies the message ‘accepted’ to
the C-connector which is requesting, and the connection between
these connectors is established. Since the unit N, is fully acti- Figure 3.6: An example parse tree made by the CM parser
vated, the unit triggers the next category unit VP; and the unit
VP, is ready to be activated now. The unit S is also activated

"In our diagrams, the inhibition among units are denoted as square brackets

(1)
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and its C-connector sends requests for connection. Since, how-
ever, there is no VP units which is ready to be activated and not
rule of which A-category is VP, no connection is established.

9. When the CM parser reads “read”, the incomplete subtree of
which root is the unit VP, and in which the unit Nj is ready to
be activated is built in the same process with 1. As described the
previous section, an incomplete subtree such as VP, is also able
to request for connection. The request for connection from the
C-connector of VP, is accepted by the B-connector of the unit
VP, and the connection between these connectors is established,
for the unit VP; has been ready to be activated.

. When the CM parser reads “books”, the request for connec-
tion from the C-connector of the unit Ny is accepted by the
B-connector of the unit N3, and the connection between these
connectors is established. Now we obtain a parse tree for the
example sentence as a CM network.

For compact expressions, we will omit connectors and redundant units
for explanations from our diagrams.

Intuitively, our CM parser is a parallel left corner parser. Speaking
more precisely, owing to use a trigger connection, which predicts the
next category, our CM parser is regarded as a parallel left corner parser
with a prediction mechanism.

3.3.5 The Model of the Sort Term Memory based
on Field Inhibition

In our cognitive difficulties, such as difficulties to recognize garden
path sentences or deeply nested sentences, some performance limita-
tions should play an important role. If all of possible candidates are
held in the process of language recognition, these cognitive difficulties
would not be observed. As one of such performance limitations, we pay
attention to the limitation of the short term memory. It is well know
that a human memory system consists of at least two levels, namely,
the short term memory and the long term memory. It is also known
that the capacity of the short term memory is limited to 7+ 2 chunks.
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In the CM, an implementation of short term memory has not yet been
cleared. Intuitively, however, the limitation of the short term .111611;01'\'
may depends on the mutual inhibition among memory chunks. We
implement this limitation of the short term memory as follows:

1. The normal activation connection is regarded as the strong in-
teraction in the memory system, and a network in which units

are connected by these connections is regarded as one chunk of
memory.

- In order to express the effect of mutual inhibition, we suppose
that there exist the inhibition connections of which weight is a
very small negative constant between each of all units implicitly.

We call the inhibition connections in 2 hidden connections. We also
call the effect of all of hidden connections the field inhibition. If the
output function of each unit is a linear threshold function, the effect
of the field inhibition is equivalent to increasing the thres’hold value
of the output function. The more units are activated, the higher the
threshold of each unit is and the output of each unit shows a tendency
to be suppressed by the field inhibition. For example, according to the

field inhibition, in order of lower activation, possible candidate parse
trees are weeded out.

3.4 Analysis of Several Linguistic Phe-
nomena by the CM Parser

In this section, we will analyze the several interesting linguistic phe-
nomena with the CM parser.

3.4.1 Recognition of deeply nested sentences

Basically the limitation of the short term memory, which is also adopted
by our CM parser, can explain why deeply nested sentences are hard to
recognize for us. Such as the following sentence, however, several sen-
tences cannot be explained by the limitation of the short term memory:
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The man who the girl who the dog chased liked laughed.

When we read this sentence, at the latter half of the sentence, we find
difficulty in recognizing the sentence, even if the sentence is not so

much deeply nested'?. That is, while the hearer clearly remembers all

of the nouns, which should be subjects of each relative clause, he/she

may not be able to associate each noun with the corresponding verb

appropriately.

Figure 3.7 shows a network which is built just after the CM parser
reads the word ‘chased’. Here, the category VP, and VP, are remain
being incomplete. When the CM parser reads the word ‘like’, the cat-
egory unit for the word will connected with ether VP; or VP;. It is
depends on the strength of prediction for these categories which con-
nection will win. That is, the connection to the unit which is triggered
more strongly will win. Since the strength of a trigger to a unit is
determined by the activation of the previous category unit, now let us
compare the states of activation of the units, NP; and NP;. When
“chased” is inputted, the category NPj is completed. The CM parser,
however, was occupied with one embedded sentence, after NP4, which
is the main constituent, or head, of NP3, was completed. Therefore,
since the activation propagated from the input is dumping by the pas-
sage of time and the field inhibition is also effective, the activation of
the unit NP3 is dumping. Where, we suppose that in a phrase structure
network the activation of the head unit contributes to the activation
of the C-unit more than another sister unit, that is, the connection
between the C-unit and the head unit is stronger. Roughly speaking,
the activation of the unit NP; depends almost upon the activation of
the unit NPy, because NPy is the head of NP;. In the network of the
subtree of which root is NPy, the input activations corresponding to its
constituent words, ‘the’ and ‘girl’, have dumped and the activation of
the unit NPy is supported only by the feedback in the network of the
subtree. Moreover, the network of the subtree also influenced by the
effect of the field inhibition.

On the other hand, while the unit NP,, which is the head unit of
NP;, has been completed and S, is also almost completed, the activation

12Can you show us what the subjects for verbs ‘liked’ and ‘laughed’ are, immedi-
ately 7
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Figure 3.7: The parse tree
‘chased’

Jjust after the CM parser reads the word
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of the unit NP, is dumping because of the same reason in the case of
NP;. Now, we pay attention to the unit sz,‘\VhiCl:l is the head of
NP, and supports the activation of the unit NP;. Since the su.btree
NP, has just a same structure with the subtree NP4 and theymput
activations corresponding to its constituent words, ‘the’ and ‘man’, have
also dumped, the activation of the unit NP; is almost same state of the
activation of the unit NPj. .

That is, there is no apparent difference between the activations of
the units, NP3 and NP,. Therefore, when the CM parser reads the.word
‘iked’ , the unit VP,, which is the right candidate, is not immediately
selected out of the incomplete predicted categories. In other word.s, the
CM parser cannot associate the subjects with the verbs appropriately,
in this case. This is a contrast to the case that the CM parser read the
word ‘chased’. In the case, since the previous category NP; of VPj has
been just completed and moreover the input to the subtree of NPj is
almost fully activated, the activation of the NP is much stronger than
the NP;. There exists the apparent difference between the strengths of
the predictions for VP3 and VPs, and the CM parser can select VP3
easily.

3.4.2 Preference of Structurally Ambiguous Sen-
tences

Even if there are more than one reading for a syntactically ambigu-
ous sentence, native speakers of the language show definite and con-
sistent preferences for a certain reading. In the previous a,na.ly.ses by
the symbol processing paradigm, preference of structurally am'bxg.uous
sentences used to be explained by introducing several ad hoc principles,
such as the right association'®, the minimal attachment'*, the lexical
preference, and so on[Shi83, FBK82]. However, there are some prob-
Jems about these principles. The most important one is the problem
of which should be used in parsing a given sentence. Since our parser
is based on CM, preference of structurally ambiguous sentences is uni-
formly explained by each of the activation of the units which constitute

13This principle is also called the lower attachment
14This principle is also called the kigher attachment
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the parse tree for a given sentence. Roughly speaking, this preference
mechanism with the activation is regarded as the minimal attachment
principle in some cases and as the right association principle in other
cases.

Let us consider the following Japanese sentence:

Q) Hanako-wa isoide  watashi-ga eranda hon-wo katta
Hanako-TOP quickly I-NOM selected book-ACC  bought

This sentence is structurally ambiguous about the attachment of the
adverb ‘isoide’(quickly)[Tok85]. That is, there are two readings as fol-
lows:

(ii) a. Hanako bought the book which I selected quickly.
b. Hanako guickly bought the book which I selected.

As described above, it is known that native speakers of a language show
definite and consistent preferences for a certain reading of a structurally
ambiguous sentence. In the example, according to our questionnair-
ing, the reading (iib) is preferred'®. Figure 3.8 shows the incomplete
parse tree generated just after our CM parser reads “Hanako-wa isoide
watashi-ga eranda hon”. Just after the word ‘eranda’ was inputted, the
CM parser selected the structure which includes VP;y, and VP,,. That
is, the CM parser recognized the sentence “Hanako-ha isoide watashi-
ga eranda.” In the successive step, the CM parser reads the word ‘hon’
and the category NP of the word is activated. At this point, since
both NP, and NP}, have been triggered and ready to be activated, two
connections between each units of these categories and the unit of NP
‘hon’ are established. As described in Section 3.3.3, the strength of
each connections by connectors depends on the activation of the unit
which is associated with the C-connector accepting the request for the
connection. When there exist several possible connections, they mutu-
ally inhibit each other to decrease each strength of others. Since the
activation of the unit NP ‘hon’ is propagated equally to both the unit
NP, and the unit NPy, let us examine the states of activation of the

15This questionnairing was conducted on 14 students majoring in computer sci-
ence. 13 students preferred the reading (iib).
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Hanako-wa

Etashi—ga‘l [Zranda [

Figure 3.8: The parse tree just after the CM parser reads the word

‘hon’
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categories triggering these units. The subtree VP4 has been completed
just before the CM parser read the word ‘hon’, and the unit VP, is
highly activated. On the other hand, the activation of the unit VP; is
partly supported by the activation of the unit VP, and the unit Adv,
which is the left daughter of VP, is less activated than VP4 because
of both the passage of time and the field inhibition. Therefore, the
connection to NPy, wins and the reading (iib) is preferred. In our CM
parser, a newly inputted category is easy to connect to the most acti-
vated category unit among the units triggered. We call this tendency
the attracting effect.

Besides the example described above, many cases including the fol-
lowing sentences can be explained by the attracting effect:

Hanako-ha Taro-to Jiro-wo nagutta
(i) Hanako-TOP Taro- Zzlzlt(:z Jiro-ACC  hit(PAST)

There are two readings and (iva) is preferred:

(iv) a. Hanako hit both Taro and Jiro.
b. Hanako and Taro hit Jiro.

utsukushii Kanojyo-no Utagoe
(v) il h Sk <
beautifu er singing voice

There are two readings and (via) is preferred:

(vi) a. her beautiful singing voice

b. the singing voice by her. She is beautiful.

From the point of view of modifiers, the previous principles, such as
the lower attachment, the higher attachment, and so on, show where
a modifier is attached to. For example, in (iii) the structure in which
the postposition phrase ‘Taro-to’ is attached low is preferred, on the
other hand, in (v) the structure in which the adjective ‘utsukushii’ is
attached high is preferred. Because the preference is considered from
the viewpoint of the attaching point of the modifier which occurred in
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the past, mutually incoherent principles, such as the higher attachment
and the lower attachment, are needed and so they should be used prop-
erly. In our CM parser, these preferences can be uniformly explained
by interaction among the activation of the units, that is, the attracting
effect on the newly inputted word and the principle “the most activated
structure wins”. However, there exists some case of preference which
cannot be explain by our CM parser. In these case, these effects are
incoherent each other and it would be hard to explain such cases only
with syntactic information.

3.4.3 Garden Path Sentences
Let us consider the following sentence:
(vii) The cotton clothing is made of grows in Mississippi.

While one can parse this sentence easily until the word ‘grows’ is en-
countered, he/she suddenly falls into cognitive difficulty of parsing it

just after reading ‘grows’. The kind of sentence such as the example
(vii) is called garden path sentence. While at first, we can smoothly
parse the sentence of this kind in one reading, we suddenly fall into
cognitive difficulty of parsing the moment we read one word in the sen-
tence because we cannot change the reading to the another right one.
Based on the phenomenon in garden path sentences, Marcus[Mar80]
advocates the modified Determinism Hypothesis as follows:

There is enough information in the structure of natural lan-
guage in general, and in English in particular, to allow left-
to-right deterministic parsing of those sentences which a
native speaker can analyze without conscious effort.

and in this theory, errors in comprehension of garden path sentences
is explained by the breakdown of simple and limited serial mechanism.
However, the sentence (vii) does not always lead a native speaker of
English down the garden path. Crain and Steedman have shown how
easy it is to prevent backtracking by adding context to garden path
sentences. For example, if the sentence (vii) is embedded in the appro-
priate context as follows:

3.4. ANALYSIS OF SEVERAL LINGUISTIC PHENOMENA BY THE CM PARSER

(viil) a. Cotton is grown in several of the Southern States.
b. The cotton clothing is made of is grown in Mississippi.

the latter is no longer a garden path sentence. Therefore, leaving room
for the effect of contexts, we should discuss difficulty of recognizing
wsolated garden path sentences. Figure 3.9 shows a network generated
Just after the CM parser reads “The cotton clothing is made of”. In
this figure, we omit trigger links. As the figure shows, when the word
‘cotton’ is inputted, both the category unit Mod(modifier) and the cat-
egory unit NP are activated according to ambiguity of ‘cotton’. Then
the category NP and S(complement) are predicted as the candidate;
f‘)f next category. In the following step, in which the word “clothing”
is read, the reachability of these predicted categories from the word is
examined. At this point, the degree of the reachablity of NP is much
higher than one of S because of the following reasons:

e The word ‘clothing’ is just a NP.

e From the viewpoint of the reachablity of S from the NP ‘The
co.tton’, as the following category of the NP, the category VP is
triggered much highly than the category S.

e The connections in the path [NP—S/NP—3S] are not so much
strong.

Therefore, the structure including NP, is preferred, or activated, and
the structure including both S and NPy, is little activated. Wlle;l the
CM parser reads the word “grows”, the structure including NP, should
be rejected and select another structure. Since the another structure
which include a complement, is little activated, the CM parser cannot,
switch the reading to the structure. That is, the CM parser is jusi led
down the garden path.

Now, in order to examine the effect of context on garden path sen-
tences, let us suppose a simple context sensitive mechanism, such as
the mechanism proposed by Waltz et al[WP85]. The mechanism pro-
posed by Waltz et al. can deals with simple context information by
corresponding a certain context to the activation of one unit. Let us
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E_s made of

Figure 3.9: The parse tree just after the CM parser reads the word ‘of’
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consider (viii) by supposing that our CM parser has such a context han-
dling mechanism. Since the sentence (viiia) makes the word “cotton”
be activated as a noun, if the sentence (viiia) precedes the sentence
viiib, in Figure 3.9 the unit N standing for the noun ‘cotton’ is much
more activated than the unit Mod standing for the modifier ‘cotton’.
This bias effect of the context promotes the degree of prediction of S,
and the complement structure can be easily built.

3.5 Conclusion

In this chapter, we proposed a parsing model based on CM and we
also showed that several phenomena of linguistic performance can be
uniformly explained by the interaction of activation. Since in our CM
parser, one of phrase structure rules is expressed as a subnetwork of
CM and these subnetworks are connected dynamically by a dynami-
cally linking mechanism, delicate aspects of parsing performance can
be uniformly explained by the interaction of activation. Moreover, we
showed that our CM parser can explain some interesting phenomena
in the human parsing process, such as cognitive difficulties to recog-
nize garden path sentences or deeply nested sentences, preference of
structurally ambiguous sentences, and so on.

However, our model may be insufficient for linguistic phenomena
beyond the scope of context free grammers. These phenomena includes
unbounded dependency. The unbounded dependency is a phenomena
that two parts in a syntactic structure are associated with each other
and there can be exists any large subtree between them. For example,
the relation between an empty category and a relative pronoun in a
relative clause is one of these phenomena. In order to explain these
phenomena, we should extend our model. As for the mechanism of cur
CM parser, the implementation of the dynamically linking mechanism
is somewhat problematic. Since the dynamically linking mechanism
in our CM parser does not generate new connections, but varies the
strength of each connections, it is necessary to prepare all of possible
connections in advance. If we do not adopt the linking mechanism, we
will have tointroduce a supervisor to generate new connections. Solving
the problem how to generate new networks dynamically in CM may
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lead us to a harmonious paradigm including both a symbol processing
approach and a connectionist model approach.

Chapter 4

A Model of Common Sense
Reasoning Based on
Circumscription

4.1 Introduction

Some mechanism of common sense reasoning is necessary in order to
make a natural Janguage understanding system be able to comprehend
some natural language expression more deeply, that is, to make the sys-
tem be able to obtain some useful information, which human extract
from some expression by using his/her own background knowledge, es-
pecially common sense.

To formalize such a human common sense reasoning, several kinds
of model have been proposed by a number of researchers{M D80, Rei80,
Doy79, dK86, She84]. In these approaches, circumscription proposed
by McCarthy[MaC80, MaC84], which is a form of non-monotonic rea-
soning, is one of the most promising model. Circumscription is a rule
of conjecture that can be used by our or system for ‘jumping to cer-
tain conclusions’. Namely, the objects that can be shown to have a
certain property P by reasoning from certain facts A are all the ob-
Jects that satisfy P. Since such a reasoning should be one of the most
important kind of reasoning which we usually do in our daily life, it
will be expected that the reasoning is useful for formalizing an aspect
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of reasoning in natural language understanding.

While circumscription is applied to a sentence of first order logic,
unfortunately, circumscription itself is expressed in second order logic.
It is known that there is no general algorithm to prove a theorem of
the second order logic. Therefore, the main technical problem is that
circumscription cannot be directly handled by theorem provers for first
order, which is usually based on the resolution principle[L1o87]. How-
ever, the series of researches by Lifschitz shows that there exist classes
of circumseription formulas expressible in the first order language which
cover some of the intended applications. For these class, circumscrip-
tion is computable by some resolution theorem provers.

In this chapter, first we will propose a application of circumscrip-
tion to logic programming languages, such as Prolog. By this method,
common sense reasoning can be done using the knowledge base which
is built with one of logic programming languages. Logic programming
languages, which are based on a subset of the first order logic called
horn set, are well suited to natural language processing because of its
characteristics in symbol manipulation, such as the unification mecha-
nism, and so on. It is also one of characteristics of logic programming
languages that a program written in them can be regarded as the knowl-
edge base which naturally includes both facts and rules.

From the viewpoint of knowledge representation allowing for com-
mon sense reasoning, circumscription has the merit of needing no other
special logic systems to describe some knowledge besides the ordinary
first order logic. On the other hand, the major drawback is that the
first order logic, which including horn set, can deal with only a sin-
gle axiom space and so it cannot realize the structured knowledge
base efficiently. The efficiency of reasonings in our daily life may
result from restricting domains to be concerned adequately. The re-
striction comes not only from some of common sense reasoning, but
also from the fact, which has been supported by several cognitive
experiences[And80], that our knowledge consists of a number of mod-
ules and these modules are appropriately structured. It is one of the
most important requirement for a scheme of knowledge representation
that it can make a knowledge base into several appropriate parts and
organize these parts. In view of this point, we also present an appli-
cation of circumscription to the programming language Uranus pro-
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posed by Nakashima[NTS84, Nak85b, Nak85a], which is an extended
logic programming language with the multiple world mechanism. The
multiple world mechanism allows programmers both to divide program
definition space into several parts called worlds and to organize tcl:nem.
It has been pointed out by V.Lifschitz[Lif85] that specificness of con-
cepts plays an important role in assigning priorities of minimization
to different kind of abnormality. We will show that structuring a con-
ceptual hierarchy by the multiple world mechanism makes specificness
of concepts clear and contributes to the assignment of priorities. By
this method, we can deal not only with intra-world knowledge, but alslo
with inter-world knowledge in an uniform way, that is, circumscription.

4.2 Circumscription

In tlxis‘ segtion, we will explain the general idea of circumscription, its
formalization and its application to logic programming languages such
as Prolog[MaC80, MaC84, Lif84, Lif85, Nak87, Nak89]

4.2.1 The general idea of circumscription

Let us consider the following conversation:
(ix) a. “I have not climbed Mt. Fuji.”
b. “What ? You are not a Japanese !”
¢. “I'm sorry. I'm not a Japanese, too...”
In the earlier part of this conversation, to the statement of Mr. A:
—has-climbed(A, Mt. Fuji). (4.1)
Mr. B applied one of his subjective inference rules as follows:

Vz.[-has-climbed(z, Mt. Fuji) D —Japanese(z)]. (4.2)
Vz.[-like(z, high-school-baseball) D —Japanese(z)].  (4.3)
Va.[staple-food(z, rice) D Japanese(z)]. (4.4)
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that is, he use the rule (4.2) to infer ~Japanese(A) and said, (ixb).
Here, by (ixc), Mr. C intended not to state that he really is not a
Japanese, but to inform others that he also had not climbed Mt. Fuji,

that is,
—has-climbed(C, Mt. Fuji). (4.5)

Mr. A and Mr. B must be aware of that.
Note that at that point Mr. C supposed that both Mr. A and Mr. B
has nothing but the following rule:

Va.[~has-climbed(z, Mt. Fuji) C ~Japanese(z)] (4.6)

and indeed both Mr. A and Mr. B inferred (4.5). Since Mr. B’s original
rule is (4.2), at the point when (ixc) was interpreted, the following
equation held:

Vz.[-has-climbed(z, Mt. Fuji) = ~Japanese(z)] (4.7)

That is, though Mr. B had not only (4.2) but also (4.3) and so on as
the rules related to ~Japanese(z), only the rule (4.2) was paid attention
to as if there is nothing but (4.2). Moreover, a new rule (4.6) seemed
to be produced. As described above, in inference in our everyday life
including natural language understanding, according to circumstance,
we usually restrict domains to be concerned adequately and produce
new rules. Circumscription is a formalization of such common sense
reasonings for knowledge written in the first order logic. Basically, cir-
cumscription makes up for the lack of information by regarding a given
axiom of the first order language, which corresponds to all information
we know, as all information being true and reinforce rules like the rule
(4.2) was strengthened by transforming it into (4.7).

4.2.2 Formalization of Circumscription

Let AB be a tuple of predicate constants, Z a tuple of function and/or
predicate constants disjoint with AB, and let A(AB, Z) be a sentence.
We denote the (parallel) circumscription of AB in A(AB, Z) with vari-
able Z by:

Circum[A(AB, 7); AB; Z] (4.8)

4.2. CIRCUMSCRIPTION
and it is defined as follows[Lif85]:

Circum[A(AB, Z); AB; Z] =
A(AB, 2) A~3ab3z.[A(ab, z) A (ab < AB)] (4.9)

Hel:e {Lb,z are tuples of variables similar to P,Z. When Z is empty, we
omit it. If U,V are n-ary predicates, then U < V stands for Ve (Uz D
Vz). If U,V are tuples Uy, ..., U,, and Vi,...,V,, respectively, then
U <V stands for: :

o e S S T (4.10)

Futhermore, U = V stands for U <K VAV < U, and U < V stands for
ULVA-(VLU).

In order to make targets of circumscription uniform, McCarthy in-
troduced abnormality predicates, which express some abnormality[MaCS'l].
Abnormality predicates allow us represent general knowledge which
may include some abnormality. For example, the knowledge, “In gen-
eral, birds can fly”, is written as: Y

Vz.[bird(z) A —ab(z) D fly(z)] (4.11)

Where the abnormality predicate ab expresses the abnormality of the
characteristic “can fly” of birds. :

In applications to the formalization of common sense reasoning
A(AB, Z) is the conjunction of the axioms, A B is the list of abnormality;
predicates, and Z is the list of symbols that we intend to characterize
by means of circumscription.

4.2.3 Computable Circumscription

Lifschitz showed that circumscription is computable for the subset of
the first order language called separable formulas, that is, circumscrip-
tiion of formulas of the class can be reduced to the first order logic.
Since in logic programming languages like Prolog a conjunction of horn
clauses, which is a subset of first order language, is regarded as a pro-
gram, if the program is a separable formula then it is just a solitary
formula, which is the special case of separable formulas and defined as
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follows. We say that A(AB) is solitary with respect to AB if it has the
following form:

N(AB) A{U < AB} (4.12)

where N(AB) contains no positive occurrences of ABy, ..., AB,, and
U is a tuple of predicates not containing ABy, ..., AB,. Then the
result of circumscription is given by the formula[Lif85]:

Circum[N(AB) A{U < AB}; AB] =
N(U)A{U = AB} (4.13)

Every circumscription with a non-empty Z can be reduced to a circum-
scription with the empty Z:

Circum{A(AB, Z); AB; Z]) =
A(AB, Z) A Circum[3z.A(AB, z); AB] (4.14)

The problem with this trick is that the first argument of c'\rcumscriptio.n
in (4.14), generally, contains new second-order quantifiers. However, if
A(AB, z) is solitary with respect to z, that is:

A(AB,z) = [Nn(AB,z)A (4.15)
{Uu(AB) < 2}] (4.16)

then the following equation held and the second-order quantifiers can

be eliminated.
J2.A(AB,z) = Nn(AB,Uu(AB)) (4.17)

That is, in (4.15), z is replaced with the extension Uu(AB?1 of z
given by (4.16). From the view of program transformation n Iogzc
programming[ST83, FM87], (4.17) can be considered that by unfolding
the goal z in (4.15) is partially evaluated with respect to the clause
(4.16) to eliminate z with preserving validity.

Tn Prolog, it corresponds to the bodies of the clauses of which head are z.
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In order to evade conflicts of minimizing abnormality predicates
with each other, McCarthy[MaC84] proposed to establish priorities be-
tween different kinds of abnormality. This type of circumscription is
called Prioritized circumscription and denoted by:

Circum[4; AB) > --- > ABy; Z] (4.18)

In (4.18), the predicates in AB; should be minimized at higher priority
than the predicates in AB;4;. Any prioritized circumscription can be
written as a conjunction of parallel circumscriptions, as follows:

Circum[4; AB, > --- > ABy; Z] =
k
/\ Circum[A; AB;; AByyy,- -+, ABy, Z] (4.19)

i=1

4.3 Introducing Abnormality Predicates
by Finding Inconsistency

While our target logic programming language of circumscription is
based on Uranus[NTS84, Nak85b, Nak85a], as “negation”, it has not
only negation as failure (NAF)?*[She84, L1087], which is usually used as
a negative operation, but also logical negation®, which is used to rep-
resent negative knowledge explicitly[Nak86, KN85]. Therefore, in the
worst case, knowledge written in this programming system has some
inconsistency. In general, it is known that introducing both logical
negation to logic programming languages and some mechanism to check
inconsistency causes deterioration of efficiency. However, since detect-
ing inconsistency can be regarded as a chance of knowledge acquisition
and plays an important role in inference, introducing logical negation
should be indispensable.

In order to detect inconsistency with respect to a predicate, a logic
programming system like Uranus, of which inference is usually based
on backward reasoning, first executes the predicate as goal. Next, if the
execution succeeds then the system executes the goal of its negation to

2We will denote this type of negation by the predicate THFOT.
3We will denote this type of negation by the predicate KOT.
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check inconsistency. However, checking consistency of all predicates in
a program causes the system to waste both memory resource and time
resource. In order to avoid this drawback, we introduce into Uranus
the inconsistency checking predicate €, by which users can explicitly
specify a goal to be checked.

Now, we explain the process of resolving inconsistency. First, the
system has a user, or teacher, to show which goal is wrong in the world
where the inconsistency occurred, the positive goal or the negative goal.
Next, by the interaction with the user, system examines all knowledge
which was used in the process of deriving the inconsistency to traces
the inconsistency to its origin. At least one of these knowledge must
be abnormal knowledge in the world where the consistency occurred.
In order to resolve the inconsistency, system explicitly shows that the
knowledge, which is the cause of inconsistency, is abnormal in the world.
To do this, we adopt abnormality predicates and use them as Figure
4.1 shows. While the method of searching the origin of inconsistency
is same as Dependency Directed Backtracking in Doyle’s TMS[Doy79],
the method of resolving it by abnormality predicates is characteristic
of our system. Now, we use the notation of the S-expression to write
programs in conformity with Uranus, hereafter.

In Figure 4.1, both ab-bird and wild-ch are the worlds which the
process of resolving inconsistency generates under the direction of the

user.

4.4 Circumscription of Hierarchical Knowl-
edge with Inheritance

In the previous section, we proposed the method to introduce informa-
tion about existence of abnormal things according to detecting incon-
sistency. Human inference does not only detect existence of abnormal
things but also recognize the contents of it. Circumscription formalizes
just this process. This section presents the method of circumscribing
hierarchical knowledge.

4.4. CIRCUMSCRIPTION OF HIERARCHICAL KNOWLEDGE WITH INHERITANCE

bird bird

((FLY) (HAS WING)) ((FLY) (HAS WIKG)
((HAS WING)) (THEOT (AB2 (FLY))))

’ e ((HAS WIKG))

chicken

((HOT (FLY)) (WING WEAK)) ab-bird 1 e

((WIEG WEAK)) E:lj > ((NOT (FLY)
) (WING WEA
((HAS CREST)) ((WING WEAK) e
o I : (THEOT (AB1 (WING WEAK)))))

((AB2 (FLY)))

((FLY) (WILD)) :
((HILD)) chicken l i

((COLOR BROWK)) ( Ccuns CREST) )

wild-ch | is-a

((FLY) (WILD))
((WILD))
((AB1 (WING WEAK)))

Yo ‘ 15-a
(ccoror BRo#M))
(a) The predicate fly is in- (b) Resolution of inconsis-

consistent in the world tom tency by abnormality predi-
and chicken. cates

Figure 4.1: Resolution of inconsistency by abnormality predicates
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4.4.1 How to Deal with Information about Worlds

Circumscription is a inference rule for the first order logic, that is, a
single axiom space. For this reason, in order to circumscribe some
knowledge written in a programming language with the multiple world
mechanism, it is necessary to transform the knowledge into the similar
knowledge in a single world.

To do this, let us consider how we can interpret the fact that some
knowledge exists in a world. For example, in Figure 4.1, the knowledge
((FLY) ---) is asserted in the world bird. In this case, ((FLY) ---)
holds in the world bird and its sub-world, that is, ab-bird, chicken,
and so on. From this fact, it is plausible to suppose that ((FLY)---)
has the information, “this information is in the world bird”, in its pre-
condition. Since a sup-sub relation between two worlds can be regarded
as a implication relation, as to inheritance of properties, the following
clauses hold:

ab-bird bird

<
chicken < ab-bird

(4.20)

From the consideration described above, we can transform some knowl-
edge written in multiple worlds into similar knowledge in a single world.
1. For all clauses, add the name of world in which it is asserted to its
body as a precondition. Then, unite worlds into a single knowl-

edge base. The meaning of a transformed clause is as follows:

If all of its preconditions, or body, hold and the clause
itself is in the world indicated in its body, then its con-
sequence hold.

2. Bxpress the hierarchy of worlds as a conjunction of implication
relations, such as (4.20), and add the conjunction to the single
knowledge base.

According to this transformation, the knowledge in Figure 4.1 can be
regarded as the knowledge in Figure 4.2*.

“In this figure, we omit expressions which will not appear in our following

explanation.

4.4. CIRCUMSCRIPTION OF HIERARCHICAL KNOWLEDGE WITH INHERITANCE

(HAS WING) A (THNOT (AB2 (FLY))) Abird < (FLY)
bird < (HAS WING)

(WING WEAK) A ab-bird < (NOT (FLY))
(THNOT(AB1(WING WEAK))) A ab-bird < (WING WEAK)
(WILD) A wild-ch < (FLY)

ab-bird < bird

chicken < ab-bird

wild-ch < chicken
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P.'igure 4.2: Transformation of a multiple world knowledge base into a
single knowledge base

4.4.2 Extracting Necessary Information for Cir-
cumscription from Knowledge Base

In o'rder to circumscribe the knowledge in Figure 4.2, not only infor-
'matlon about world attached to each clauses, but also the following
information is needed. p

1. Names of abnormality predicates to circumscribe.
2. Priorities between abnormality predicates for minimization.

3. N?.n.]e of predicates which are allowed to vary in the process of
minimization.

:l\s for.l, since all of abnormality predicates are introduced by resolving
1nc01.151stency, the system can easily maintain names of abnormality
predicates. As for the others, we should introduce some heuristics.

4.4.2.1 Priorities between Abnormality Predicates for Mini-
mization

PI’lOI'.ltleS between abnormality predicates for minimization are impor-
tant information, because they will influence definitions of abnormal-
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ity predicates after circumscription. We can use positions of fact-type
clauses of abnormality predicates to assign these priorities. 'That is,
the higher priority is assigned to the abnormality predicate of which
fact-type clause is positioned at lower world in the hierarchy. Since the
world in which the fact-type clause of an abnormality predicate is as-
serted is the highest one of worlds in which the inconsistency related to
the abnormality predicate occurred, the abnormality predicate of which
fact-type clause is asserted in lower world has narrower effect, and it
may be natural to suppose that the abnormality predicate is assigned
higher priority. For example, in Figure 4.1, the predicate AB1 should
be minimized at higher priority than the predicate AB2.

4.4.2.2 Selecting Predicates Allowed to Vary in Circumscrip-
tion

The predicates we intended to characterize by means of circumscription
are selected to for predicates which are allowed to vary in the process
of minimization. Here, we pay attention to the effect of resolving in-
consistency. In order to use the effect of resolving inconsistency by
circumscription, first, we should add the following predicates to the
predicate allowed to vary:

1. The predicate on which an inconsistency occurred, that is, the
predicate of the clause on which an inconsistency occurred.

For example, in Figure 4.1, the predicate FLY corresponds to this type.

Secondly, when an abnormality predicate is attached not to the
clause on which the inconsistency occurred, but to another clause which
is used in the middle of the process of proving the former clause, the
following predicates also should be added to the predicate allowed to
vary:

2. All predicates which occurred in the path of the proof tree, from
the clause to which the abnormality predicate is attached, to the
clause on which the inconsistency occurred.

In order for the effect of resolving inconsistency to influence the defi-
nition of an abnormality predicate, when we calculate the definition of
the abnormality predicate, we should make the abnormality predicate
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occur virtually in the clause on which the inconsistency occurred. To do
this, we may repeat unfolding one of the goal in the body of the clause
on which inconsistency occurred, until the abnormality predicate oc-
curs in the clause. Since, as described in section 4.2, elimination of the
predicates allowed to vary is equivalent to unfolding, we should select
the predicates allowed to vary according to 2. For example, at the world
ab-bird in Figure 4.1 the abnormality predicate is attached not to the
clause of the predicate FLY, on which an inconsistency occurred, but to
the clause of the predicate WING, which is used in the process of proving
the former clause. Since, as Figure 4.3 shows, unfolding the predicate
WING makes the abnormality predicate appear virtually in the body of
the clause of the predicate FLY, the effect of eliminating the prediéal.e
FLY, on which inconsistency occurred, can influence the definition of
the abnormality predicate. Finally, in the case of Figure 4.1, we should

(WING WEAK) A ab-bird < (not
I
unfold

(THNOT (ABi---)) A ab-bird < (WING WEAK)

(THNOT (AB1:--:)) A ab-bird < (NOT (FLY))

Figure 4.3: The case that an abnormality predicate is attached to the
clause which is used in the process of proving inconsistency

select not only FLY but also WING for the predicates allowed to vary.

4.4.3 Reorganization of Worlds According to the
Result of Circumscription

Let 4 be a conjunction of horn clauses in Figure 4.2. Then, circum-
scription of the knowledge in Figure 4.1 is equivalent to the following
expression:

Circum[A; AB1 > AB2; FLY, WING] (4.29)

(FLY))
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that is, circumscription of AB1,AB2 in A. In this circumscription, the
abnormality predicate AB1 is minimized at higher priority than AB2 and
the predicates FLY,WING are allowed to vary. In order to calculate this,
first, the prioritized circumscription is transformed into a conjunction of
parallel circumscriptions by (4.19), and secondly, the predicates allowed
to vary are eliminated by (4.14).

Circum[A; AB1 > AB2; FLY, WING] =
A A Circum{3AB23FLYIWING. A; AB1] A
Circum[JFLY3WING.A; AB2] (4.30)

Thirdly, (4.17) eliminates the second-order predicate variables FLY,
WING and AB2 Now, in (4.30):

JFLYIWING. A =
JFLYIWING.|
{(HAS WING) A (THNOT (AB2 (FLY))) Abird < (FLY)} A
{(WILD) Awild-ch < (FLY)} A

{(WING WEAK) Aab-bird < (NOT (FLY))} A (4.31)
{(THNOT (AB1 (WING WEAK))) A ab-bird < (WING WEAK)} A

Rest]

where, the expression Rest includes all expressions which will not be
used in the explanation. Let us transform (4.31) into:

(WING WEAK) A (THNOT (NOT (FLY))) A ab-bird < (FALSE) (4.32)

for the preparation to unfold to eliminate the predicates allowed to
vary. When the literal is moved over the implication symbol, as the
above expression shows, THNOT is attached to the literal and the lit-
eral (THNOT (NOT (FLY))) appears. Here, (THNOT (NOT---)) can be
regarded as a modal operator which is true if the logical negation of its
argument can not be proved. In general, when the knowledge is con-
sistent, the domain in which (FLY) is true should be included by the
domain in which (THNOT (NOT (FLY))) is true. Therefore, in eliminat-
ing the predicates allowed to vary, consistency on the predicate FLY can
be preserved by unfolding in which (THNOT (NOT (FLY))) and (FLY)
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are dealt with as if they are equivalent. In order to use the effect of
resolving inconsistency, the predicate on which inconsistency occurred
should be added to the predicates allowed to vary. To preserve consis-
tency on the predicate FLY, (4.32) is transformed into:

(WING WEAK) A (FLY) A ab-bird < (FALSE) (4.33)

In the expression A, unfold the predicates FLY,WING to eliminate them,
and reduce goals of world name. Then, we obtain the following expres-
sion:
JFLY3IWING. A
= {(THNOT (AB1 (WING WEAK))) A ab-bird A (HAS WING)
A(THNOT (AB2 (FLY))) Abird < (FALSE)} A
{ (THNOT(AB1(WING WEAK))) A ab-bird A (WILD) A wild-ch < (FALSE) } A
Rest

{(HAS WING) A (THNOT (AB1i (WING WEAK))) A ab-bird < (AB2 (FLY)) } A
{(WILD) A wild-ch < (AB1 (WING WEAK))} A Rest (4.34)

Because, in the expression 3FLY3WING.A, AB2 is included only in the
first term, the following expression holds:

JAB23FLYIWING.A =

JAB2.[(THNOT (AB1 (WING WEAK))) A (HAS WING) A ab-bird < (AB2(FLY))] A
A{(WILD) Awild-ch < (AB1 (WING WEAK))} A Rest (4.35)

Since the expression in the square brackets [ ] of (4.35) is true if the
following expression holds, the first term of (4.35) is always true.

(AB2 (FLY)) = (TURE) (4.36)
Therefore, we can eliminate the existential quantifier of AB2 as follows:

JAB23FLYIWING.A =
{(WILD) A wild-ch < (AB1 (WING WEAK))} A Rest (4.37)

This is equivalent to the calculation of AB1 in the condition as if the
abnormality predicate AB2, which is in the upper world, is true. By
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(4.13), we obtain the following expression:

Circum[JAB23FLY3IWING. 4; AB1] =
[{(WILD) A wild-ch} = (AB1 (WING WEAK))] (4.38)
ARest

To change the implication relation (<) in (4.13) to the equivalence
relation (=) is circumseription of the predicate AB1. Similarly, we also

obtain:

Circum[3FLYIWING.A; AB2] =
[{(HAS WING) A (THNOT (AB1i (WING WEAK))) A ab-bird}
= (AB2 (FLY))] (4.39)
A[(WILD) A wild-ch < (AB1 (WING WEAK))] A Rest (4.40)

By (4.38) and (4.39), the abnormality predicates AB1 and AB2 are elim-
inated and the following expression is obtained:

Circum[A; AB1 > AB2; FLY, WING] =

[(HAS WING) A bird A (THNOT ab-bird) < (FLY)]A (4.41)
[(HAS WING) A (WILD) Awild-ch < (FLY)]A (4.42)
[(WILD) A wild-ch < (FLY)] A (4.43)
[(WING WEAK) A ab-bird < (NOT (FLY))]A (4.44)
[(THNOT (WILD)) A ab-bird < (WING WEAK)] A (4.45)
[ab-bird A (THNOT wild-ch) < (WING WEAK)]A (4.46)
[(AB1 (WING WEAK)) = {(WILD) A wild-ch}]A (4.47)
[(AB2 (FLY)) = {{(HAS WING) A (THNOT (WILD)) A ab-bird}

v{ (HAS WING) A ab-bird A (THNOT wild-ch)}}] A (4.48)
Rest] (4.49)

In the process of circumscription of abnormality predicates in a con-
junction of clauses including world names, world names are treated as
normal predicates. As the above expression shows, subgoals of the fo.rm
(THNOT world-name) appear in the result of circumscription. According
to the definition of the goal of a world name, in which the goal of world
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name w is defined as the predicate which is true if the clause including
w is at the world w, the goal (THNOT world-name) can be regarded as
the predicate which is true if it is not proved that the clause includ-
ing the goal is at the world world-name. That is, the goal indicates
that the clause must not be at the world world-name. Since, moreover,
the clauses which represent inheritance of properties are also applied
to goals of world name, the goal (TENOT world-name) is false if the
clause including the goal is at ether the world world-name or its sub-
worlds. Therefore, the goal (THNOT w) indicates that the inheritance
of the clause including the goal must be canceled at the world w. From
the above consideration, the treatment for goals of world name after
circumscription is as follows:

e Ordinary world name: w
The world w indicates the world in which clauses including w
should be asserted.

e World name with THNOT: (THNOT w)
The world w indicates the world at which the inheritance of the
clause including w should be canceled .

After circumscription, when the goal (THNOT wn) appears in a clause
and the world wn is sub-world of the world wp included by the clause
as the goal of ordinary world name, the inheritance of the clause must
be canceled at the world wn. To do this, we may cut the is-a link,
which is the inheritance path from the super-world, at the world wn,
and make the world wn be one of sister worlds of the world wp, in which
the clause is asserted. In our example, the result of circumscription is
shown as Figure 4.4.

4.5 Control of Splitting Hierarchy

While in the previous section we proposed that the goal of world name
with THNOT indicates the world at which we must cancel the inheritance,
if for each of the goals of world name with THNOT the knowledge hier-
archy is split, splitting may be overdone. In human learning process,
change of concept hierarchy should be suppressed as far as possible.
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Gird 8 —Fhiad | o is-0_ wild-ch

((FLY) (HAS WING)) ((HOT (FLY)) ((FLY) (WILD))
((HAS WING)) (WING WEAK)) ((WILD))
((NOT (FLY))

((WING WEAK))
(WING WEAK))

_ ; ((HING WEAK)
chicken (THEOT (WILD)))

((HAS CREST)) ((HAS CREST))

((HAS WIEG))

((COLOR BROWK))

Figure 4.4: Organization of the world after circumscription

From this view, let us consider the method to suppress change of con-
cept hierarchy as far as possible. For example, both (4.45) and (4.46),
as described in the previous section,

(THNOT (WILD)) A ab-bird < (WING WEAK)
(THNOT wild-ch) A ab-bird £ (WING WEAK)

provide the definition of the predicate WING in the world ab-bird, be-
cause each of them has the goal ab-bird in its body. On the other
hand, while (4.45) holds in all of the worlds which inherit knowledge
from the world ab-bird, (4.46) does not hold in the worlds which are
the world wild-ch and its sub-worlds. In the organization of worlds,
as Figure 4.1 shows, while for the world wild-ch we cannot but choose
the definition (4.45), for the world ab-bird we can also adopt (4.46),
which influences the organization of worlds. Taking also (4.46) into ac-
count, the definition of the predicate FLY in the world ab-bird, which
is a program of Uranus without goals of world name, is as follows:

((WING WEAK) (THNOT (WILD))) (4.50)
((WING WEAK)) (4.51)
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Because (4.50) is redundant logically, after all, the definition is only
(4.51). Then, according to the treatment for (THNOT wild-ch) in the
body of (4.46), the organization of worlds in Figure 4.4 is obtained.

However, we can consider as follows. As the result of circumscrip-
tion, the definition of the abnormality predicate AB1 related to the
predicate WING was as follows:

(ABL (WING WEAK)) = (WILD) Awild-ch (4.52)
Since the predicate WILD is asserted in the world wild-ch,
(WILD) is true. = wild-ch (4.53)
Therefore, the definition of AB1 is ether of the following expression:

(AB1 (WING WEAK)) = (WILD) (4.54)
(AB1 (WING WEAK)) = wild-ch (4.55)

The organization in Figure 4.4 results from the choice of (4.55). When
(4.55) is chosen, by eliminating the abnormality predicate AB1 only
(4.45) is obtained®. In this case, since the goal (THNOT wild-ch) in
(4.46) is not effective, the split of the hierarchy may be suppressed
as far as possible and the organization of worlds is as Figure 4.5. In
this case, the abnormality of the predicate WING is introduced into its
clause, and the exception based on the existence of the world wild-ch is
expressed in the world ab-bird. From the viewpoint of learning, while
in the case of Figure 4.4 a new organization about the world wild-ch is
introduced, in the case of Figure 4.5, a new rule is learned in the world
ab-bird.

In general, when the following definition of an abnormality predicate
is obtained as the result of circumscription:

(AB #) = (P ¥) A---A (B, %) Aworld (4.56)

if the question (P; *)A---A(P, *) fails in the world world,, which is
the immediate super-world of the world, the following expression holds:

(AB %) = (P, A A (P %) (4.57)

®This corresponds to (4.50) in the program.
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is-a ab-bird

((FLY) (HAS WING))
((HAS WING))

((HOT (FLY)) (WIEG WEAK))
((WING WEAK) (THEOT (WILD)))
((HAS WING))

chicken { i

(T((HAS CREST))

wild-ch | is-a

(CFLY) (WILD)) )
((WILD))

Tom l 18-a

(((cm.un BROWK))

Figure 4.5: Suppressing split of the hierarchy
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Because the world world, in which the question (P, *)A---A(P, *)
succeeds is the world world or its sub-worlds and

The question (P, *) A--- A (P, *) succeeds. D worldy, O world

holds. When the definition of the abnormality predicate is the same
form as (4.57), we can suppress the split of the world hierarchy. Because
several modes, such as Figure 4.4 and Figure 4.5, may be used properly,
both reasoning and memory of human are so efficient.

4.6 Conclusion

In this chapter, we proposed a model of common sense reasoning based
on an application of circumscription to logic programming languages,
such as Prolog, as a way to make a natural language understanding
system be able to comprehend some natural language expression more
deeply, that is, to make the system be able to obtain some useful infor-
mation, which human extract from some expression by using his/her
own background knowledge. By this method, common sense reasoning
can be done using the knowledge base which is built with one of logic
programming languages. We also presented an application of circum-
scription to the programming language Uranus proposed by Nakashima.
The application is useful to formalize a common sense reasoning on
some frame-style knowledge base. By this method, we can deal not
only with intra-world knowledge, but also with inter-world knowledge
in an uniform way, that is, circumscription.

On the other hand, from the viewpoint of learning, we should note
that circumscription does only “leaning by negative examples”. When
some leaning system adopts the application of circumscription we pro-
posed, the system should need the mechanism of “leaning by posi-
tive examples”, such as analogy, induction, and so on. For example,
Shapiro’s MIS (Model Inference System)[Sha82], which is the algorithm
of an inductive leaning for horn clauses, gives us the mechanism to learn
both facts and rules including variables from both positive facts and
negative facts.
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Chapter 5

Conclusion

In this dissertation, from the viewpoint of computational linguistics,
of which main purpose is to formalize human processes of language
understanding as computational processes, we proposed the models of
three aspects of processes of natural language understanding.

In Chapter 2, we formalized metaphor understanding in terms of sit-
uation semantics as the process of introducing new resources, namely,
establishing correspondences between a source domain and a target
domain, with which a hearer can project information about a source
domain onto a target domain. As a result, metaphorical expressions can
convey some other new information. We expect that this formalization
of metaphor understanding, which includes both semantics of metaphor
and its processing, may serve as a guide to natural language under-
standing systems which can understand discourses with metaphors.

In Chapter 3, we proposed a parsing model based on CM and we
also showed that several phenomena of linguistic performance can be
uniformly explained by the interaction of activation. Since in our CM
parser, one of phrase structure rules is expressed as a subnetwork of
CM and these subnetworks are connected dynamically by a dynami-
cally linking mechanism, delicate aspects of parsing performance can
be uniformly explained by the interaction of activation. Moreover, we
showed that our CM parser can explain some interesting phenomena
in the human parsing process, such as cognitive difficulties to recog-
nize garden path sentences or deeply nested sentences, preference of
structurally ambiguous sentences, and so on.
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CHAPTER 5. CONCLUSION

In Chapter 4, we proposed a model of common sense reasoning based
on an application of circumscription to logic programming languages,
such as Prolog, as a way to make a natural language understanding
system be able to comprehend some natural language expression more
deeply, that is, to make the system be able to obtain some useful infor-
mation, which human extract from some expression by using his/her
own background knowledge. By this method, common sense reasoning
can be done using the knowledge base which is built with one of logic
programming languages. We also presented an application of circum-
scription to the programming language Uranus proposed by Nakashima.
The application is useful to formalize a common sense reasoning on
some frame-style knowledge base.

However, since three models proposed in this dissertation deal with
only three aspects of natural language understanding, our models can-
not cover all processes of natural language understanding. In view of
the fact that our use of language is closely related to our thinking, the
research of natural language understanding by computer is essentially
hard to complete and takes very long time. For this reason, many re-
searchers are working vigorously in this field. I hope this dissertation
will contribute toward establishing the true model of natural language
understanding, which has the same linguistic ability as human has.
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