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Chapter 1

Introduction

1.1 Background of the Research

Mechatronic systems, such as industrial robots, NC machine tools and exposure systems
require fast and precise position control in order to improve productivity and product quality.
Especially, high-precision stages are applied to NC machine tools and exposure systems.

Here, let me explain the history of the exposure systems and the demands.

History of the exposure systems

Today, integrated circuits (ICs) are used in all kinds of electronic devices, for example PCs
and mobile phones to televisions and so on. ICs must be crucial components in IT-based
society today and in the future. Also, liquid crystal displays (LCDs) are employed in a wide
range of products including PC monitors, mobile phones, digital cameras, video cameras,
LCD TVs and so on. Nowadays, high performance applications like smart phones and 3D
LCD TVs are being developed. This market is spreading more and more.

The most important manufacturing equipment of the ICs and the LCDs is the exposure
system. The exposure system has the important role which is “Photolithography”. Pho-
tolithography, a term created by combining the words “Photo” (photograph) and “Lithog-
raphy” (a method of printing using a stone surface), is a type of lithographic printing that
employs photographic technology. It is the process of printing circuit patterns to glass sub-
strates on the precision stage by using lens and laser light.

The first exposure system appeared for ICs in 1980. It is called “Stepper” because this
system is driven as step-and-repeat. In the middle of 1990s, “Scanner” was developed in
order to expand the exposure field and improve the productivity. This is applied to the lens-
scanning system, where the two stages on which the reticle (mask) and wafer are mounted
are moved simultaneously during exposure.

The exposure systems also appeared for LCDs in the middle of 1980s. The LCD exposure
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Figure 1.1: LCD exposure system (Scanner).

systems are derivatives of the IC exposure systems. These are also classified into stepper
and scanner. Steppers are for the production of small LCDs of PC monitors, mobile phones,
digital cameras and video cameras. Scanners are for the production of large LCDs of LCD
TVs and so on. The overview of the scanner is shown in Fig. 1.1. The basic mechanics of
the LCD exposure systems is almost the same as that of the IC exposure systems. The big
difference between LCD and IC exposure systems is the size of the precision stages on which
glass substrates are mounted. The reason is that larger LCDs are required in the market of
LCD TVs. Now, the 10th generation exposure system is the latest. The latest one can print

circuit patterns to the plate whose size is about 3x3 m. It is still on the way of evolution.

Approach by control techniques

In early 2000s, it was tried that feedback control based on H ., synthesis was applied to wafer
stages of IC exposure systems [1, 2|. H., control treats the uncertainty of the plant based
on the small gain theorem to assure the robust stability of only the gain. Thus, conservative
controllers are generally obtained. The precision control of a XY-table driven by a linear
motor, a DC-motor with a ball-screw or a piezoactuator has also been widely studied [3]-[6].
They described on feedback control design about robust control in [3], nonlinear feedback
control in [4] and [5]. However, these are not enough for fast and precise positioning of the
large-scale precision stages which have low resonance mode.

Also, iterative learning control which is a kind of feedback control was applied to wafer

stages of IC exposure systems [7, 8, 9]. ILC can improve the tracking error of the system
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which executes the same task multiple times by learning from previous tracking errors.
Therefore, ILC does not need the precise plant model. ILC works well even though the system
has a non-linear characteristic or a uncertainty of the plant. However, the convergence of the
tracking error often assumes the high bandwidth feedback control. In the large scale high-
precision stage which has the row resonance mode, the performance of ILC is not enough.
As above, a feedforward control is absolutely imperative for fast and precise positioning in
high-precision stage. In [10], ILC is applied to a feedforward control. The feedforward gains
with respect to the acceleration and the jerk are optimized by iterative learning.

The resonance mode of the high-precision stage is a serious problem against fast and
precise positioning. Many vibration suppression controls have been researched in the field
of motion control. Representative researches are introduced from both feedback and feed-
forward control approach.

Resonance ratio control [11, 12] is a kind feedback control to reduce the amplitude of the
resonance mode and to remove it to higher frequency by using disturbance-observer-based
techniques. The resonance ratio between the resonance mode and the anti-resonance mode
is determined by the inertia ratio between the motor and the load. This control method
can change the resonance ratio by the appropriate observer gain. This control method is
simple and effective, but it cannot remove the resonance mode absolutely. Especially, the
effectiveness of resonance ratio control is not still enough in the system which has the low
resonance mode.

Phase-lead compensation is also a good feedback control technique for the vibration sup-
pression. [13] proposed to set a notch filter at higher frequency than the resonance mode
on purpose in order to make the phase margin. It is said that the curve of the resonance
mode should be removed to the first quadrant in the open loop vector locus (Nyquist dia-
gram). The phase compensation has an advantage compared with the gain compensation.
It is robustness against the resonance variation. Although the gain compensation does not
allow the resonance variation at all, the phase compensation can allow small quantity of the
resonance variation. [14] proposed a vibration suppression control based on a phase-lead
compensation for multi-inertia system. The phase-lead compensation is based on a distur-
bance observer and can stabilize all resonance modes. This dissertation also proposes a novel
feedback control to overcome the resonance problem in chapter 8.

Final-state control [15] is a kind of feedforward control for the vibration suppression.
This control method can obtain a feedforward control input whose frequency components
are minimum at the desired frequency points. It is enough that the evaluation function and
the step number of the tracking are only prepared. [16] applied the final-state control to
short track-seeking control of hard disk drives (HDDs).

Genetic algorithms are also effective to the vibration suppression and the feedforward

control design [17, 18, 19]. The optimal set of the plant parameters and the free parameters
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Figure 1.2: Control techniques for high-precision stages.

of compensators can be identified by the optimization ability of GA. Therefore, GA has
advantages that the initial plant identification and design of compensators based on the

plant model are unnecessary, and it is robust against plant variations.

1.2 Motivations of the Dissertation

Required control techniques for high-precision stages are shown in Fig. 1.2. High-precision
stages require not only fast and precise positioning but also synchronous position control
and attitude control.

Perfect tracking control method based on multirate feedforward control was proposed
[20]. Then this method already was applied to commercial HDDs, and the effectiveness was
evaluated [21]. Multirate control techniques are applied to these controls of high-precision
stages in this dissertation. Then, the multirate control techniques which extend to power
electronics, sensors and mechanics around control techniques are established. This disserta-
tion evaluates that multirate control systems are highly effective for practical high-precision

stages.

1.3 Outline of the Dissertation

The chapters of this dissertation are classified in Fig. 1.3. This dissertation consists of

two parts. In the early part, applications of multirate control techniques to high-precision
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stages are introduced. In the latter part, multirate control techniques which extend to power
electronics, sensors and mechanics around control techniques are established. The details of
each chapter are as follows.

In chapter 2, perfect tracking control (PTC) is applied to fast and precise positioning of
large-scale high-precision stage. PTC consists of feedback control and feedforward control
based on multirate control. In this chapter, vibration suppression PTC which can control
resonance mode actively is applied. Precision stages can be classified into stepping drive
type (called step stages) and scanning drive type (called scan stages or gantry stages). The
settling time is very important specification of step stages in order to improve throughput.
The tracking performance to the target trajectory in moving is required in scan stages.
Experiments of fast and precise positioning with each type large-scale high-precision stage
are performed to show the advantages of PTC to each demand.

In chapter 3, a synchronous position control system based on multirate control is pro-
posed in order to synchronize real positions of two precision stages. Then, experiments with
two experimental precision stages are performed to show the advantages of the proposed
control system. A synchronous position control system by master-slave method is often
required in industrial equipment, for example, NC machine tools, exposure systems, and
so on. Synchronous position system is easily influenced by not only disturbances but also
dead-times. In this chapter, a novel synchronous position control system based on multirate
control and dead-time compensation is proposed for a pair of precision stages which are
designed by PTC in previous chapter.

In chapter 4, an attitude control based on multirate control is proposed. Then, experi-
ments with large-scale high-precision stage of scan type are performed to show the advantages
of the proposed control system. In exposure systems which have lens, the focus range of lens
narrows for microfabrication of products every year. These systems require scanning drive
on keeping the attitude of the stage in the focus range. Thus, the positions in not only
the translation direction but also the pitching, the rolling and the height directions must be
controlled. Moreover, the sampling time of output is much longer than the sampling time
of control input by DSP because image sensors are employed in the output encoder. It is
difficult to reject the disturbances by single-rate feedback system. In this chapter, the dis-
turbances via the driving force in the translation direction and the surface shape of the stage
are modeled, and then the multirate control system in which the disturbance information is
utilized as the target trajectory is proposed.

In chapter 5, multirate PWM control which combines multirate control with modeling
based on PWM pulses of the inverter is proposed. This chapter illustrates ultrahigh-speed
nanoscale positioning based on the proposed method with an experimental precision stage.
The position error is in 100 nm. The positioning time is 2 ms which was only 10 times as

long as the carrier period. This is a novel multirate control technique which introduces power
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electronics technique with considering dynamics of the inverter. This control technique is
effective in high-precision stages which are rigid until several hundred Hz. Then, experiments
with an experimental high-precision stage are performed to show the advantages of the
proposed control technique. This control technique can be applied to stages of semiconductor
exposure systems in industrial equipment.

In chapter 6, it is shown that multirate control technique with considering dynamics
of the driver is effective in not only position control but also speed and current control.
The proposed control technique can satisfy both reduction of switching loss of the driver
and the tracking performance. Experiments with an AC motor are performed to show
the advantages of the proposed control technique. Moreover, the robustness of multirate
feedforward controller is verified both theoretically and experimentally.

In chapter 7, an observer which can estimate state variables with reducing the quantiza-
tion error of the encoder is proposed. High resolution encoders are employed to industrial
equipment which is required accuracy, for example, NC machine tools, exposure systems,
and so on. Generally, the velocity of machines is calculated by the difference of the position
given by the encoder. Although the high resolution encoder is employed, the quantization
error and the half sample delay induced by the difference cannot be avoided. These are prob-
lems in the case of required high precise velocity. The proposed observer based on multirate
control utilizes the difference between the updating time of the observer and the sampling
time of control input. Experiments with experimental precision stages are performed to show
the advantages of the proposed observer.

In chapter 8, another position sensor is applied to a high-precision stage in the case
that it is difficult to change the structure additionally. It is shown that it is possible to
design a novel feedback control which not only has high bandwidth but also is absolutely
robust against the resonance mode parameters. Finally, simulations and experiments with
the high-precision stage are performed to show the advantages of the proposed feedback
control design. Here, adding sensors is often apt to be avoided because of sensor cost, but it
is considered that sensors should be applied positively if high productivity brings in benefits
more than the sensor cost. Finally, the proposed control design is generalized to the general
2 inertia system.

In chapter 9, a new experimental 4-DOF high-precision stage is designed and fabricated.
The 4-DOF stage which has the table part can move to not only one translation but also the
height, the pitching, and the rolling directions. The structure of the table part is analyzed
by both FEM analyses and experimental modal analyses, and then relationship between the
mode shapes and plant characteristics is demonstrated. Moreover, control systems in chapter
2 and 4 are applied to the stage, and experiments are performed to show the advantages of
the control systems.

In chapter 10, each chapter is reviewed, and then the conclusion of this dissertation is
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Part I. Applications to High-Precision Stages

e Fast and Precise Positioning: Chap. 2
e Synchronous Position Control: Chap. 3
e Attitude Control: Chap. 4

Power Electronics Sensors

Mechanics
Chap. 9

Part II. Advanced Multirate Control Techniques

Figure 1.3: Classified chapters of this dissertation.

19



Part 1

Applications to High-Precision Stages
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Chapter 2

Fast and Precise Positioning based on

Vibration Suppression PTC

2.1 Abstract

In the positioning system of the large-scale high-precision stage, the primary resonance mode
appears in low frequency even in the high stiffness stage. The resonance mode is a major
obstacle of fast and precise positioning. In this chapter, vibration suppression PTC (Perfect
Tracking Control) which can control the resonance mode actively is applied to the large-scale
stage. Finally, simulations and experiments are performed to show the advantages of the

vibration suppression PTC.

2.2 Introduction

Large-scale high-precision stages are used in industrial fields such as manufacturing of semi-
conductors and liquid crystal panels (or displays). Fast and precise positioning control is
very important technology related to the improvement of throughput and product quality.

However, a large-scale stage has a low resonance mode because of the low rigidness. It
is called that the resonance mode is an obstruction of fast and precise positioning by [22].

Therefore, the large-scale stage cannot depend on a high gain and high feedback control.
A two degree of freedom control method that enables an accurate feedforward control should
be applied.

[23] indicates that the inverse system of the plant cannot be designed in discrete-time
because unstable zero appears in the plant discretized by zero-order hold. [24] proposed the
zero phase error tracking controller (ZPETC) which compensates both phase and gain errors
caused by uncancellable unstable zeros of discrete-time plant.

Whereas, [20] proposed a perfect tracking control (PTC) based on multi-rate feedforward
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control to eliminate the problem of unstable-zeros. PTC theoretically guarantees that a
feedforward control based on an accurate inverse system for a nominal model can be realized
and perfect tracking for every sampling period can be achieved as long as there is no unstable
zero in the nominal model defined by a continuous-time system. Moreover, [21] also proposed
vibration suppression PTC which deals with resonance modes of a plant, and applied to hard
disk drives (HDDs).

In recent years, our research group has applied the PTC method to a large-scale high-
precision stage to improve the control performance. This chapter describes the application

of the PTC method to a large-scale stage.

2.3 Perfect Tracking Control

Perfect tracking control (PTC) [20] which consists of the 2-DOF control system as shown in
Fig .2.1. This system has two samplers for the reference signal r(¢) and the output y(¢), and
two holders for the input u,(¢) and nominal output y,(¢). Therefore, there exist sampling
periods 7T, T, and T, which represent the periods of r(t), y(¢), and wu(t), respectively. PTC
applies the multirate feedforward control in which the control input w(t) is changed n times
during one sampling period 7, of reference input r(¢) as shown in Fig. 2.2.

Here, n is the plant order. Hj; in Fig. 2.1 is the multirate holder which outputs the input
uli] = [uq[k] - - u,[k]]T (generated by the long sampling period T}) on the short sampling
period T,.
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Here, the plant discrete time state space matrices A, B, C' and D at the long sampling
period 7, can be derived as (2.2) from the discrete time plant model (2.1) at the short
sampling period T,.

xlk + 1] = Asx[k] + bsulk] , ylk] = csx[k] (2.1)
[ A" | A", ... A, b, |
4l B Cs 0 e 0 0
4‘7 =| csA; csbs -0 0 (2.2)
C¢|D : : . :
i cSAgf1 cSAZ“QbS roeshbs 0

Since the matrix B of (2.2) is non-singular in the case of controllable plant, PTC can be

designed as

woli] = BT -z "A)zyi + 1]
- [ _Bo_lA BI_1 ] gl + 1] (2.3)
Yoli] = 27'Caxyli + 1] + Du,[i). (2.4)

(2.3) is the stable inverse system of plant with input from the previewed desired trajec-
tories. Therefore, perfect tracking is assured at the sampling period 7.

The feedback control Cy[z] suppresses the error between the output y[k] and the nominal
output y,[k| caused by disturbance or feedforward control imperfectness due to plant model

error.

2.4 Modeling of High-Precision Stages

2.4.1 Step Stage

The step stage (XY stage) which is actuated by a ball screw is considerd. X axis of the
stage is regarded as the two-inertia system structured by the rotational system of the motor
and the translational system of the stage as Fig. 2.3. X axis is only described in this chapter
because Y axis can be treated in the same way as X axis. J,,s and (), are the inertia and
the viscosity of the motor screw. K, and C), are the stiffness and the viscosity of the screw
nut. BFE is the transfer constant from the translational system to the rotational system. The
mass M, of the moving part of the X axis stage is 266 kg. The ball screw pitch SP is 0.01
m/rev. T is the motor torque. P, and v, are the translational position and the translational

velocity. 6 and w are the rotational position and the rotational velocity.

23



4
Y

” Mpx s I S

SP SP SP
2n 21 21
- A A
T—Jr»i—» 1 . L 6 >
Jms $+Cms S

Figure 2.3: Model of step stage.

The plant models from the motor torque T to the translational position P, and to the

rotational position # are represented by,

Px Yy bls + bO
P = - = — 2.5
1(s) T u  ass* +a3s® + as? 4+ ars’ (2:5)
b3S + bes® + by,
Pw(8>:£:g: 387 + 028" + 0,18 (2.6)
T u  ags*+ azs® +axs? +ags

ay = (21)2 Jus Mps

a3 = (21)2(JyusCry+ MpyCins )+ BE - SP*Mp, C,y
a3 = (270)2(Jys K+ CinnsC )+ BE - SP2Mp, K,
a; = (27)%Cs K,

by =27n-SP-C,, by=27-SP-K,

bW3 - (ZW)QMPx’ bWQ = (27T>20n7 bwl = (27T>2Kn

\

Here, the denominatior of (2.6) is represented to be equal to that of (2.5). The measured
frequency responses are shown in Fig. 2.4. The resonance mode exists at about 70 Hz in

low frequency.

2.4.2 Gantry Stage

The large-scale high-precision stage with degrees of freedom XY 6 axes is the form with an
individual multi-layer Z axis air guide for each degree of freedom as shown in Fig. 2.5. It is
called gantry stage.

The gantry stage can be modeled as a mechanically separated SISO-system since it has
an individual multi-layer Z axis air guide for each degree of freedom. However, due to the
multi-layer configuration, it is generally difficult to adjust the Z position of the actuator

to match the Z position of the stage center of gravity. For this reason, if that structure is
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Figure 2.4: Frequency responses of step stage.

simplified, it can be illustrated as Fig. 2.6. It is assumed that sin is equal to 6 because 6

is very small. The transfer function of the plant model is represented by

_X2 _y_ b282+b18+b0 (2 7)
Cf u asst +ags+ass? +ars’ '

Ps(s)
((as=MmL?+ MJ+mJ
az = Mg +mpg + (mL?* 4 J)C
ay = Mko + mky — MmgL — m?gL + j1yC , (2.8)
a; = (kg —mgL)C
[ bo =mL*+J —mLIl, by = g, by = ke —mgL

where each parameters is shown in Fig. 2.6.
Fig. 2.7 shows the frequency responses of the plant model and actual machine, and they

are almost identical to the primary resonance mode (about 17 Hz).

2.5 Control System Design

In this section, conventional and proposed control system designs are explained based on the
step stage model. These control system designs as follows can be also applied to the gantry

stage basically.

2.5.1 Feedback Controller Design

The conventional control system consists of the feedback controllers based on the transla-

tional position controller Cp,(s) and the rotational velocity controller C,(s) like Fig. 2.8.
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Cpy(s) is designed as a proportional controller with a low-pass filter (LPF), and C,(s) is
designed as a proportional-integral controller with a phase-lead-compensator. The designed
Cp.(s) and C,(s) are discretized by Tustin transformation so that the discrete controller
Cp:[z] and C,[z] are obtained.

Each parameter of the feedback controllers is selected by fine-tuning from frequency
responses of the actual experiment. Fig. 2.9 (a) indicates the frequency response of the
rotational velocity feedback loop (from wy.; to w), and Fig. 2.9 (b) indicates the frequency
response of the entire feedback loop (from y,.r to y). It is shown that the bandwidth is
only about 3 Hz in Fig. 2.9 (b). Therefore, the target specification cannot be satisfied
only with the feedback controller. The P-PI control system which has a velocity loop inside
a position loop is also used as the feedback controller in the gantry stage. In the case
of using an approximated simple plant model, feedback controllers are apt to be designed
conservatively. Therefore, those parameters were designed through a trial and error process

in order to avoid a conservative design.

2.5.2 Conventional Feedforward Controller

In the experiments in the following section, the proposed method is compared with a con-
ventional method. The conventional feedforward controller used in the comparison will be
explained below.

A conventional feedforward controller assumes that the plant model is equal to a rigid
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model. And, using the differential trajectory of the target trajectory r(t), the output of

controller upp(t) is calculated as
upp(t) = hot(t) + har(t), (2.9)

where the coefficients of hy and h; are theoretically equal to the mass and viscosity of a rigid
model. However, in reality, they are determined through a trial and error process. As shown
in Fig. 2.10, this controller is combined with previous feedback controller. As a result, the

conventional control system is single rate control.

2.5.3 Singlerate Vibration Suppression PTC

First, PTC is designed in continuous time for two-inertia system model including the reso-

nance mode. An inverse system of the plant P can be represented by

uo = N(s) (aayh”+asy” +azy? +aryl") (2.10)
1

N(s)=7—>+ 2.11

(8) 1)18 + b07 ( )
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Figure 2.10: Conventional control system.

from (2.5). The feedforward input ug[k] can be given by the desired position trajectory yo(t).
Here, (™ is n order derivative of . When the feedforward controller is implemented, N(s)

is discretized by Tustin transformation so that the discrete controller N|[z] is obtained.

Next, the nominal rotational velocity wy is generated to be compared with the rotational
velocity w in the rotational velocity loop. The rotational plant model of (2.6) from input u
to rotational velocity w is discretized by zero-order hold so that the discrete rotational plant

model P,[z] is obtained. The nominal rotational velocity wy is represented by

wolk] = Poo|z]uo[k], (2.12)

where, P,,[2] is the nominal plant model of P,[z]. The singlerate vibration suppression PTC
system is shown in Fig. 2.11. The references are fourth derivatives of the target position as

shown in Fig. 2.11.

Here, note that the discretization error occurs because of a digital re-design of the feed-
forward controller N|z] in singlerate vibration suppression PTC. Moreover, [23] indicate that
the inverse system of the plant cannot be designed in discrete-time because unstable zero

appears in the plant discretized by zero-order hold.
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2.5.4 Multirate Vibration Suppression PTC

The inverse system of the plant cannot be designed in the singlerate control system as
explained in section 2.5.3. Then, It is considered that PTC for two-inertia system model
including the resonance mode in the multirate control system explained in section 2.3. The
controllable canonical form of (2.5) with state variables & = [z, 2, 22| 27T
by (2.14) and (2.15). z is called “virtual position” by [21].

bo

is represented

z
Z 2.13
u  asst 4+ azsd + ass? 4+ ags ( )
z(t) = Acx(t) + bou(t) , y(t) = c.x(t) (2.14)
[0 1 0o o0 |o]
0 0 1 0 0
AC bC
=lo 0o o 110 (2.15)
c.| 0 b
0 —a _a _as|bo
a4 a4 as | ag
1 20 0o
L (0] .

The discrete-time state equation (2.1) with zero-order hold is discretized with the sampling
period T;,. Here, each sampling period is defined as T;, = T}, = T,./4. Therefore, the multirate
feedforward controller is obtained by (2.2).

The desired trajectories are given to all state variables &4 = [zq, zc(ll), zc(f), z((ig)]T. However,
the state variables cannot be given directly as references because the virtual position z is
not the real position y. The state variable x4(t) is obtained from the target trajectory r4(t)
= [ya, yc(ll), y(f), yé?’)]T(t). The transfer function from the translational position P, to the
state variable z is represented by

bo

= 2.16
Y b1$+b0’ ( )
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Figure 2.12: Multirate vibration suppression PTC system (proposed method 2).

from (2.5) and (2.13). Therefore, z; can be obtained from y, by inserting the LPF before
the input of the references. The LPF is discretized by Tustin transformation in the case that
the sampling period 7, is much shorter than the time constant of the LPF. On the other
hand, the convolution of time function of the target trajectoy and time function of the LPF
is calculated by off-line and it is saved in the memory table in the case that the discretization
error is caused.

Moreover, to generate the nominal rotational velocity wy, the rotational plant model P,
of (2.6) does not need to be inserted in multirate vibration suppression PTC. The state

equation of (2.6) coincides with (2.15) if matrix ¢, is only changed as

I boi  bez  buz
c.= 1|0 el el vl I (2.17)

It only has to design the matrices C' and D of (2.2) to generate the nominal rotational
velocity wy. These are defined as C’ and D'.

Therefore, the multirate vibration suppression PTC can be designed as shown in Fig.
2.12. The PTC system with cascade feedback for a servo motor was proposed by [25]. Note
that the feedback controllers work only when errors between the nominal output and the

actual output are caused by disturbances or modeling errors.

2.5.5 Disturbance Observer Design

The input disturbance by the nonlinear friction of the ball screw is regarded as step-type

disturbace. The full-order state observer is designed in discrete-time to estimate and to
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Figure 2.13: Plant with disturbance observer. Figure 2.14: Frequency responses of distur-

bance suppression.

suppress the disturbance. The discrete state equation of the augmented plant is represented
by

me[k + 1] = Afme[k] + bfu[k] ) y[k] = wae[kL (218)

with the state variables x, = [w, 0, v,, Py, d,]? added input disturbance d,,. The full-order

state observer can be designed as

Te[k +1] = (Ay=H re@c[k+bulkHH pylk] (2.19)
Z[k] = (k] O[] 0.[k] Plk] du[k))". (2.20)

The observer gain H; is designed so that observer poles are located at 100 Hz. Here,
estimated disturbance d,, is subtracted from input u to suppress the disturbance d, as
shown in Fig. 2.13. The frequency responses of the disturbance suppression are shown in
Fig. 2.14. The disturbance suppression is improved in the low frequency band below 1 Hz

by the disturbance observer.

2.6 Simulations of Step Stage

The tracking responses of the feedforward controller of each control system are compared in
the case that the plant model is nominal. Each sampling period is T, = T, = 1,/4 = 1/6
ms. The target position trajectory was generated by sixth-order polynomial equation. The
specification of the target position trajectory is shown in Table 2.1, where the target position
is Am¢/ | the acceleration time is t,.., the constant velocity time is ¢, the decelerating time

iS tgee, and the positioning time is t4 (= taee + teon + taec). The target positional trajectory
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Table 2.1: Specifications of target trajectory.

Aref Z‘Ea,cc tcon tdec td
0.lm | 025s|00s|025s|0.5s

[m] )

Aref_ _______
|
|
|
|
|

O taCC tdec tld t[S]

Figure 2.15: Target trajectory of step stage.

is shown in Fig. 2.15. The target velocity and acceleration and jerk trajectories are given
by derivation of the target position trajectory.

The target specification is the tracking error tolerance 0.5 um in the positional settling
time 150 ms. Here, the positional settling time is the time in which the tracking error
converges in the tolerance after the positioning time t,.

The nominal simulation results of the comparison only with the feedforward controller
are shown in Fig. 2.16. After 0.5 s, the tracking error of the singlerate vibration suppression
PTC is over 0.5 um by the influence of the discretization error of the feedforward controller.
On the other hand, the tracking error of the multirate vibration suppression PTC is perfectly

zero at sampling points.

2.7 Experiments of Step Stage

The tracking response of each control system is compared in the actual experiment. The
sampling periods and the target trajectories are the same as those of the simulation. More-
over, the disturbance observer is implemented in the experiment. The experimantal results
are shown in Fig. 2.17. The tracking errors of five time experiments are overwritten for the
confirmation of reproducibility. The tracking error tolerance 0.5 pm was achieved over the
positional settling time 200 ms in the singlerate vibration suppression PTC. On the other

hand, the tracking error tolerance 0.5 ym was achieved in the positional settling time 15 ms
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Figure 2.16: Nominal simulation results (only with feedforward controller).

in the multirate vibration suppression PTC.

2.8 Experiments of Gantry Stage

Each sampling period of the controller is 7}, = T}, = 1/3 ms, which is the same as the actual
controller.

For the proposed feedforward controller, the target position trajectory is given. In addi-
tion, the target velocity, acceleration, and jerk trajectories are given by differentiating target
position trajectory. Fig. 2.18 shows target position and velocity trajectories. Here, ¢,.. is
the time between the beginning of acceleration and the point where the acceleration becomes
zero. In other words, it is the time taken for the velocity to become constant. Then, the
constant velocity is defined as v.ons:. After the time of the end of t4.., Veonst does not change.
The settling time ¢, is the time it takes for a tracking error to be within a desired range

Srange- 1he total time t;04; is represented by
tiotal = Lace + tset- (221)

tser and ty,4q are very important specification for the high-speed and high-precision tracking

stage because t.; and t;,, should be shortened as much as possible to improve throughput.
The specifications of the target trajectory and the settling range s,4nge are shown in Table

2.2(a). This value of the s,44e indicates that the precision is on the order of sub-micron.

The frequency responses of the position loop are shown in Fig. 2.19. The time responses

are shown in Fig. 2.20.
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Figure 2.18: Target trajectories of gantry stage.

The error of the conventional method is below 6 x 10* count. However, the error of the
proposed method is only 1 x 103 count. Furthermore, t..; and t;,;e; Were shortened as shown
in Table 2.2(b).

2.9 Improvement of Feedback Controller of Step Stage

The conventional feedback system was designed by the traditional double loop controller
with fine-tuning. Since it is not very theoretical and systematic, the feedback performance
has to depend on tuning of engineers. Then, a feedback controller which consists of the
observer and the regulator is applied to improve the feedback system.

In order to regulate the plant state and reject the disturbance, the regulator is designed
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Figure 2.19: Frequency responses of position loop.
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Figure 2.20: Experimental results of time response.

ulk] = Fi [k] = Fya, k] + Faiak], (2.22)

where the states &, [k] = [W[k] O[k] 0.[k] Pu[k])T, #qk] = d,[k] and the state feedback gain
F = [F, F,]. The feedback type controller which consists of the observer and the regulator
is obtained by

k] lAf—chf+be H; ] K (2.2

F 0

with (2.20) and (2.22). Therefore, the feedback controller can be applied in PTC system

shown in Fig. 2.1 as

ulk] = Cal2)(yo[k] — y[k])
= (Oylz]elk]
Af—HfFCf+be —_OHf ] e[k]

(2.24)

35



Table 2.2: Specification of experiment of gantry stage

(a) Specification of target trajectory and settling range

Vconst [mm/s] Lace [SGC] Srange [Count]
600 0.706 +1000

(b) Experimental results of ts; and ;o0

Method tser [s€C] | tiotar [seC]
Conventional 0.6 1.3
Proposed 0.3 1.0

The feedback controller can be designed systematically in comparison with the conventional

feedback controller.

Frequency responses of one design example are shown in Fig. 2.21 and 2.22. The observer
and the regulator are designed by pole placement to suppress the resonance mode of the
plant. The figures show that the bandwidth and the disturbance suppression performance
are extremely improved in comparison with the conventional feedback controller because the

proposed controller is designed with considering resonance mode of the plant.

The experimental results of the time responses of the conventional feedback and the
proposed feedback are shown in Fig. 2.23. The target trajectory values are the same as those
of the simulation in Table 2.1. In the experiment of Fig. 2.17, the multirate feedforward
controller is sufficiently adjusted. In the experiment of Fig. 2.23, however, the multirate

feedforward controller is not very adjusted.

The tracking error in the acceleration and deceleration time (0 ~ 0.5 sec) is dramatically
suppressed in Fig. 2.23(a) and (c) because of the high bandwidth of the feedback system.
However, the positional settling time is not shortened. It seems that the reason for the result
is a nonlinear characteristic of the ball screw. The group of balls rolls over linearly in the
acceleration and deceleration time. The group of balls acts as a non-linear spring in the
positional settling time because this does not roll over. Therefore, if the high bandwidth of
the feedback system is achieved, the feedback performance is not always brought out in the

positional settling time.
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Figure 2.21: Frequency responses (Improvement).
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Figure 2.22: Frequency response of disturbance suppression (Improvement).

2.10 Summary

Vibration suppression PTC (VSPTC) was applied for fast and precise positioning of the
two types of large-scale high-precision stages which are the step stage and gantry stage.
It was shown that the control performance can be improved by VSPTC in simulations
and experiments. Moreover, the improvement of feedback controller which can be designed
systematically was shown. The transient response of the positioning is dramatically improved
by the feedback controller.

In section 2.9, it is regarded that the feedback controllers suppress variation of viscosity
and nonlinear friction caused by the ball screw. Iwasaki et al. [26] proposed a modeling

of the nonlinear friction. Higher precise positioning can be expected by the feedforward
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Figure 2.23: Experimental results of time response (Improvement).

compensation of the nonlinear friction.
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Chapter 3

Synchronous Position Control based

on Multirate Control

3.1 Abstract

A synchronous position control system based on master-slave method is often required in
industrial equipment, for example, NC machine tools, exposure systems, and so on. The
authors’ research group has achieved precise positioning whose error tolerance is in sub-
micrometer range for a large-scaled high-precision stage with perfect tracking control (PTC).
In this chapter, a novel synchronous position control system is proposed for a pair of precision
stages based on multirate control and dead-time compensation. Finally, simulations and
experiments with experimental precision stages are performed to show the advantages of the

proposed control system.

3.2 Introduction

The synchronous position control method for multi servo systems is divided into two main
classes. One is the method in which dynamic and response characteristics of each servo
system are matched and the references of each servo system are put out in synchronization.
However, it is difficult to match the control characteristic of each servo system perfectly.
Moreover, it is impossible to synchronize positions of each system precisely. The other is
master-slave method in which the output of one servo system with slow response charac-
teristic (Master) is the reference of the other servo system with fast response characteristic
(Slave). In this method, designing 2-degrees of freedom control system for Slave, the syn-
chronous position control system is achieved more precisely [27].

A synchronous position control system based on a master-slave method is often required

in industrial equipment, for example, NC machine tools, exposure systems, and so on [28].
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The author’s research group has achieved precise positioning whose error tolerance is in sub-
micrometer range for a large-scaled high-precision stage with perfect tracking control (PTC)
[20], [29] and [38].

In this chapter, a synchronous position control system for two precision stages is proposed.
Then, it is assumed that PTC which is explained in next section has been designed for each
precision stage. The control system can synchronize two nominal precision stages perfectly.
However, there are not only disturbances but also dead-times in the system. These obstacles
influence the synchronization accuracy. The proposed synchronous position control system
can be more robust to the disturbance of master stage and plant variations by applying
an observer which compensates dead-times [30] in the system. Finally, simulations and
experiments with experimental precision stages are performed to show the advantages of the

proposed control system.

3.3 Constitution of Synchronous Position Systems

Control sampling periods are defined as T, and T,,. Output sampling periods are defined
as Ty, and T,,. Plant orders are defined as n,, and ns. Here, the subscript m represents
Master, and the subscript s represents Slave. PTC has been designed for both master and

slave stage. Fach constitution of synchronous position system is explained as follows.

3.3.1 Ver. 1: Real Position FB

The control system in which the real position of Master is fed back is a general master-slave
control system as shown in Fig. 3.1(a). However, in this constitution, the tracking accuracy
depends on the feedback controller performance of Slave. The constitution in Fig. 3.1(a) is

not adapted for high-speed and high-precise synchronous control.

3.3.2 Ver. 2: Independent PTC

In Fig. 3.1(b), both Master and Slave are controlled by PTC, and are given same references.
The system can achieve the syncronization between Master and Slave perfectly if the plant is

nominal. However, disturbances or plant variations influence the tracking accuracy directly.

3.3.3 Ver. 3: Real Position FB + PTC

In Fig. 3.1(c), above two methods are combined. The system can achieve the syncronization
between Master and Slave perfectly if the plant is nominal. Moreover, the system can be

robust to the disturbance of master stage and plant variations because the real position of
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Figure 3.1: Synchronous position systems.

Master is fed back. Though the system is adapted for an ideal system without dead-times,

dead-times of the system influence the tracking accuracy in a real system.

3.3.4 Ver. 4: Observer Compensating Dead-times (Proposed)

Therefore, the system with an observer considering dead-times of the system is proposed.
the proposed system is shown in Fig. 3.1(d). Since the state variables (position, velocity,
.-+ ) ns sample ahead of Master are given to the references of PTC per ng sampling period in
Slave, the system can be more robust to the disturbance of master stage and plant variations.
The key point of the control system is how to estimate the state variables ng, sample ahead

of Master with the observer.

3.4 Consideration of Dead-time

The class of the problem is assumed as Ty, = Tys = Ty = Tys = T, = T), easily though

many various cases are considered about sampling periods of Master and Slave. Dead-times
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which occur in Master and Slave are discussed.

Dead-times which occur in the plants are defined as Ty, and Ty,. Dead-times which
occur in the sensors are defined as Ty, and Ty,s as a delay exists in the output. Fig. 3.2
shows the plant with dead-times. Here, the state x,,(kT}, + Ty ) of Master can be estimated
at a time kT, because the dead-times of Master are summed up in the output of Master as
shown in Fig. 3.2. Since the state @, (KT, + nsT3, + Tys) of Master is needed to synchronize
the real position y,(t) of Slave and the real position y,,(t) of Master, the estimated state
T (KT, + Tyim) has to be stepped for nsT, + Tyis — Thim periods moreover.

3.4.1 Definition of State Equations of Plants

The continuous time state equation of the plant of Master except dead-times is represented
by

{ Epm (1) = Acpm®pm (t) + bepm (U () — dn(t)) (3.1)

Ym(t) = CopmTpm (t)

as a controllable canonical form. The continuous time state equation of the disturbance of

Master is represented by

{ Lam (t) = AcamTam (t) (3.2)

dm(t) = Ceam®Tam(t)
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The augmented continuous time state equation of Master can be represented by

T (t) = Aemn@in () + bem i (1) (3.3)
ym<t) = Ccmmm(t)
Acpm *bcpmccdm bcpm
|: Acm bcm :| 3 0 Acdm, 0 , (34)
Cem 0
Copm o | o

where ., = [Zpm, Zam|T. Then, the augmented discrete time state equation of (3.3) per T,

is represented by

{ Tk + 1] = AT [k] + bt [K] (3.5)

Ymlk] = Com@Tm[K]

In Slave, these equations are defined similarly as the subscript m is changed into s.

3.4.2 Estimation of States of Master
The dead-time of Master summed up in the output of Master is defined as
Tdm - Tdim + Tdom- (36)

Thus, the output of Master delays for the dead-time T}, as Fig. 3.3.
Here, the state @, (kT + Tyim) of Master at the time k7, is estimated as the state &, [k]

by an observer.

In the case of Ty,, = 0

The state @x,,[k] of the plant of Master can be estimated by the general observer as

Enlk] = Aum@nlk — 1] + bomtin[k — 1] + H(ym[k — 1] — com@m[k — 1)), (3.7)
emlk] = @mlk] — Epm[k]
= (A — Heop)enlk — 1) (3.8)
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In the case of (ngm — 1)1, < Ty < namTy  (Nam = 1, 2, -+ +)

At the time kT, the available output signal y,,[k] is represented by

Unlk] = Cam@mlk — nam| + damtm[k — nam], (3.9)
Cim = CcmeAcm(nmey_Tdm)’ (310)
nd’mTy Tdm A
ddm = / Cem € cmecde. (311)
0

The state x,,[k] of the plant of Master can be estimated by the equation as follows:

U [k — N

Tlk] = AL @[k — ngn] + AL b, AL Pba, o ba) :
umlk — 1]
+ AL H (Y [K] = Cam@n [k —1dim] — Bamm [k =7 (3.12)
emlk] = (A4 — A" I Hey em [k — nam). (3.13)

3.4.3 Generation of References for Slave

Since the state &,,[k] of Master at kT, has been estimated, the state &,,[i + N + o] which
is stepped nsT, + Tuis — Taim periods ahead is to be estimated per ng periods. Here, [i] =
(i-nsT,), N=0,1,--- and 0 < o < 1.
In the case that n,T}, + Tuis — Taim < 0, &, [k] has only to be delayed for this period.
In the case that n,T}, + Tuis — Taim > 0, the state &,,[i + N + o] is estimated as

To[i + ns + 0] = Aam@m[i] + Bamun[i], (3.14)
Ay, = eAcm(N—i-a)Ty? (3.15)
Bam = [bam1, -+ bamn, bamv+1)], (3.16)
U [i] = [tm1, -+ Uy, vy [, (3.17)

where,

UTy Ac7n7—bc7nd7— ! (3 18)

bdmj = Ag;lbzm (] < N)
bim(nvi) = [y Ve

{ U1, = U} . (3.19)

um]:uom[k+j_1] <2§]§N+1>

Here, u,, represents a nominal input calculated by the multirate feedforward controller
previously.
Thus, the elements of the state &,,[i + N + o] from first to n,,th are obtained as the

references for Slave, where n,<n,,.
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3.5 Experimental Precision Stages

Fig. 3.4 shows the experimental precision stages applied in the synchronous control. The
stage which consists of the AC-motor and the ball-screw in Fig. 3.4(a) is called “Ball-screw
stage.” The stage which consists of the linear-motor and the air-guide in Fig. 3.4(b) is called
“Nano-stage.”

Ball-screw stage is identified as Master. Nano-stage is identified as Slave. Frequency
responses of the stages are shown in Fig. 3.5(a) and (b).

Each sampling period is
Tum =Tus =Ty =Tys =T, =T, = 1 ms. (3.20)

Each plant is

bpmo
P(s) = ——rm0 3.21
() 82 + Apm1 S ( )
bpso
P(s) = —r0 3.22
0 = (3.22)

Both Master and Slave are 2-order plants. Thus,
N = 2, ng = 2. (3.23)
Here, Each state of plants is represented by

T = [Yms Y]’ (3.24)
s = [ysa ys]T' (325)

Each dead-time which occurs in the system is

Tdim = Ty7 Tdom = Tdis = Tdos = 0. (326)

3.6 Simulations

Each control system is compared by simulations for the models of the experimental precision
stages. Both feedback controllers Cy,,[z] and Cy,[z] are constrained as PID controllers. The
controller Cs,,[z] of Master is designed by pole placement as the bandwidth is 30 Hz, and the
controller Co4[z] of Slave is designed by pole placement as the bandwidth is 60 Hz. Moreover,
the observer gain H is designed as eigenvalues of (A% — Am~! H¢y,.) are multiple roots
of 100 Hz.

Target trajectories are shown in Fig. 3.6(a). The target position trajectory was generated
by the 5Sth-order polynomial. The specification is shown in Table. 3.1. Tj.., Tron, Tue. and

Ar¢f represent the acceleration time, the constant velocity time, the deceleration time and
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(a) Ball-screw stage (Master) (b) Nano-stage (Slave)

Figure 3.4: Experimental precision stages.

Table 3.1: Specification of target trajectory.

Tacc Tcon Tdec Aref
0.2sec | 0.2sec| 0.2sec| 0.04m

the target position in the trajectory, respectively. Each control system is evaluated by the
position error between the real position ¥, of Master and the real position y, of Slave.

Fig. 3.6(b) shows the position error (y,, — ys) when the plants are nominal. Perfect
tracking is achived in each control system except for real position FB.

Next, Fig. 3.6(c) and 3.6(d) show the position error (y,, —ys) when the input disturbance
0.01 Nm occurs in Master. Comparing with real position FB + PTC, the proposed system is
better because the states of Master considering dead-time is obtained as references for Slave

faster.

3.7 Experiments

Each control system is compared by experimental precision stages. The specification of
target trajectories and controllers is similar to one of the simulation. Experimental results
of position error (y,, — ys) for each control system are shown in Fig. 3.7.

A plant variation occurs in Master because of the non-linear friction characteristic caused
by the ball-screw. Therefore, the position error occurs widely in independent PTC not using
the output of Master as the input of Slave.

For the same reason, the feedforward controller of Master does not work effectively. How-
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Figure 3.5: Frequency responses of experimental stages.

ever, real position FB + PTC is a little bit better than real position FB in the acceleration
and deceleration time.

On the other hand, the proposed system can achieve the precise synchronous positioning.
The proposed system can be more robust to the disturbance of master stage and plant
variations because the state of Master considering with dead-time is obtained as references

for Slave.

3.8 Summary

A synchronous position control system was proposed for a master-slave system required in
industrial equipment. The synchronous position control system can be more robust to the
disturbance of master stage and plant variations by applying an observer, which compensates
dead-times in the system. Simulations and experiments with experimental precision stages

are performed to show the advantages of the proposed control system.
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Figure 3.6: Simulation results.
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Chapter 4

Attitude Control based on Multirate

Control

4.1 Abstract

The large-scale high-precision scan-stage is industrial equipment for microfabrication. The
scan-stage needs not only fast and precise positioning but also the attitude control of the
stage. The attitude of the stage is disturbed by the stage thrust in scanning. However,
the sampling time of output is much longer than the sampling time of control input by
DSP because image sensors are employed in the output encoder. It is difficult to reject the
disturbances by single-rate feedback system. In this chapter, the attitude control based on
PTC (perfect tracking control) using driving force and surface shape of the stage is proposed.
Finally, simulations and experiments are performed to show the advantages of the proposed

control system.

4.2 Introduction

In exposure systems which have lens, the focus range of lens narrows for microfabrication
of products every year. These systems require scanning drive on keeping the attitude of the
stage in the focus range. Thus, the positions, in not only the translation direction but also
the attitude of the stage, must be controlled in scanning. However, disturbances via driving
force in the translation direction influence the pitching, the rolling and the height directions.

Nowadays, active anti-vibration apparatuses are applied in order to suppress vibrations
of the pitching and the rolling actively in high-precision stages[31]. However, enough accu-
racy in scanning cannot be achieved only by the anti-vibration apparatus. Attitude control

mechanism is required. In this chapter, the attitude control is called auto focus and leveling

(AF/LV) control.
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Moreover, the sampling time of output is much longer than the sampling time of control
input by DSP because image sensors are employed in the output encoder[32]. It is difficult
to reject the disturbances by single-rate feedback system. In this chapter, disturbances via
driving force in the translation direction and the surface shape of the stage are modeled,
and then the multirate control system in which the disturbance information is utilized as

the target trajectory is proposed.

4.3 Modeling of AF/LV

In this section, auto focus and leveling (AF /LV) of the scan stage are explained. The pitching
and the rolling occur by the acceleration in driving of the scan stage like Fig. 4.1. Moreover,
the distance from the image sensor to the surface shape of the stage can be changed in several
ten micron meters because the stage is large. Therefore, the stage has the leveling control
mechanism which consists of three actuators driven in the z direction. The leveling control
mechanism can control the pitching, the rolling and the height of the stage independently.
The pitching, the rolling and the height of the stage can be detected by the image sensor.
The characteristic from the leveling control mechanism to the image sensor is called auto
focus (AF). Here, Fig. 4.1 shows the driving in the X direction, then the scan stage has
mechanism which can drive in the X and Y direction independently.

The block diagram of AF/LV is shown in Fig. 4.2. In this chapter, the pitching of the
stage is only explained because the pitching, the rolling and the height of the stage can
be represented by the same block diagram respectively. Ppry(s) and Pap(s) represent the
block of the leveling control system and the block of the auto focus, respectively. The whole
AF/LV control system is the plant. The summation of the disturbances from the thrust of
the stage and the surface of the stage is input to the output side of the plant. Here, H, S in
Fig. 4.2 represent the holder and the sampler, respectively, and G4(s) represents the transfer
characteristic from the thrust of the stage to the disturbance. The output disturbance d(t)
can be represented by almost the same trajectory in every driving if the thrust of the stage,
the scanning velocity and the position are the same in every driving.

Next, the plant P(s) which represents the transfer characteristic from control input to
the image sensor is explained. The input to the leveling control system is the reference of the
pitching. The output of the leveling control system is the pitching based on Y carriage which
can be controlled by the Z actuators. Pry(s) which represents the transfer characteristic of
the leveling control system is the second order delay system. Then, the auto focus Pap(s)
which represents the transfer characteristic from the output of the leveling control system to
the pitching based on global coordinate system is the second order. The auto focus Par(s)

has the primary resonance mode because of the reaction force by the Z actuators. Thus, the
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Figure 4.1: Large-scale high-precision scan-stage model.

transfer functions of AF/LV are represented by

brvo
P = 4.1
LV(S) 52 +arvis +aLVO’ ( )

bares® + bar1s + baro
P = . 4.2
ar(s) s 4+ aar1S + aaro (42)

The transfer function of the plant is represented by

P(S) = PL\/(S)PAF<S) (43)
_ 6282 + bls + bo ‘ (44)
st + ass? + ass? + as + ag

The relative degree of the plant is two. The frequency responses of the plant are shown

in Fig. 4.3. It is assumed that the nominal model of the plant is minimum phase system
because the bandwidth, in which AF/LV is controlled, is until 20 Hz.

4.4 Multirate Feedback Control

In this section, the design of multirate feedback controller [33] is explained. The continuous-
time controller based on the regulator and the disturbance observer is discretized as the
characteristic of the closed loop corresponds every M times. M is defined as N /n. Here, N
is determined by the hardware restriction, and n is the plant order.

The continuous-time plant model is defined as

{ @,(1) = A, (t) + bey(ult) — d(t))

y(t) = copzy(t) ’ (4.5)
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Figure 4.3: Frequency responses of plants.

where d(t) is the disturbance input. The disturbance model is defined as

d(t) = Cqd&y (t)

{ Za(t) = Acamalt) (4.6)

The augmented continuous-time plant model can be represented by

&(t) = Acx(t) + bou(t), y(t) = cx(t), (4.7)
A b Acp _bcpccd bcp
[ . ] 21 0 Ay | 0 |, (4.8)
c. |0
cw O |0

where © = [x,7, z,7]". For the plant (4.7), the continuous-time observer and regulator
p
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Table 4.1: Sampling periods (s).

T, T, T

Y

1/3000 | 4/3000 | 16/3000

designed from the Gopinath’s method by

{ b(t) = A <t>+igcy<t>+:rcu<t> | (4.9)
&(t) = Cob(t) + dey(1)
u(t) = fcpwp< )+ catbalt) = £ (1), (4.10)

Here, for the plant (4.7) discretized by multirate NV, the discrete-time observer and regulator

on the sampling points is obtained by

: (4.11)

The state feedback gain F' is determined as the characteristic of the closed loop corresponds
every M times.

Thus, the multirate feedback controller can be represented as follows:
A+JFC|b+JFd
~-FC | -Fd
elil = woli] — ylil. (4.14)

elil, (4.13)

4.5 Control Design for AF/LV

In the block diagram of AF/LV shown in Fig. 4.2, the disturbance d(t) cannot be suppressed
well by singlerate control system because output period 7, is 16 times as long as control pe-
riod T),. Therefore, the proposed control system which consists of VSPTC and the multirate
feedback control is designed.

The output disturbance trajectory measured in a scanning trajectory is shown in Fig.
4.4. Suppression of the output disturbance improves the accuracy directly because the
output disturbance can be measured by the sensor. Therefore, the output disturbance can
be suppressed positively every the target period T, which is 4 times as fast as the output
period T, by using VSPTC in which —d(t) is applied to the target trajectory. Sampling

periods are shown in Table 4.1.
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Figure 4.4: Output disturbance trajectory (measured value).

VSPTC requires the target trajectory r(¢) which consists of the disturbance trajectory
one sample ahead —d(t 4+ 7,.) and the derivations until n — 1 times. Therefore, the target

trajectory is described by
r(t) = [=d(t), —dV(t), —d? (1), =D (1)), (4.15)

where d™(t) is the n times derivation of d(t). The target trajectory due to the thrust of the
stage is developed by inputting the thrust to the time function and the derivations of the
transfer characteristic G4(s). The target trajectory due to the surface shape of the stage is
developed by difference of the trajectory of the surface shape.

Moreover, the target trajectory filter R[z] is required in order to transform the target

trajectories into the states in VSPTC. Fig. 4.5 shows the target trajectory filter in both
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Figure 4.6: Proposed AF/LV control system with vibration suppression PTC.

continuous-time system and discrete-time system. The discretized target trajectory can be
applied without discretization error against the frequency components of the disturbance
because the target sampling frequency is 750 Hz. The proposed AF/LV control system is
shown in Fig. 4.6.

4.6 Simulations

4.6.1 High Bandwidth Design by Multirate Feedback Control

The closed loop characteristic was evaluated when the multirate feedback controller was
applied to Cs[z]. The pole placement base on multiple poles was not always appropriate
because of the resonance mode of the plant. Therefore, the continuous-time controller which

consists of the PID controller and the notch filter is designed, and then the observer and
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Table 4.2: Phase margin.

Continuous | Multirate FB | Single-rate Tustin
60.0 deg 45.3 deg Unstable

the regulator are designed as the characteristic of the closed loop corresponds. Thus, the
multirate feedback controller can be designed by Section 4.4.

It is possible to perfectly suppress the frequency components which the disturbance model
has. However, if the disturbance model becomes high order model in order to match the
real disturbance, not only the multirate feedback controller becomes high order but also
the stability margin of the system becomes small. Therefore, the disturbance is modeled
by simple first order model, and then high bandwidth which is not achieved by singlerate
feedback is performed.

The PID controller Cp;p(s) and the filter C(s) are designed as follows:

C(s) = Cpip(s)Cs(s), (4.16)
beas® + bers + be
Crip(s) = 2 Hfls " (4.17)
1
Cf(S) == PAF(S)' (418)

Here, Cprp(s) is designed by pole placement base on multiple poles, and C/(s) is the inverse
system of Pap(s).

The continuous-time feedback, the multirate feedback and the singlerate Tustin feedback
are designed as low frequency characteristic of sensitivity function corresponds respectively.
The bandwidth of the feedback is about 30 Hz, and Nyquist frequency is 93.75 Hz. The
frequency responses are shown in Fig. 4.7. The phase margins are shown in Table 4.2.

As the result, the system of the singlerate Tustin feedback is unstable in the case of high
bandwidth near Nyquist frequency because of the discretization error. On the other hand,
the system of the multirate feedback keeps the characteristic of the continuous-time system

enough, and the phase margin is kept for the system to be stable.

4.6.2 Disturbance Predictive Control by VSPTC

In the case that the output disturbance shown in Fig. 4.4, the disturbance predictive control
by VSPTC in which the disturbance information is applied to the target trajectory is verified.
Here, the plant model is nominal.

The simulation results by using only the multirate feedforward controller are shown in
Fig. 4.8. The multirate feedforward controller can suppress the output disturbance enough

if the plant is nominal and the disturbance is predicted.
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Figure 4.7: Frequency responses.

4.7 Experiments

The experiments of the disturbance predictive control by VSPTC are performed by the

actual equipment. Here, the feedback controller Cy[z] is PI controller discretized by the

period T,. 1 DOF control system which consists of the PI controller only is compared with

VSPTC in which the disturbance information is applied to the target trajectory. The closed

loop characteristics by the feedback controller Cy[z]| are shown in Fig. 4.9. The bandwidth
of the feedback system is about 1 Hz.

The experimental results of the pitching control are shown in Fig. 4.10. The frequency

components of the disturbance in more than 1 Hz exist mainly from Fig. 4.4(c). However,

the disturbance cannot be suppressed enough because the bandwidth of the feedback system
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Figure 4.8: Simulation results of vibration suppression PTC (multirate feedforward controller

only).

Table 4.3: Evaluation of experiment.

30 w/o VSPTC | 3¢ with VSPTC | Improvement rate
Pitching 31.81 urad 13.82 prad 56.6 % off
Height 18.04 pm 6.01 pm 66.7 % off

is about 1 Hz. As the result, in the case of the PI controller only, the big position error

exists in acceleration time at 0.5 s especially.

On the other hand, VSPTC can suppress the predicted output disturbance by feedforward
control. Here, the position error which exists at 0.8 s, 1.2's, 1.6 s, 2.0 s and - - - is caused by
the periodical asperity of the stage surface. This periodical asperity is not included in the

target trajectory because this is the disturbance which should not be tracked.

The standard deviation 3o of position response including the acceleration time from 0.0 s
to 3.0 s and the improvement rate (based on the conventional standard deviation) are shown

in Table 4.3. The position error is improved by 56.6 % in the pitching control.

Then, the experimental results of the height control are shown in Fig. 4.11. In Table 4.3,
the position error is improved by 66.7 % in the height control.
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4.8 Summary

VSPTC which applies the disturbance information to AF/LV control positively was pro-
posed. The perfect tracking control system by the feedforward control by the fast control
period T;, (= 1/3000 s) was designed as the disturbance detected per the period T, (=
16/3000 s) was applied to the target trajectory directly. Moreover, in the system in which
the output period is 16 times as long as the control period, the multirate feedback control can
achieve the high bandwidth of the feedback system. Finally, simulations and experiments
are performed to show the advantages of the proposed control system.

It is expected that the proposed control system can be applied to not only AF/LV control
of the stage but also the system in which the long output period is the problem of the control

performance.
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Chapter 5

Ultrahigh-Speed Nanoscale
Positioning based on Multirate PWM

Control

5.1 Abstract

Motion control techniques are employed on nanoscale positioning in industrial equipments,
for example, NC machine tools, exposure systems, and so on. The advanced motion control
techniques are based on the precise current control. However, speed-up of the precise current
response has a serious limitation because of the carrier period of an inverter. In addition, the
position response has to be slower than the current response. Then, novel ultrahigh-speed
nanoscale positioning based on multirate PWM control is proposed. Finally, simulations and

experiments are performed to show the advantages of the proposed method.

5.2 Introduction

Digital control of servomotors has been researched actively thanks to high-speed switch-
ing of PWM inverter and improved arithmetic processing of digital signal processor (DSP).
Nowadays, motion control techniques are employed on nanoscale positioning in precision
mechanical equipment, for example, NC machine tools, exposure systems, and so on. Es-
pecially, the high-precision motion control is required to achieve nanoscale positioning for
stages of exposure systems.

The high-precision motion control is founded on precise current control of the motor.
The performance of the current control is very important. However, speed-up of the precise
current response has a serious limitation because of the carrier period of an inverter. In

addition, the position response has to be slower than the current response. There is a
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research that field programmable gate array (FPGA) is developed for motor drives to solve
the problem of the limitation of the carrier period [34]. In the other way of approach with

control technology, there are advantages of reduction of cost and switching loss.

In [25], the author’s research group proposed multirate PWM control, and achieved a
positioning in 20 ms by using a brushless DC-motor with a rough encoder. The proposed
method has a novel feedforward controller considering the PWM pulse of the inverter and

the current loop.

This chapter illustrates ultrahigh-speed nanoscale positioning based on the proposed
method with an experimental precision stage. The position error is in 100 nm. The po-
sitioning time is 2 ms which was only 10 times as long as the carrier period. In section
5.3, the constitution and characteristics of the stage are shown. In section 5.4, multirate
PWM position control is described. In addition, a simple and effective suppression filter
for the primary resonance mode is designed in order to achieve ultrahigh-speed nanoscale
positioning. Finally, simulations and experiments are performed to show the advantages of

the proposed method.

5.3 Nano-stage

An experimental high-precision stage was designed and fabricated to research ultrahigh-
speed nanoscale positioning. The experimental stage is called “Nano-stage,” as shown in
Fig. 5.1.

5.3.1 Constitution of Nano-stage

Nano-stage driven by linear motor is the stage whose friction is almost zero because of using
the air guide. Moreover, Nano-stage has two linear encoders to measure both the motor
part, which is the drive, and the stage part, which is the load. The resolution of the linear

encoders is 1 nm/pulse respectively to achieve nanoscale positioning.

Nano-stage can be switched to two modes of the rigid mode and the two-inertia mode.
In the two-inertia mode, the motor and the stage parts are connected by leaf springs. The
resonance characteristic can be changed by replacing the leaf springs. Then, Nano-stage can
be switched to the rigid mode because the motor and the stage parts are fixed by plates.
In this chapter, Nano-stage is treated as the rigid mode. Then, calculating the barycentric
position of the stage with upper and lower encoders, the position is assumed as the real

position of the stage.
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Air guide

Figure 5.1: Nano-stage.

Table 5.1: Parameters of Nano-stage.

Inductance L 6.4 mH
Resistance R 13.1 Q

Mass M 14.3 kg
Viscosity B 22.8 N/(m/s)
Thrust coeflicient K 28.5 N/A
Back-EMF constant K, 9.5 V/(m/s)
Size 22x23x21 | cm?

5.3.2 Characteristics of Nano-stage

Pole-zero canceling proportional-integral current controller was designed for the current loop
to be first-order system whose band frequency was 1 kHz. Table 5.1 shows parameters of
Nano-stage. Fig. 5.2 shows the frequency response from the current reference to the velocity
of the stage. Here, the solid line is the plant model involved the primary resonance and the

anti-resonance mode G(s) as follows:

g1 1
iref  1s+1 Ms+ B

Gm-b(s), (51)

where 7 = 1/(271000). Note that there is the resonance mode in spite of the stage of the

rigid mode. The resonance mode is considered in section 5.5.
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Figure 5.2: Frequency response of Nano-stage.

5.4 Multirate PWM Position Control

Multirate PWM control system is a kind of perfect tracking control (PTC) system [20] which
is designed for a plant model discretized based on PWM hold. Multirate PWM control is
designed considering a current loop and instantaneous values of PWM pulse precisely. High-
speed positioning in several carrier sampling periods, which are shorter than the response
of the current loop, can be achieved. In output voltage control of a single-phase inverter, a

high performance control, which tracks the output voltage on an arbitrary waveform, was
achieved [35].

5.4.1 Discrete Model Based on PWM-hold

In order to discretize a plant model, a zero-order hold is applied generally. However, in the
case that a single-phase inverter (or a four-quadrant chopper), shown in Fig. 5.3, actuates
DC-motor, and then the inverter generates not arbitrary output vector V[k| but only 0 or
+FE[V] as Fig. 5.4. Therefore, in order to control instantaneous values precisely, the zero-
order hold is unsuitable because the precise discrete model is based on the PWM hold of
Fig. 5.4. The plant model of a motor actuated by an inverter can be discretized based on

the PWM hold as follows [36].

A continuous-time state equation of a plant is represented by

{ @(t) = Acx(t) + bou(t) (5.2)

y(t) = ccx(t)
The precise discrete model in which the input u[k] is the switching time AT[k| is obtained
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Figure 5.4: PWM hold.

Figure 5.3: Single-phase inverter.

as
x[k + 1] = Ax[k] + b,AT[K] (5.3)
ylk] = csx[k] ’
where
A, = eAcT“ , by = eAcT“/QbCE , Cs = C,. (5.4)

When AT[k] is negative, —E[V] is output. (5.3) can be applied for AC-servo system driven

by 3-phase inverter with vector control.

5.4.2 Original PTC System

PTC is designed for the third-order plant having the ideal first-order current dynamics. This
method is named “Conventional 2.” The design method for the second-order plant ignored
current loop is named “Conventional 1.”

The plant of “Conventional 1” is described by

Y 1

il ~ Ms?+ Bs’ (5:5)
The plant of “Conventional 2” is described by
1 1
i (5.6)

ef ~ rs+1 Ms®+ Bs’
These plants are discretized by zero-order hold, and then PTC is designed.

5.4.3 Constitution of Multirate PWM Position Control System

In the rigid mode, ¢ axis model of Nano-stage is shown in Fig. 5.5. Therefore, a control
system can be designed for the model with vector control. The transfer function from Vj,,
to y is described by

y K
Vino MLs3+(MR+ LB)s?2+ (BR+ K K;)s’

(5.7)
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Figure 5.5: ¢ axis model of rigid mode.

The controllable canonical form of (5.7) is given by

0 1 0 0
A, | b, 0 0 1 0
c 1o - 0 _BRtK.K, _ MR+LB | K |’ (5.8)
c ML ML ML
1 0 0 0
according to (5.2), where = = [y v 4 ]7.
Also, the transfer function from V;,,, to i is described by
) Ms? + Bs
= ) (5.9)
Vi ML + (MR + LB)s® + (BR + K.K,)s
The output equation of (5.9) is represented by
y:c’caz,c’cz[o Z Kit} (5.10)

The multirate PWM position control system considering PWM hold can be designed as
Fig. 5.6. The current controller Cp;[z] and the position controller Cy[z] operate only when

the errors between the nominal outputs and the actual outputs exist.

5.4.4 Input Generation of Three-phase Inverter

In the case that the plant is AC motor like a liner motor, inputs are the switching times
ATy and AT, because the control system is designed by the dg-model. However, in order to
apply the three-phase inverter, the input for PWM pulse of the three-phase system has to
be generated. The generation method is explained. Here, coordinate transform matrices are
represented by absolute transforms.

The input voltage of the three-phase inverter is defined as V.. The discrete model of
(5.3) for the dq system is designed as E = V. in (5.4). AT, and AT, are transformed into
AT, and ATy by the dg/2-phase transform as follows:

AT,
AT}

ATy

. 5.11
AT (5.11)

sinf cos®

[ cosf@ —sinf
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Figure 5.6: Multirate PWM position control system.

Then, AT, and ATj are transformed into AT,,, AT,,, and AT,, by the 2-phase/3-phase
absolute transform. The symmetric pulses like Fig. 5.7 are outputs. It can be available to
control precisely by (5.3). As below, the order of generation of the pulses is shown.

The region is decided by AT, and ATj in Fig. 5.8. The order and the switching times
\/B/_QATM of the output vectors V; ; in each regions are decided by Table 5.2 and 5.3. Here,
\/3/_2 is the coefficient to transform two-phase into three-phase, and the output order is
decided for the number of switching times to be fewer.

For example, the pulses of Fig. 5.7 are outputs in the region VI. In this case, the switching
time which is A T7 =+/3/2A T, and A Ts =4/3/2A T; is shared as Table 5.3.

5.4.5 Design of Feedback Control

A proportional-integral-derivative position controller was designed, as band frequency of the
position loop was 100 Hz. The sensitivity characteristic is shown in Fig. 5.9. The steady-
state position error is shown in Fig. 5.10. The standard deviation 30 of the steady-state

position error is 59.7 nm.
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Figure 5.8: Space vector modulation.

Figure 5.7: Pulse of line voltage.

5.5 Considering Resonance Mode

Generally, the plant has resonance modes caused by pitching in positioning of a stage. In
a large-scaled stage, a lot of resonance modes exist from several Hz to several kilo Hz.
Moreover, most of the resonance modes have the anti-resonance modes. Nano-stage has the
primary resonance mode at 670 Hz and the anti-resonance mode at 690 Hz in Fig. 5.2.
The characteristic Gy (s) of the primary resonance mode and the anti-resonance mode

is represented by

Conls) = 0.94295% + 32.53s + 17720000
vibAP) T T2 1733 55 + 17720000

(5.12)

It is the biproper minimum phase system. Therefore, the stable inverse model of G, (s) can

be designed. The inverse model is defined as the vibration suppression filter (VSF).
VSF(s) = G (s) (5.13)

V SF|z], which is discretized by shorter period T, with Prewarp-tustin transformation, is
applied in multirate PWM position control system as Fig. 5.11. The resonance mode can
be suppressed with the feedforward controller.

This method can suppress the resonance modes in just proportion because inverse model
of the resonance modes is applied. It is not necessary to previously give target trajectories
which do not have the primary vibration characteristic as MPVT (minimizing the primary

vibration trajectory) in [37].
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Table 5.2: Output vector and switching time.

Region I I I
‘/ivj ‘/1,2 ‘/372 ‘/3’4
AT; AT, — ATp —AT, + ATpg 2ATy
3 3 3
2AT5\/— ATy \/— AT;
Region vV \V VI
‘/;7j ‘/Y5,4 ‘/}]76 ‘/7176
AT, ~ 24Ty —AT, — ATs AT, + Alp
3 3 S
AT; | —=AT \{; Alg | AT A_\i/ﬂ_ _QAT;/_
J « \/§ o \/g \/g

Table 5.3: Order of output vector.

Region Order of output vector
Vo—-Vi—=Vo—=Vi—= 1
Vo= Vs —=Vo— V35—V
Vo= V3= Vi— V35—V
Vo= Vs = Vi— V5=V
Vo= Vs = Vo= Vs — 1
Vo—-Vi—=Ve—=Vi—1

Sl<| 282~

Moreover, PTC method assures output errors are perfectly zeros per longer period 7, in
ideal condition as the nominal plant. The period T, of the system applied VSF is shorter than
one of vibration suppression PTC in [38] by n,T, (n,: the order of considering resonance
modes). It is very important in the case of positioning in several sampling periods.

As above, vibration suppression control can be achieved easily and efficiently by consid-

ering the anti-resonance mode.

5.6 Simulations

In the specification of Table 5.4, simulations of ultrahigh-speed nanoscale positioning are
performed. In the table, 4 is the positioning time, and A™/ is the target position. The
target position trajectory is based on a 5-order polynomials. Here, position error tolerance
is defined as 100 nm. Multirate PWM position control was compared with original PTC
based on the discrete model by zero-order hold. The input voltage V. of the three-phase
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Figure 5.9: Sensitivity characteristic.

inverter is 60 V.

Simulation results of Spec. 1 are shown in Fig. 5.12. In Spec. 1 of 20 ms positioning,
all methods can achieve the position error tolerance. Especially, “Proposed” is better in
transient response.

Simulation results of Spec. 2 are shown in Fig. 5.13 and 5.14. In Spec. 2 of 2 ms
positioning, all methods can achieve the position error tolerance as Spec. 1. Considering
more precise plant model, the transient response is better. However, residual vibrations exist
in all methods because of resonance mode at 670 Hz.

In Fig. 5.14 with VSF, good positioning can be achieved without residual vibrations.
“Proposed + VSF” can achieve the best tracking control in transient and after positioning.
Then, these PWM pulses in ¢ axis are shown in Fig. 5.15. The difference between these
PWM pulses occures as the modeling error.

In simulation, the primary resonance and the anti-resonance mode are only considered.
In the real stage, a lot of high-order resonance modes exist. These resonance modes influence

the positioning in experiments.

5.7 Experiments

In the specification of Table 5.4, experiments of ultrahigh-speed nanoscale positioning are
performed.

Experimental results of Spec. 1 are shown in Fig. 5.16. In Spec. 1 of 20 ms positioning,
all methods can achieve the position error tolerance.

Experimental results of Spec. 2 are shown in Fig. 5.17 and 5.18. In Spec. 2 of 2

ms positioning, “Proposed” and “Conventional 2”7 can achieve the position error tolerance.
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Figure 5.10: Steady-state error.

However, residual vibrations exist in all methods because of resonance mode at 670 Hz.

In Fig. 5.18 with VSF, good positioning can be achieved without residual vibrations
as simulations. Moreover, “Proposed” is better than “Conventional 2” in Fig. 5.17 and
5.18 because of considering the PWM hold and the current loop in the same way as the
simulation.

The motor drive has also the problem of dead-time effects in PWM inverters [39]. In
the experiments, the dead-time compensation is applied in the current control input [39]. In

practice, plant variations and the resonance mode influence the position error sensitively.

5.8 Summary

In this chapter, multirate PWM control considering resonance mode for more precise po-
sitioning is proposed. Simulations and experiments are performed to show the advantages
of the proposed method. The proposed method can achieve vibration suppression control
easily and efficiently by considering the anti-resonance mode.

The proposed method can also cut down the positioning time if the input saturation does
not occure in theory. It is expected that this method is applied to high-rigid stages like 1C

exposure systems.
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Multirate Feedforward Controller
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Figure 5.11: Multirate PWM position control system with VSF.

Table 5.4: Sampling periods and target trajectory.

Spec. 1
T, T, T, ta Arel
Conventional 1 || 0.4 ms | 0.2 ms | 0.2 ms | 20 ms | 1.5 um
Conventional 2 || 0.6 ms | 0.2 ms | 0.2 ms | 20 ms | 1.5 um
Proposed 0.6ms | 02ms | 0.2ms |20 ms | 1.5 um
Spec. 2
T, T, T, ta Arel
Conventional 1 || 0.4 ms | 0.2 ms | 0.2 ms | 2 ms | 1.5 um
Conventional 2 || 0.6 ms | 0.2 ms | 0.2 ms | 2 ms | 1.5 um
Proposed 0.6ms | 0.2ms | 0.2ms | 2ms | 1.5 pm
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Chapter 6

Enhanced Speed and Current Control
by PTC and Robustness Theoretical
Analysis

6.1 Abstract

Speed and current closed loops control represent the heart of any advanced AC servo drive.
These inner loops usually feature high-dynamic feedback control, with possible axes decou-
pling and a straight feedforward action of the back-electromotive force (back-EMF). More
sophisticated techniques such as single-rate or multirate control could be applied for both
speed and current closed loops, and their performances are compared to those of the clas-
sic cascade feedback controllers. This represents the goal of the present work, focusing on

permanent magnet synchronous motor (PMSM) drives.

6.2 Introduction

PMSM drives for industrial applications usually feature a classic cascade structure, with an
inner current control loop and an outer speed control loop. Usually, the regulators are simple
PI controllers, designed in order to satisfy the specific requirements such as bandwidth and
phase margin.

In the recent past years, new keen control strategies and approaches emerged. Robust
control using a disturbance observer [40] and adaptive control using a self-tuning regulator
[41] have improved the speed control. The current control has also been improved [42]. These
are all feedback approaches.

Then, two-degrees-of-freedom (2-DOF) systems which consist of not only feedback con-

trollers but also feedforward controllers are capable of superior tracking performances with
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respect to classical cascade systems. One example is represented by the perfect tracking

control (PTC) strategy [20], which is a well-known theory for the design of 2-DOF systerms.

Performances of the PTC for the outer control loops, such as the speed loop, have been
reported in previous works as [20] and [29]. Usually, since the controlled system is described
by a transfer function with relative degree equal or greater than two, a multirate approach is
needed to design a feedforward controller and guarantee perfect tracking [20]. No extended
investigations are reported so far for the case of single-rate feedforward approaches, where
the relative degree of the transfer function is equal to one. This is the case of the inner

current control loop of a PMSM drive.

The hypothesis being presented in this work is that some of the advantages of PTC can
be profitably shifted to the inner control loop, namely the current one. The combination of
single-rate feedforward for the control loop and multirate feedforward for the speed loop can
improve performances with respect to classical cascade feedback approaches. The chapter
gives the evidence of unabated speed and current tracking capability of the proposed ap-
proach with reduced PWM carrier frequency, with evident energy saving with respect to a

high-bandwidth cascade feedback controller with higher PWM carrier frequency.

The chapter illustrates the mathematical passages and the needed background on PTC
single-rate and multirate approaches, and it contains experimental results on a PMSM drive.
First, the cascade current feedback control is redesigned based on pole placement theory.
Then, a single-rate feedforward controller is designed for the current control. The carrier
frequency is decreased for the system with the feedforward controller, showing that tracking
performances are the same as the classical cascade approach with higher carrier frequency.
The PMSM drive is completed with the PTC multirate control applied to the outer speed
loop. The robustness of the PTC multirate feedforward controller is verified both theoreti-

cally and experimentally.

6.3 Improvements of ¢ Axis Current Control

In the first part of the work, a single-rate feedforward controller along with a classic feedback
controller were applied for the ¢-axis control of a PMSM, whose data are shown in Table
6.1. A block scheme of a 2-DOF control system, composed by a single-rate feedforward
controller Cy[z] and a feedback controller Cy[z], is shown in Fig. 6.1. The S block represents
the sample-and-hold operation where T is the PWM sample time, while the presence of the
delay between r[k] and yq[k] will be cleared in the next Section 6.3.2.
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Table 6.1: PMSM parameters.

Inductance L 130 mH
Resistance R 5.15 Q
Inertia J 4.0x107* | kg-m?
Viscosity B 3.0x1073 | kg/(m-s)
Torque coefficient K 0.44 mN-m/A
Back-EMF constant K, 0.22 V- s/rad

r@ [g | rikl ugr[k]  ufk] q |t y(®
— > C[z]F——————>0—> > P(s) =
()] | bl
= Col7]
Y
yalk] ] elk] y[Kl ['s
+ - (Ts)

Figure 6.1: 2-DOF control system in singlerate.

6.3.1 Design of Feedback Controller

A block diagram which comprises the current ¢ axis of a PMSM and the mechanical system
is shown in Fig. 6.2.

Usually, the feedback controller is designed without taking into account the back-EMF
term, so that the considered plant model for the design of Cy[z] is:

i 1
Pu(s) = — = . 6.1
S A P (6.1)
Here, a feedback controller is designed as
Ls+ R
i = : 2
Cals) = = (62)

so that the closed-loop transfer function from the reference current and the actual current,
neglecting the back-EMF' term, is equal to
i1
iref  rs+ 17

(6.3)

where 7; = 1/(27f;). The parameter f; is selected as the bandwidth of the current loop.
In the classic approach, the coupling term due to the back-EMF is rejected by a general

decoupling control, which consists of adding to the voltage V' a term equal to K.w.
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Figure 6.2: Plant model of PMSM in ¢ axis.

6.3.2 Design of Feedforward Controller

The feedforward component (' [z] of Fig. 6.1 was designed with a current model that consid-
ers the back-EMF effect. In this case, the transfer function from voltage to current, described
in Fig. 6.2, is:

i Js+ B
V. LJS®+(RJ+LB)s+RB+ KK,

Pi(s) (6.4)

The plant model P;(s) is discretized by a zero-order-hold (ZOH) discretization without un-
stable zeros, obtaining a discrete plant model named P;[z]. The feedforward controller is

then designed as:

(6.5)

where one delay operator z is needed for the feedforward controller C[z] to be a biproper
transfer function. Thus, when plant is nominal,

y[k] = —r[k]. (6.6)

z

Here, if the reference r[k] of C1[z] is equal to the desired output y4[k + 1] of Fig. 6.1, perfect

tracking is achieved as

yalk] = y[k], (6.7)

in singlerate.

In the previous literature [43], a multirate feedforward controller was designed from the
precise plant model including back-EMF term. However, in this case a stable single-rate
feedforward controller can be designed and applied. The reason is that a single-rate approach

is not only easier, but it can also guarantee perfect tracking for a smaller sample time.

6.3.3 Experiments

First, the target trajectory of the current was set as a sinusoidal wave with a frequency of
100 Hz. Two control systems consisting of only feedback controls were performed, one with
a bandwidth of 1000 Hz and the other with a bandwidth of 100 Hz. Here, the decoupling
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Figure 6.3: Current control experimental results: sinusoidal reference.

control to suppress the back-EMF term is employed in both control systems. Results are

shown in the two upper plots of Fig. 6.3.

The tracking performance of the feedback control, whose bandwidth is 1000 Hz, is remark-
able, while that with a 100-Hz bandwidth is poor. A delay of 45 degrees and an attenuation
of 3 dB are observed, as theoretically predictable because of the reference frequency of 100
Hz. Carrier frequencies were also artificially modified, using a 10 kHz carrier for the 1000-Hz

bandwidth system and a 5 kHz carrier for the 100-Hz bandwidth system.

In the third plot of Fig. 6.3, a 2-DOF system which consists of the 100-Hz-bandwidth
feedback controller and the single-rate feedforward controller was applied. Carrier frequency
was set to 5 kHz. Performances of the 2-DOF system are comparable or better than those
of the system with the 1000-Hz-bandwitdh feedback controller.

The same experiment was repeated using a different current reference, that was a first-
order delayed step-type trajectory, in order to test the transient response. The time constant

of the trajectory is equal to 1 ms. Results are shown in Fig. 6.4.

Again, the performances of the 2-DOF system with low-bandwidth feedback and feedfor-
ward are superior with respect to the low-bandwidth case. As before, they are comparable
to those of the feedback controller with high bandwidth. The main advantage, however, is
that the carrier frequency was halved, with evident energy saving. A bandwidth of 1000 Hz
for the classic feedback controller cannot be practically achieved for a system with 5-kHz
carrier frequency, so performances of the classic approach would have not been the same as

the ones of the feedforward approach.
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Figure 6.4: Experimental results 2 of current control.

6.4 Improvement of Speed Control

Considering again Fig. 6.2, the transfer function from the voltage V' to the mechanical speed
w is:

o w o Kt

V. LJs®+(RJ+LB)s+RB+ KK,

Here, the discrete plant by ZOH has an almost unstable zero, because the relative degree of

Pw(5>

(6.8)

the transfer function is equal to two. If a single-rate feedforward controller was designed,
the input would have led to vibrations and unwanted oscillations. The inverse system of the
plant cannot be applied in single-rate discrete-time [23]. Therefore, the multirate technique

is needed to design a feedforward controller for perfect tracking.

6.4.1 Design of Feedback Controller

Considering a perfect tracking from the current reference to the actual current, the speed

plant model is:

w Kt
P, =—=_""_ 6.9
1(5) iref Js+ B (6.9)
The feedback controller is then designed as
Js+ B
Cua(s) = : 6.10
2(s) K75 ( )

so that the closed-loop transfer function from the speed reference to the actual speed is
w 1
T, (s) = - : 6.11
() wref 1,5 +1 ( )

where 7, = 1/(27f,). The parameter f, is selected as the bandwidth of the speed loop.
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6.4.2 Control System Design

PTC is applied to a control system which consists of a cascade feedback for the current loop
and the velocity loop.

The controllable canonical form of (6.8) is given by

&(t) = Aoz (t) + bou(t) , y(t) = cx(t), (6.12)
0 1 0
LJ LJ LJ |
1 0 0

where = [w w]T
with sampling period T, and setting 7, = T, = 7,/2. Matrices A, B, C, and D are

designed according to (2.2).

. The multirate feedforward controller is designed by discretizing (6.12)

In order to obtain the the nominal current i to feed the inner current feedback controller,
two matrices C’ and D’ are introduced, using (2.2) and the output equation of the current
plant model (6.4):

y=c.z, c’c:[% Kit} (6.14)

Fig. 6.5 shows the complete proposed system. Again, feedback current controller Cjs[z]

and feedback velocity controller C,2[z] work only when parameter mismatches occur.

6.4.3 Experiments

Experiments were performed in order to compare the proposed system with the conventional
cascade feedback system. The target speed trajectory was set as a third-order polynomial,
and carrier and control period were both set to 140 us. Bandwidth of the current loop was
set to 100 Hz, while that of the speed loop was set to 10 Hz.

Fig. 6.6 shows the experimental results. The proposed system shows better performances
with respect to the conventional approach. In detail, two samples delay occurs in order to
calculate the real speed by difference between two positions. Therefore, the target trajectory

of Fig. 6.6 and the nominal speed wy[k] of Fig. 6.5 are delayed by two samples.

6.4.4 Robustness of multirate Feedforward Controller

The robustness of the multirate feedforward controller of PTC was experimentally verified.

Each parameter used to design the multirate feedforward controller was changed from -50%
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Figure 6.5: Proposed control system.

to +50% of its nominal value, while the feedback controllers were not changed. Fig. 6.7
shows the obtained results: the most sensitive parameter is the torque constant K; (= 2K,),
while the load inertia J is second one. Variation of the inductance L is the third sensitive
parameter, while the controller was robust against the variations of the viscosity B and the

resistance R.

6.4.5 Robustness Theoretical Analysis

A theoretical approach to the robustness of the proposed control system was performed. Fig.
6.8 shows the block scheme of the control system simplified in the continuous time domain.

P,.(s) from the input to the current is equal to (6.4) and P,;(s) is equal to (6.9). It is
assumed that nominal stable inverse systems P, !(s) and P! (s) can be designed.

The tracking characteristic from the reference to the output is represented by (neglecting

the dependence on s):

w PPy (CiC, + CiPlin + Poin Piun) (6.15)

If the plant is nominal (P, = Py, and P,; = P,;,,), perfect tracking is achieved (w(t) = r(¢)).

When parameter mismatches exist, parts of the feedforward inputs ug and ig are to be

considered as disturbances. The input variations are defined as
Nig=(P'(s) = Poin(s))r,

Aug=(P;}(s)P;;'(s) — Pt (s) Pt (s))r

i win un

(6.16)
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Figure 6.6: Speed control experimental results.

In case of an inertia .J variation of +50% with respect to its nominal value, the magnitude of

the Bode diagrams of the variations (6.16) are shown in Fig. 6.9. Speed control and current

control bandwidths have been set to 10 Hz and 100 Hz, respectively.

The Bode diagram magnitudes of the (6.17) are shown in Fig. 6.10 (a).

The transfer functions from the input variations to the speed are

o Pa(s)Pul5)Cils) |
S " BRIIC ) PG 617
Aug  Pi(8)Pu(s)Ci(5)Cy(8)+ P (s)Ci(s)+1°

The disturbance

suppression could be better in plant-pole cancellation feedback control: this is due to the

fact that the plant has a low mechanical pole (-J/B).

In order to improve robustness, the speed PI controller C,5(s) of (6.10) is redesigned

without plant-pole cancellation as in (6.9), using the following expressions:

K;
CwQ(S) = Kp + ?, (618)
QCClelJ — B szl
K, = 2ded? = 7 g = 2 6.19
P K, ’ K, ( )

With this choice, the closed-loop characteristic polynomial of the speed loop is given by

Aq(s) = 8% 4+ 2Cqwas + w3

(6.20)

where the damping factor (,; was set to 1, and wy = 27 f, where f, is the bandwidth of
the speed loop. The disturbance suppression responses without plant-pole cancellation are
shown in Fig. 6.10 (b).
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Figure 6.7: Experimental robustness of the multirate feedforward control.
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Figure 6.8: Proposed control system simplified in the continuous time domain.

40

The disturbance suppression is better than the one with plant-pole cancellation. This is

also proved by comparing the time responses (Fig. 6.11).

Finally, although stability margin is worse as shown in Fig. 6.12 and 6.13, the feedback

without plant-pole cancellation still has enough stability margin in the case of an inertia

variation of +50% with respect to its nominal value.

6.5 Summary

A single-rate feedforward control has been designed, along with a classic feedback control, in

order to achieve perfect tracking for the inner current control loop of a PMSM drive. Results

shows that in case of single-rate feedforward control the carrier frequency could be decreased
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Figure 6.9: Bode diagram magnitude of Aug and Aig (J: +50% of nominal value).

to obtain the same performances of conventional cascade feedback approaches, with evident
energy savings.

The speed loop was improved by adding a multirate feedforward controller. Tracking
performances were dramatically enhanced with respect to the conventional approach. Ro-
bustness of the multirate control against parameter variations was tested experimentally,

and some hints on the theoretical approach to the robustness analysis were provided.
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Figure 6.13: Nyquist diagrams (without plant-pole cancellation).
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Chapter 7

Quantization Error Reduction based

on Multirate Control

7.1 Abstract

High resolution encoders are employed to industrial equipment which requires accuracy,
for example, NC machine tools, exposure systems, and so on. Generally, the velocity of
machines is calculated by the difference of the position given by the encoder. Although the
high resolution encoder is employed, the quantization error and the half sample delay induced
by the difference cannot be avoided. These can be problems in control systems requiring high
precise velocity. In this chapter, an observer which can estimate state variables with reducing
the quantization error is proposed. Finally, simulations and experiment with experimental

precision stages are performed to show the advantages of the proposed observer.

7.2 Introduction

In robots and industrial equipment, the velocity is generally obtained from the positional
information of the encoder. However, the quantization error of the encoder influences the
control performance [44].

There are several common methods without plant model in order to measure a velocity
from an encoder. T method measures periods between encoder pulses. M method measures
encoder pulses generated in sampling periods. Moreover, M /T method [45], [46] combined
with the two methods can measure the high precise velocity in the low speed range. S
method [47], [48] which measures the velocity, synchronizing with the variation of the number
of pulses has high accuracy in the all speed ranges. However, these methods measure the
velocity delayed at least half sample because of the difference of the position information.

There are also methods with observer which can estimate velocity without delay [49].
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Instantaneous speed observer [50] can estimate the velocity between the sampling periods
based on the plant model in the long sampling period to keep high accuracy of reading the

encoder information.

High resolution encoders are employed to industrial equipment which is required accu-
racy, for example, NC machine tools, exposure systems, and so on. Although the high
resolution encoder is employed, the quantization error and the half sample delay induced by
the difference cannot be avoided. These are problems in the case of required high precise
velocity. In this chapter, an observer which can estimate state variables with reducing the
quantization error is proposed. Finally, simulations and experiment with an experimental

precision stage are performed to show the advantages of the proposed observer.

7.3 Derivation with Moving Difference

Half sample delay is occurred when the velocity is derived from difference between the sensor

position of the current sample and the sensor position before one sample as follows:

z—1
irlk] = k|, 7.1
vaif [] 7 lH (7.1)
P (7.2)
= 0|k—=|. :
2
Here, the sensor position y can be separated into the real position y,.,; and the quantization
error q as
y[k] = Yreallk] + q[k]. (7.3)

Therefore, the characteristic from the quantization error to the velocity is also represented
by the transfer function of (7.1).

N/2 sample delay is occurred when the velocity is derived from difference between the
sensor position of the current sample and the sensor position before N sample in order to

reduce the quantization error as follows:

vaslhl = Sl (1.4
:@F—g} (7.5)
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7.4 Estimation with Observer

7.4.1 Definition of State Equations of Plant

The continuous time state equation of the plant in a controllable canonical form except

dead-times is represented by
(1) = Ay (1) + by (ult) — (1)) 70
y(t) = copmy(t)
The continuous time state equation of the disturbance is represented by
wd(t) = Acdwd(t) (7 7)
d(t) = ccdwd(t)
The augmented continuous time state equation can be represented by
x(t) = Acx(t) + bou(t) (78)
y(t) = cca(t)

] Acp _bcpccd bcp

21 0 Ay |0 |, (7.9)
Cep 0 ‘ 0

A, | b,
c. |0

T

where & = [z, x}]". Then, the augmented discrete time state equation of (7.8) per the

sampling period T}, is represented by

(7.10)

{ x[k + 1] = Aa[k] + byulk]
y[k] = c.x[k]

7.4.2 Long Sampling Short Cycle Observer

Long sampling short cycle observer (LSSCO) which is proposed is designed based on a full-

order observer. The multirate plant per N times is represented by

ulk — N]
xzlk| = Az[k — N|+ B : : (7.11)
ulk — 1]
where
| A[B|2| Ay A, b, (7.12)

from (7.10). The full-order observer can be designed for the multirate plant as
z[i + 1] = Az[i] + Buli] + H (y[i] — csxi]), (7.13)
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where the state &[i] is updated per the long sampling NT,. Here, the difference between
sensor position including the quantization error and estimated position in the correction term
of the observer is calculated per the long sampling N'T,,. Therefore, The effect equivalent
to the movement difference per the long sampling N'T,, in order to reduce the quantization
error is achieved. Besides, N/2 sample delay can be avoided.

However, sensor position between N'T, sampling periods is wasted because the informa-
tion of the encoder is available per the short sampling 7),. Here, if the observer equation
(7.13) is updated like moving difference in Fig. 7.1, all data of sensor position can be used

effectively. The update equation is represented by

z[k] = Az[k — N|+ B : + H(ylk — N| — esz[k — NJ), (7.14)
ulk — 1]

where the state &[k] is updated per the short sampling T,,.

In the same way, LSSCO is designed based on a minimum-order observer. The minimum-
order observer can be designed for the multirate plant as
gli + 1] = Ag[i] + Byli] + Juli] (7.15)
x[i] = C&[i] + Dyli] ’

where the state £[i] is updated per the long sampling NT,. Moreover, The update equation
is modified based on Fig. 7.1 as

ulk — N]

g[k] = Aglk — N]+ Bylk — N]+J [k' e (7.16)

2[k] = C&[k] + Dylk]

where the state £[k] is updated per the short sampling 7,,. LSSCO based on minimum-order

observer is applied below.

7.4.3 Consideration of Dead-time

The output dead-time of the integral multiple ng4, of the sampling period T, is considered. In
this chapter, the integral multiple case is only explained. In the non-integral multiple case,

the output dead-time can be also considered [30]. The states estimated from the output
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Figure 7.1: Sampling time.

Y[k —ngo) delayed ng, sample by the observer is just &[k —ng,| delayed ng4, sample as follows:

Elk —ng) = A€k — N —ng) + By[k — N — ng,)

ulk — N — ng,)
+ J : ,
ulk — 1 —ng,)
&k —ng = CEk—ngl + Dylk — ng,). (7.17)

Therefore, the estimated states &[k] of the current sample can be estimated as

ulk — ngo)
z[k] = Ayz[k — ngo) + By : : (7.18)
ulk — 1]
where
| A By | 2] Ave| A, b, ] (7.19)

The proposed LSSCO considering dead-time is shown in Fig. 7.2.

7.5 Simulations

7.5.1 Specifications

The block diagram of the system is shown in Fig. 7.3. The specifications of the plant are
shown in Table 7.1. Here, input dead-time is one sampling period, and output dead-time is

also one sampling period.
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Figure 7.2: Long sampling short cycle observer with dead-time.

The continuous time state equation of the plant is determined as
A,
Cep

The continuous time state equation of the step-type disturbance is determined as

Acd o i
1. [ o

The control input u(t) is the sinusoidal wave (amplitude: 0.025, frequency: 1 Hz). The

(7.20)

disturbance d(t) is step-type disturbance (amplitude: 0.05) applied at time 0 s.

7.5.2 Comparison of Moving Differents

The frequency response from y to vg¢ by the moving difference in Fig. 7.4, where N = 4.
The time response is also shown in Fig. 7.5. The difference per the long sampling N7, is
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Figure 7.3: Block diagram of system.

Table 7.1: Specifications of plant.

Mass M 14.3 kg
Viscosity B 22.8 N/(m/s)
Thrust coefficient K; 28.5 N/A
Sampling period T, 1/2000 s
Input dead-time Ty, T,
Output dead-time Ty, T,
Resolution 0.1 pm

robust for the quantization error because its gain is lower than the difference per the short
sampling T}, in the high frequency bandwidth. However, the difference per the long sampling
NT, also has bigger phase delay by %

7.5.3 Comparison of Observers

The frequency response from y to v and d by the observer in Fig. 7.6, where N = 4. The
frequency response of the singlerate full-order observer is equivalent to one of the singler-
ate minimum-order observer added 1-order LPF. The frequency response of LSSCO is also
equivalent to one of the singlerate minimum-order observer discretized by the long sampling
period NT,.

The sensitivity function is shown in Fig. 7.7. Each observer was designed by pole-
placement as the sensitivity function in the low frequency bandwidth is same.

The time response is shown in Fig. 7.8. The standard deviation 3¢ of the time response
is also shown in Table 7.2. LSSCO can reduce the quantization error best in these methods.

Moreover, it is verified that a noise of a particular frequency can be decoupled by utilizing
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Figure 7.4: Frequency response of difference in N = 4.

Table 7.2: Standard deviation of velocity errors and disturbance errors in simulation.

Velocity Disturbance

Singlerate min-order | 10.5¢™® m/s | 14.1 mN
Singlerate full-order | 9.62e™® m/s | 12.6 mN
LSSCO 8.58¢° m/s | 11.0 mN

the folding characteristic of LSSCO in Fig. 7.6. In the case that sinusoidal noise (amplitude:
100 nm, frequency: 500 Hz) is applied, the time response is shown in Fig. 7.9. The minimum
observer and the full order observer is influenced by the noise as Fig. 7.6 shows. On the

other hand, LSSCO can decouple the noise of the particular frequency.

7.6 Experiments

The experimental stage has the linear encoder whose resolution is 1 nm/pulse for positioning
in nano-scale. The velocity derived by the difference from the high resolution encoder is
assured as the real velocity. Each method was compared after resolution is decreased until
0.1 pgm by computing. This decreased resolution is same as Table 7.1.

In the experiment, very small velocity variation in servo-off is estimated. The velocity
estimation by the moving difference is shown in Fig. 7.10, and the velocity estimation by
the observer is shown in Fig. 7.11. The standard deviation 3¢ of the time response is also
shown in Table 7.2. LSSCO can reduce the quantization error best in these methods in the

same way as the simulation.
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Figure 7.5: Time response by difference in N = 4.

Table 7.3: Standard deviation of velocity errors in experiment.

Velocity

Singlerate min-order | 9.26e75 m/s
Singlerate full-order | 11.03e™® m/s
LSSCO 8.07e™5 m/s

Moreover, in the case that sinusoidal noise (amplitude: 100 nm, frequency: 500 Hz) is
applied, the time response is shown in Fig. 7.12. LSSCO can decouple the noise of the

particular frequency in the same way as the simulation.

7.7 Summary

In the velocity derivation by the moving difference method, at least half sample delay is
inevitable. The delay is longer if the difference sampling period is longer in order to reduce
of the quantization error. On the other hand, the velocity derivation by the observer solves
the sample delay problem though the plant model is needed. In this chapter, the observer
which can estimate state variables with reducing the quantization error was proposed. The
observer is based on multirate plant model by long sampling, and the states are estimated
per the short cycle. Moreover, the proposed observer can also decouple the noise of the
particular frequency. Finally, simulations and experiment with the experimental precision

stage were performed to show the advantages of the proposed observer.
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Figure 7.8: Time response by observer in N = 4.
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Figure 7.9: Time response by observer with sinusoidal noise in N = 4.
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Figure 7.10: Experimental results by difference in N = 4.
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Chapter 8

Self Resonance Cancellation using

Multiple Sensors

8.1 Abstract

The high-precision stage is industrial equipment for micro-fabrications and productions of
semiconductors and LCD panels. The stage has the low resonance mode because of the
structure of the stage and growing in the size. The resonance mode is a big trouble of fast
and precise positioning. Simultaneous optimization of mechanism and control is a good
approach for breakthrough of the control performance. However, in a large-scale gantry
stage, it is difficult to change the structure incrementally because of the complexity of the
stage. In this chapter, it is verified that high bandwidth design of the feedback control
system is possible only by adding another sensor. Finally, simulations and experiments with
the high-precision stage are performed to show the advantages of the proposed feedback

control design.

8.2 Introduction

High-precision stages are used in industrial field such as manufacturing of semiconductors
and liquid crystal panels (or displays). Fast and precise positioning control is very important
technology related to the improvement of throughput and product quality.

XY gantry stage which has the table structure on the carriage in Fig. 2.5 is mainly
applied to exposure systems and NC machine tools. However, a large-scale stage has a
low resonance mode because of the low stiffness between the carriage and the table. The
resonance mode is often located at about several ten Hz, and becomes an obstruction of fast
and precise positioning in large-scale gantry stages.

In chapter 1, perfect tracking control (PTC) is applied to large-scale high-precision stage.
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The severe specification of positioning of the large-scale high-precision stage is achieved by
controlling the resonance mode actively.

However, it is difficult that the control design satisfies the specification which becomes
severe every year for the given plant. Nowadays, simultaneous optimizations which design
not only the controller but also the mechanics of the plant are researched well [51, 52]. The
author’s group also researches the simultaneous optimization for the high-precision stage. It
was shown that it is possible for the plant to be in phase by changing mechanics of the stage
[53] and to stabilize the phase by changing the driving point of the stage [54]. Although the
breakthrough that large improvement of control performance is expected in the simultaneous
optimization, it is difficult to change the structure incrementally because of the complexity
of the large-scale gantry stage. The simultaneous optimization has to be considered from
design stage of the mechanics of the product.

On the other hand, it is possible to increase detected state variables by adding another
sensor. The control performance can be improved because degrees of freedom of design are
increased. In previous researches, a piezoelectric element is applied to a galvano scanner
[55]. In this chapter, another position sensor is applied to a high-precision stage in the case
that it is difficult to change the structure additionally. It is shown that it is possible to
design a novel feedback control which not only have high bandwidth but also is absolutely
robust against the resonance mode parameters. Finally, simulations and experiments with
the high-precision stage are performed to show the advantages of the proposed feedback
control design. Here, adding sensors is often apt to be avoided because of sensor cost, but it
is considered that sensors should be applied positively if high productivity brings in benefits

more than the sensor cost.

8.3 Constitution of Stage and Modeling

8.3.1 High-Precision Stage

Fig. 8.1 shows the overview of the high-precision stage which has characteristic of = axis of
the XY gantry stage shown in Fig. 2.5. Here, the high-precision stage is Nano-stage which is
treated as the two-inertia mode. This stage consists of the carriage which move on the guide
in the x direction and the table part on the carriage. The carriage is driven by the linear
motor. the friction of the stage is almost zero because of using the air guide. The carriage
and the table parts are connected by leaf springs. The resonance characteristic between the
carriage and the table parts is equivalent to that of the large-scale gantry stage.

Moreover, the stage has two linear encoders to measure both the carriage part which is
the drive and the table part which is the load. The resolution of the linear encoders is 1

nm/pulse respectively to achieve nanoscale positioning. In this chapter, the variable which

105



=F 17

7 A
Encoder L iz

o 2
Figure 8.1: High-precision stage (same as Fig.

X
5.1).

Figure 8.2: Stage model (same as Fig. 2.6).

should be controlled is the position of the table part.

8.3.2 Modeling

The high-precision stage can be assumed as 2-inertia system which consists of the carriage
and the table. The stage model is shown in Fig. 8.2. Table 8.1 shows parameters of the
stage. Here, variables X, X, and f represent the position of the carriage, the position of
the table and the force, respectively. The transfer functions from the force f to each position

are represented by

& o b125% + by1s + big o=
f ay8* + azs3 + ags? + a8
Xg b22$2 + b21$ —+ b20

P _ s . _STd. 8.2
x2(s) f ass* + azsd + aqs8? + a8 © (8:2)

Pxi(s) = , (8.1)

as = MmL?> + MJ +mJ

ag = Mg+ mpg + (mL* + J)C

as = Mkg + mkg — MmgL — m?gL + 1yC
a; = (kg — mgL)C

bio = mL? + J, byy = mL? + J —mlLlI

b1 = bay = pig, bio = bag = kg — mgL
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Table 8.1: Stage parameters.

Carriage mass M 7.7 kg
Table mass m 5.3 kg
Inertia J 0.015 | kg'm?
Viscosity C 24 N/(m/s)

Spring constant kg 1700 N-m/rad
Decay constant jig 0.20 N-m/(rad/s)

Length L 0.092 m
Length [ 0.085 m
Dead-time Ty 6.0x107* | s
Frequency response of plant Px1(s) Frequency response of plant PXZ(S)
5 —50 ‘ 5 —50
S =
© -100f g -100¢
© e}
E, = N\(-. 2
g) -150;|— Measurement P § —1501) — Measurement
g - --Model g - - -Model
—200 5 1 " —200 5 1 2
10 10 10 10 10 10
0 0
=) =
(5] ()
= S,
o —200r o —200r W
(%] 0
@ «
= =
o o
400 : -400 : ‘
10° 10" 10° 10" 10°
Frequency [Hz] Frequency [Hz]
(a) Pxi(s) (b) Pxa(s)

Figure 8.3: Frequency responses of plant.

The plant in single input single output (SISO) system is Py2(s) because the control input
is the force f and the position of the table should be controlled. The frequency responses of

the plant are shown in Fig. 8.3.

8.4 Design of Feedback Controller

8.4.1 Pole-placement Design for SISO System

Here, SISO system in which the control input is the force f and the position of the table X5
is the output is considered. The PID controller:

K K
Cprp(s) = Kp + L4 D2

8.3
S TD8+1 ( )
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is designed for the rigid model of the plant:
1

Pigi = 4
gia(s) (M +m)s?+Cs (84)
based on pole placement design. Next, the notch filter:
2 d2 2
Corr(s) = T L2NS 0 (8.5)

s2 + 2Cwns + wi
is designed for the primary resonance mode of the plant based on gain compensation. The

feedback controller C'xs(s) of SISO system is represented by

CX2(8) = CPID(S)Cnotch(S), (8-6)

as product of the PID controller and the notch filter.

8.4.2 Pole-placement Design for SIMO System

Here, single input multi output (SIMO) system, in which the control input is the force f
and both the position of the table X, and the position of the carriage X; are the outputs,
is considered.

The controller and the plant are defined as

C(s) = [Cx2(s), Cxa(s)], (8.7)
P(s) = iﬁg ] , (8.8)
Cxa(s) = ]l\gccl((j))a Cxi(s) = ]1\;35((5)); (8.9)
Pxa(s) ~ Dj(fﬁ)( ) Pxi(s) =~ Dp](\[;)QI(jgr)(s)’ (8.10)
where,
Npl (S) = b2282 + b218 + b20
Npa(s) = 51282 + b11s + by (8.11)
D,(s) = M+ms
D,(s) = ass* + (az — a4Mim)s + a MEm

Here, the denominator of the plant cannot be separated into the rigid mode D,(s) and the
resonance mode D,(s). The reason is that the motion of rotation direction is transformed
into the motion of translation direction approximately in the 2 inertia model based on the
pendulum. Therefore, it is tolerated the error occurs against dumping coefficient of 1st order

in the resonance mode D,.(s) as

LC \?
ass' + azs® + aps® + ays = Dy(s)D,(s) — (]\T;—i— m) s, (8.12)
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mLC

i +m)2 is much smaller than that

This approximation is appropriate because the value of (
of the coefficient a,.

By this separation, the characteristic equation A.(s) of the closed loop is represented by
Ag = D.D,D, + Ny Npi + N Nps. (8.13)

Here, if N.(s) and N(s) can be designed as
N1 (8)Np1(8) + Nea(s)Npa(s) = Dy (s)a(s), (8.14)

the characteristic of the open loop is represented by
Nei (8)Np1(8) + Nea(s) N2 (s)

C(s)P(s) = D.(5)D,(5) Dr () (8.15)
_ al)
= D)D) (510

and then the pole-zero cancellation of the resonance mode occurs. In this case, the charac-

teristic equation A(s) of the closed loop is represented by

Aa(s) = (De(s) Dy(s) + a(s)) Dr(s). (8.17)
D.(s) and «(s) can be designed in order to set the poles of the closed loop as

Au(s) = (s +w)"Dy(s), (8.18)

based on pole placement design.
Here, a design in which N, (s) and Ne(s) do not contain D,(s) is considered. It is

assumed that the following relational expression consists:
alNp1(s) + bNp2(s) = D,(s), (8.19)

where, a and b are constant. When the relational expression consists, NV (s) and Neo(s) can

be developed as
Nei(s) = aa(s), Ne(s) = ba(s), (8.20)

by (8.14).
Therefore, derivation of constant values a and b is considered. The coefficient comparison

from (8.11) and (8.19) develops the relational expression for

(a+b)(J+mL*) —amLl=(M+m)J+MmL?
(a+b)pg = (M +m)py + "L . (8.21)

(a+b)(kg —mgL) = (M 4+ m) (ks — mgL)

Here, as long as term mM?QmC is ignored, constant values a and b can be developed as
a=mk
v 52
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Figure 8.4: Frequency responses of resonance mode (Model).

Although this approximation allows that the dumping is slightly different, it hardly becomes
a problem in a stage which has a small viscosity C' (See Fig. 8.4).

Next, derivation of D.(s) and «a(s) is considered. Here, the orders of D.(s) and «(s) have
degrees of freedom of design. For example, PID type controller can be developed uniquely
in the case of

D.(s) = §* + acs
a(s) = aazs® + aa15 + G : (8.23)
(De(s)Dy(s) + a(s)) = (s +w)*

In this case, D.(s) and a(s) are developed by the following expressions:

c
e = 4w — 3
2 c
U2 = 6W* — 375—ac
| Mm (8.24)
Ao = 4w
Apo = W

As above, the feedback controller C(s) of SIMO system has been developed. This proposed
control design is named “Self Resonance Cancellation”.

In practical equipment, there is offset between the sensor position of X; and the sensor
position of X5. In the case that the offset can be a problem of the control performance, a
high pass filter (HPF) is added in the controller C'x1(s) in order to cut the low frequency

components of X;. The variable X5 which should be controlled can track a target trajectory.

8.4.3 Robust Stability

In the case of SISO system, the notch filter compensates the gain of the primary resonance.

Therefore, the robust stability becomes seriously impaired if the resonance mode is changed.
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Table 8.2: Gain and phase margin.

SISO SIMO
Gm[dB] | Puldeg] | GnldB] | Pyldeg]
Nominal 9.7 30.1 17.8 35.7
kon, = 0.5kp || Unstable | Unstable 17.8 35.7
Jn, = 5.0J || Unstable | Unstable 17.8 35.7

On the other hand, in the case of SIMO system, constant values a and b are independent
of parameters J, kg and pg. Thus, (8.19) keeps on consisting even if these parameters are
changed. Moreover, these parameters are independent on the pole placement design from
(8.24). In other words, it is possible to design the absolutely robust feedback controller

against these parameters which are important to determine the resonance mode.

8.5 Simulations

The feedback bandwidth of the SISO system was set to 5 Hz. The feedback bandwidth of
the SIMO system was set to 20 Hz, and the cutoff frequency of the HPF was set to 1 Hz.
Then, the control period was set to 200 us, feedback controllers were discretized by Tustin
transformation. The frequency responses of feedback controllers are shown in Fig. 8.5. It is
shown that the feedback controller of the SISO system consists of the PID controller and the
notch filter, and the feedback controller of the SIMO system consists of two PID controller
for positions X; and X5.

Simulations were performed in the three cases. First, the plant is nominal. Second, the
spring constant of the nominal value kg, is different from that of real value ks by 0.5 times.

Third, the inertia of the nominal value J,, is different from that of real value J by 5 times.

The frequency responses of the closed loop, the frequency responses of the open loop
frequency and Nyquist diagrams are shown in Fig. 8.6, 8.7 and 8.8, respectively. Then,

these gain and phase margins are shown in Table 8.2.

In the results, both the gain margin and the phase margin of the SIMO system are better
than those of the SISO system even though the feedback bandwidth of the SIMO system is
4 times as high as that of the SISO system. Moreover, the robust stability becomes seriously
impaired if the spring constant ky or the inertia J is changed in the SISO system. On the
other hand, in the SIMO system, the control performance is not deteriorated at all even

though the controllers are fixed.
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Figure 8.5: Frequency responses of controller.

8.6 Experiments

8.6.1 Frequency Responces

The frequency responses were measured with the high-precision stage in the three cases.
First, the plant is nominal. Second, the spring constant of the nominal value ky,, is different
from that of real value ky by 0.5 times. Third, the inertia of the nominal value J,, is different
from that of real value J by 5 times. In experiments, a stabilization filter was applied to the
controller to cancel the secondary resonance mode of the plant because the real plant has
not only the primary resonance mode but also the secondary resonance mode.

The frequency responses of the closed loop, the frequency responses of the open loop
frequency and Nyquist diagrams are shown in Fig. 8.9, 8.10 and 8.11, respectively. From
the measurements, in the SIMO system, the control performance is not deteriorated at all

even though the spring constant kg or the inertia J is changed.

8.6.2 Tracking Performance

Finally, the tracking performance of the table position X5 was evaluated with the high-
precision stage. The target trajectories are shown in Fig. 8.12. The experimental results in
the case of both feedback controller only and VSPTC + FB are shown in Fig. 8.13.

Both the gain margin and the phase margin of the SIMO system are better than those
of the SISO system even though the feedback bandwidth of the SIMO system is 4 times as
high as that of the SISO system. This is the reason why the tracking performance of the
SIMO system is improved drastically.
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Figure 8.6: Frequency responses of closed loop (Model).

8.7 Generalization to 2 Inertia System

Self resonance cancellation is generalized to the general 2 inertia system shown in Fig. 8.14.

8.7.1 Model of General 2 Inertia System

The block diagram of the general 2 inertia system is shown in Fig. 8.15. Table 8.3 shows
parameters of the system. Here, variables 0,;, ;, and T); represent the position of the motor,

the position of the load and the motor torque. The transfer functions from the torque T),
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Figure 8.7: Frequency responses of open loop (Model).

to each position are represented by

K
PR TR S
Ty = Tu 74 E(14 2]
0, 1 £
Pu(s) = 2L — L |
1(5) Ty Jus?s?+ Jﬁ(l + JL)
L JIm

The frequency responses of the plant are shown in Fig. 8.16.

(8.25)

(8.26)

8.7.2 Self Resonance Cancellation for General 2 Inertia Model

SIMO system in which the control input is the torque 7}, and both the position of the load

01, and the position of the motor €, are the outputs is considered.
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The controller and the plant are defined as

C(s) = [C(s), Culs)];
ma- (]
Cuto) = T, ) = T,
. NPL(S) . NPM(S
)= By aGr ) T (s Do)

2
* (-1,0)
1.5 -=-=-SISO |
—SIMO
1.5¢
2 1 0
Real Axis
(b) ken = 0.5kg
(8.27)
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Figure 8.9: Frequency responses of closed loop (Measurement).
where,

L . (8.31)

The characteristic equation A (s) of the closed loop is represented by

Aq = DcDpDgr+ NorNpr + Nom Npar- (8.32)
Here, if Noz(s) and Nepy(s) can be designed as

Nerp(s)Npp(s) + Nea(8)Npy(s) = Dr(s)a(s), (8.33)
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Figure 8.10: Frequency responses of open loop (Measurement).

the characteristic of the open loop is represented by

Nern(s)Npr(s) + New(s)Npa(s)

C(s)P(s) = R OTEODRD (8.34)
_ a(s)
N Dc(S)DP(S)7 (835)

and then the pole-zero cancellation of the resonance mode occurs. In this case, the charac-

teristic equation A (s) of the closed loop is represented by

Au(s) = (De(s)Dp(s) + a(s))Dr(s). (8.36)
D.(s) and «(s) can be designed in order to set the poles of the closed loop as
Au(s) = (s +w)"Dg(s), (8.37)
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Figure 8.11: Nyquist diagram (Measurement).

based on pole placement design.
Here, a design in which N¢p(s) and Nep(s) do not contain Dg(s) is considered. It is

assumed that the following relational expression consists:
GNPL<S) + bNPM(8> = DR(S), (838)

where, a and b are constant. When the relational expression consists, Nor(s) and Nepy(s)

can be developed as
Nep(s) = aa(s), Newu(s) = ba(s), (8.39)

by (8.33).
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Figure 8.12: Target trajectories.

Table 8.3: parameters of 2 inertia system.

Motor Inertia Jy; | 0.02 | kg-m?
Load Inertia Jr, 0.01 | kg-m?
Spring constant K | 1000 | N-m/rad

Therefore, derivation of constant values a and b is considered. The coefficient comparison

from (8.31) and (8.38) develops the relational expression for

_
{ Z: K (8.40)

Next, derivation of D¢ (s) and a(s) is considered. Here, the orders of D¢ (s) and a(s) have
degrees of freedom of design. For example, PID type controller can be developed uniquely

in the case of
Dc(s) = s* + aqs
a(s) = an28® + Ua1S + Aao . (8.41)
(Do (s)Dp(s) + a(s)) = (s +w)?

In this case, D¢(s) and «(s) are developed by the following expressions:

e = 4w
Qoo = 6Jy 0>
o1 = 4Ty (8.42)

Qoo = Jyw?

As above, the feedback controller C(s) of SIMO system has been developed.
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Figure 8.13: Tracking performance (Experiment).
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Figure 8.14: 2 inertia system.

Figure 8.15: Block diagram of 2 inertia sys-

tem.

8.7.3 Simulations of General 2 Inertia Model

The feedback bandwidth of the SISO system was set to 5 Hz. The feedback bandwidth of
the SIMO system was set to 20 Hz, and the cutoff frequency of the HPF was set to 1 Hz.
Then, the control period was set to 200 us, feedback controllers were discretized by Tustin

transformation. The frequency responses of feedback controllers are shown in Fig. 8.17.

The frequency responses of the closed loop, the frequency responses of the open loop
frequency and Nyquist diagrams are shown in Fig. 8.18, 8.19 and 8.20, respectively. Then,

these gain and phase margins are shown in Table 8.4.

In the results, both the gain margin and the phase margin of the SIMO system are better

than those of the SISO system even though the feedback bandwidth of the SIMO system is
4 times as high as that of the SISO system.
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Figure 8.16: Frequency responses of plant.
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Figure 8.17: Frequency responses of controller.

8.8 Summary

The control system, in which not only the sensor of the table position but also the sensor

of the carriage position was applied, was proposed in the positioning control of the gantry

type high-precision stage. The proposed control design is named self resonance cancellation.

It is shown that it is possible to achieve the high bandwidth and the absolute robustness

against the resonance mode parameters by only two PID controllers. It was evaluated with
the high-precision stage that the tracking performance of the proposed system was improved

drastically. Finally, self resonance cancellation was generalized to the general 2 inertia sys-

tem.

It is expected that the proposed method is applied to all 2 inertia systems in which the

inertia variations are small. In future, the proposed method will be developed for multi-

inertia systems.
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Table 8.4: Gain and phase margin.

SISO

SIMO

Gin[dB] | Py[deg]

G[dB] | Py[deg]

Nominal [ 122 | 302 |

Inf | 435 |
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Chapter 9

Design Fabrication of 4-DOF
High-Precision Stage

9.1 Abstract

Motion control techniques are employed on nanoscale positioning in precision mechanical
equipment, for example, NC machine tools, exposure systems, and so on. Then, the stages
in actual industrial equipment often have several degrees of freedom. The degrees of freedom
have to be controlled simultaneously. In this chapter, a new experimental 4-DOF high-
precision stage is designed and fabricated. The 4-DOF stage can move to not only one
translation but also the height, the pitching, and the rolling directions. Then, a control
system for the 4-DOF stage is proposed. Finally, experiments are performed to show the

advantages of the proposed method.

9.2 Introduction

Nowadays, motion control techniques are employed on nanoscale positioning in precision
mechanical equipment, for example, NC machine tools, exposure systems, and so on. Es-
pecially, the high-precision motion control is required to achieve nanoscale positioning for
stages of exposure systems.

Then, the stages in actual industrial equipment often have several degrees of freedom.
The degrees of freedom have to be controlled simultaneously. Especially, the control of the
attitude of the stages is very important as well as the translation direction in precision
industrial equipment.

In this chapter, a new experimental 4-DOF high-precision stage which has a table struc-
ture is designed and fabricated. The 4-DOF stage can move to not only one translation but

also the height, the pitching, and the rolling directions by the table structure. In section
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9.3, the constitution and characteristics of the stage are shown. In section 9.4, a control
system for the 4-DOF stage is proposed. The target of the control system is to maintain
the attitude of the table flatly in driving the translation direction as well as fast and precise
position control in the translation direction. The control system is based on perfect tracking
control (PTC) [20] and a decoupling control for a coupling term between the translation
and the pitching. In section 9.5, experiments are performed to show the advantages of the

proposed system.

9.3 Nano-stage II

A new experimental high-precision stage is designed and fabricated to control 4-DOF direc-

tions. The experimental stage is called “Nano-stage II” below.

9.3.1 Constitution of Nano-stage II

Fig. 9.1 shows the overview of Nano-stage II. The stage is driven by twin linear motors in the
translation x direction. The friction is almost zero because of using the air guide in = axis.
Moreover, Nano-stage II has the table part which has 3-DOF. The table part can move to
the height z, the pitching 6, and the rolling 6, directions by four voice coil motors (VCMs).
Fig. 9.2 shows the structure of the table part. The four VCMs are under the four corners
of the table. The gravity canceller is under the center of the table. The gravity canceller
cancels only gravity of the table part with air press.

Nano-stage II has two linear encoders both sides of the table part in Fig. 9.1. The
sensor header mounts of the two linear encoders are shown in Fig. 9.2. Calculating the
center position of the table with the two linear encoders, the position is assumed as the real
position of the stage. Then, four linear encoders for the VCMs are on the inside of the VCMs
under the four corners of the table. The four linear encoders can measure the positions of
the VCMs in a local coordinate based on the stage. The sensor header mounts of the four
linear encoders are shown in Fig. 9.2. Thus, Nano-stage Il has six linear encoders totally.
The resolutions of all linear encoders are 1 nm/pulse.

Moreover, the table sensors are over the table in Fig. 9.1. These sensors can measure
the positions at the points of table in the global coordinate. In this chapter, these positions

are evaluated in the local coordinate.

9.3.2 Characteristics of Nano-stage Il

The plant model of the translation x is
x be

Pys) = — = 20 (9.1)

Uy 24+ ags
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Figure 9.2: Structure of table part.

Linear motors

Figure 9.1: Overview of Nano-stage II.

The input u, is the current reference of the linear motors. Here, a PI current controller is
designed for the current loop to be first-order system whose band frequency is 500 Hz. The
current loop is not included in this model.

The other models of the table are gotten by transform matrices. The inputs .y, .9, 4.3

and u.4 of VCMs in Fig. 9.2 are transformed into the inputs w., up, and ug, by

r 1 1
Uz1 4 2Ly, 2L2a
oo 1 1 1 Uz
z 4 2L 2L
o= e e | (92)
23 4 2Lya  2Lza u
u 11 1 Oy
#4 4 2Lya e

The positions 21, 2o, z3 and z4 of linear encoders for VCMs are transformed into the positions
z, 0, and 0, by

1 1 1 1 “1
< 1 1 1 1 %
_| 1 1 1 1
0. |= 2Lys  2Lys  2Lys  2Lys (9.3)
11 1 1 “3
Yy 2Lz 2Lz 2Lz 2Lzs >
4
The plant models of the height y, the rolling 6, and the pitching 6, are
z sz
P.(s) = = = : 9.4
(5) u, s+ a8+ ay (9-4)
990 beO
Py.(s) = = = , 9.5
’ (S) Uy 32 + gz1S + Agao ( )
) b
Ppy(s) = - = 2 (9.6)

Ugy 52 + Qgy1S + Qyy0

Fig. 9.3 shows the frequency responses of all plants in measurements and models.
Then, the structure of the table part was analysed by both FEM analyses and experi-

mental modal analyses. The modal patterns of both FEM analyses and experimental modal
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Figure 9.3: Frequency responses of plants.

analyses almost coincided. Fig. 9.4 shows the modal patterns. Here, note that the sensors
of VCMs are under the four corners of the table in Fig. 9.2. For example, in modal pattern
of Fig. 9.4 (a), the four corners of the table are vibrating at 314 Hz in the same direction z.
Therefore, sensor position z including the vibration at 314 Hz is measured. In the frequency
response of the height z of Fig. 9.3 (b), the resonanse mode at 314 Hz can be recognized.
In the same way, the others modes in Fig. 9.4 can be recognized in the frequency responses

in Fig. 9.3 respectively.
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Figure 9.4: Modal patterns of table part.

9.4 Control System Design

9.4.1 Feedback Control Design

Feedback controllers are designed for the plant models respectively based on pole placement
design. A PID position controller is designed for the plant of the translation x, as the band
frequency of the position loop is 10 Hz. For the other plants, [-PD position controllers are
designed. The band frequencies of the position loop are 50 Hz, 20 Hz and 20 Hz for the
height z, the rolling 6, and the pitching 6, respectively.

9.4.2 Proposed System

The proposed system is based on PTC and a decoupling control for a coupling term between

the translation and the pitching.
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Figure 9.5: Frequency responses of coupling term.

The stage is driven dynamically in x direction. PTC is applied for the control system of
x axis in order to control the translation x fast and precisely.

Then, the coupling term exists between the translation x and the pitching 6,. Fig. 9.5
shows the frequency response from the input u, to the pitching 6,. A decoupling controller
is designed in the control system of 6, axis for the coupling term. The coupling term is
modeled as

G(s) = w
. bd484+bd383+bd282+bd18+bd0 (9 7)
ad656+ad5s5+ad454+ad3s3+ad252+ad13+ad0 ' .

This model is a minimum phase system.

A decoupling term which is added to the input ug, can be designed as P(;G (s) in contin-
uous time. Here, the relative degrees of both P, (s) and G(s) are just 2-order respectively.
Thus, the decoupling term PejG (s) can be designed because the system is a biproper min-
imum phase system. The discretized model Pez/lG [z] by Tustin transform is applied to the

control system. Fig. 9.6 shows the proposed system.

9.5 Experiments

Experiments are performed by three steps. The specification of the sampling periods is
shown in Table 9.1. First, the control system which consists of only feedback controllers
is performed. The target position trajectory is based on 5-order polynomials. The target
position and velocity trajectories are shown in Fig. 9.7. These trajectories in time 0 s to

0.5s8, 1stol.5s, 2sto25sand3sto3.5s arein acceleration and deceleration regions.
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Figure 9.6: Proposed system.

Table 9.1: Sampling periods.

T, T, T,
0.4ms | 0.2ms | 0.2 ms

These trajectories in time 0.5 s to 1 s, 2.5 s to 3 s are in constant velocity regions. These
trajectories are same below experiments. The position errors in all axes are shown in Fig.
9.8(a). The position error of the translation = in acceleration and deceleration regions is
worse without a feedforward controller. In the same region, the pitching 0, is influenced by
the translation x response.

Second, the control system which consists of PTC in x axis is performed. The experi-
mental results of PTC are shown in Fig. 9.8(b). In acceleration and deceleration regions,
the position error of the translation x is improved. However, in constant velocity region, the
error is vibrating at 5 Hz which is 2-order harmonics caused by unbalanced three phase of
the linear motors. In this chapter, it is not improved any more although a compensator for
the harmonics is available.

Finally, the proposed system is performed. The experimental results of the proposed
system are shown in Fig. 9.8(c). In acceleration and deceleration regions, the position errors

of not only the translation x but also the pitching 6, are improved by the decoupling control.

9.6 Summary

In this chapter, a 4-DOF precision stage, which was named “Nano-stage II,” was designed and
fabricated for precise position control including the structure of the table part. A control

system which was based on PTC and a decoupling control for a coupling term between
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Figure 9.7: Trajectories.

the translation and the pitching was proposed. Experiments were performed to show the
advantages of the proposed system.

In future works, improvement of the position control of the translation x in constant
velocity periods and coupling models which influence the height z and the rolling 6, are

considered.
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Chapter 10
Conclusion

In this dissertation, applications of multirate control techniques to high-precision stages
were introduced, and then multirate control techniques which extended to power electronics,

sensors and mechanics around control techniques were established.

From chapter 2 to chapter 4, PTC method based on multirate feedforward control were
applied to practical precision stages which required not only fast and precise positioning but
also synchronous position control and attitude control. In chapter 2, appropriate modeling
of the step stage and the gantry stage was performed. Vibration suppression PTC [21] was
applied. Especially, the feedforward control was quite effective to large-scale high precision

stages which had the resonance modes.

In chapter 3, a novel synchronous position control system based on multirate control was
proposed for a pair of precision stages which were designed by PTC in previous chapter.
The proposed synchronous position control consists of the PTC and the observer, and can

compensate the dead-time of the system.

In chapter 4, an attitude control based on multirate control was proposed. The distur-
bances via the driving force in the translation direction and the surface shape of the stage
were modeled. In the proposed attitude control, the disturbance information is utilized as
the target trajectory. Therefore, the disturbance can be rejected in high frequency band-
width even though the sampling time of the sensor is much longer. These proposed multirate
control techniques for practical precision stages were performed in experiments, and then
effectiveness of these techniques were evaluated.

From chapter 5 to chapter 9, multirate control techniques which extended to power elec-
tronics, sensors and mechanics around control techniques were established. In chapter 5,
multirate PWM control which combined multirate control with modeling based on PWM
pulses of the inverter was proposed. This is a novel multirate control technique which intro-
duces power electronics technique with considering dynamics of the inverter. Experiments

with an experimental high-precision stage were performed to show the advantages of the
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proposed control technique.

In chapter 6, it was shown that multirate control technique with considering dynamics
of the driver was effective in not only position control but also speed and current control.
The proposed control technique can satisfy both reduction of switching loss of the driver and
the tracking performance. Moreover, the robustness of multirate feedforward controller was
verified both theoretically and experimentally.

In chapter 7, an observer which can estimate state variables with reducing the quantiza-
tion error of the encoder was proposed. The proposed observer based on multirate control
utilizes the difference between the updating time of the observer and the sampling time of
control input. Experiments with experimental precision stages were performed to show the
advantages of the proposed observer.

In chapter 8, another position sensor was applied to a high-precision stage in the case
that it was difficult to change the structure additionally. It was shown that it was possible to
design a novel feedback control which not only had high bandwidth but also was absolutely
robust against the resonance mode parameters. Finally, the proposed control design was
generalized to the general 2 inertia system.

In chapter 9, a new experimental 4-DOF high-precision stage was designed and fabri-
cated. The structure of the table part was analyzed by both FEM analyses and experimental
modal analyses, and then relationship between the mode shapes and plant characteristics
was demonstrated. Moreover, control systems in chapter 2 and 4 were applied to the stage,
and experiments were performed to show the advantages of the control systems.

Application examples in these chapters showed that the performance of the proposed
methods was superior to that of the conventional method and it is possible to apply to
practical precision stages. These facts showed that this dissertation gave a big contribution
to the subject of precise positioning. Moreover, this dissertation succeeded establishing of a

novel multirate control techniques which extend to power electronics, sensors and mechanics.
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Appendix A

Derivation of Equations (3.12) and
(3.13)

im[kj — Ngm + 1] - Azmim[k‘ - ndm]"'bzmum[k - ndm]
+H(ym[k] _Cdmﬁ:m[k_ndm] - ddmum[k_ndm])

Tk — nagm +2] = An@nlk — ngm + 1] + bonunk — ngm + 1]
m k - m
= Az«mﬁjm[k - ndm] + [Azmbzma bzm] N [ d ]

Uk — Ngm + 1]

+AzmH(ym [k] - Cdmim [k - ndm} - ddmum [k - ndm])

In the same way,

Tnlk] = A.n@n[k — 1]+ bopu,[k — 1]
U [k — M)
= Al [k — ngm) + [Aggnm_lbzmv A:fnm_szmv o b

Um [k — 1]
+AZ1erLm_1H(ym[k] _cdmi'm[k_ndm] - ddmum[k_nde

(3.12) is obtained. From this equation,

enlk] = @lk] — @nlk]
= AL (@ [k — nam) — B[k — ngm]) — AL H Cam (T [k — Nam] — Em[k — 11gm))

= (Aldm — AZgyb_chdm)em[k — Ngm)

(3.13) is obtained.
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