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ABSTRACT

Networked control systems are becoming increasingly important as industries focus on -
distributed computing in automation. For the industrial requirement, the system must combine
safety with realtime demand. In real-time networked control systems, the real-time
requirement is much more difficult to obtain for motion control systems than with other
applications. For effective high performance motion control, demand data and feedback data
must be transmitted synchronously, with very short cycle times and low latency. Any
transmission delay represents a phase delay in the control system, which limits the achievable
gain and the effective response time of a machine. For the existing networked control system, it
is difficult to shorten the sampling period because of the limited data rate. Hence, we proposed a
high speed networked control system using sigma-delta modulation for the servo system

In this paper, sigma-delta modulation is adopted to realize high speed data transmission and
data compression. In this way, it can meet the requirements of the control and communication
system for high speed sampling and real time. Next, the novel noise compensation scheme is
presented. An FPGA solution is provided to realize the proposed system. Finally, the proposed
high speed system is implemented with a 0.6-us sampling period position control system using a
servo amplifier; a 10-us cycle time networked control system is realized in the experiments. In
the current control system, the 100 kHz PWM inverter was designed. The total execution time of

the controller and communication was 1.82 us. The system performance was demonstrated by

IT



numerical experimental results. The abovementioned features of the proposed system allow the
achievement of a much higher real-time performance than the existing real-time networked

control system
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Chapter 1
1 Introduction

1.1. Background of the research

Continuous improvements in automation and the growth of production scales in manufacturing
have resulted in the increased use of communication technology in control systems. Networked
control systems are control systems comprised of the system to be controlled and of actuators,
sensors and controllers, whose operation is coordinated via a communication network, as shown
in Figure 1-1.

Control systems with spatially distributed components have existed for several decades. In the
past, components of such systems were connected via hardwired connections, and the systems
were designed to bring all the information from the sensors to a central location. Today, improved
technology allows for low cost processing power at remote locations via microprocessors and
information that can be transmitted reliably via digital networks. These technology driven
changes are fueled by the high costs of wiring and the difficulty in introducing additional
components into systems as requirements for their use change. Consequently, networked control
systems have been increasingly applied in a wide range of domains, including mobile sensor
networks [1], remote surgery [2], automated highway systems [3], robotic systems [4], bilateral

teleoperation systems [5] and networks in automobiles [6], aircraft and manufacturing plants.



Control lerp------- Control ler

Figure 1-1: Networked control systems architecture
Networked control systems research lies primarily at the intersection of three research areas:
1) control systems, 2) communication networks and information theory and 3) computer science.
Recently, networked control systems have greatly benefited from developments in information

theory and computer science.



1.2.  Motivations and outline of the paper

Since the advent of fieldbus [56] system, such as CAN [7], PROFIBUS [58], P-Net [59],
networked control systems have undergone large improvements and received a great deal of
attention. Along with developments in communication technology, the field of networked control
systems has been progressing quickly. For example, networked control systems are commonly
used in motion systems, in which the synchronization of different nodes is required. When the .
movements of various axes in a machine tool or a robot must be coordinated to follow a precise
path, this requires the support of a network. In such a éystem, this is a tough requirement to
meet. For instance, a robot controller based on the time triggered approach will read the
positions of the joints to calculate the absolute position of a robot’s extremity. If the positions are
not sampled at the same time, then the calculation will be wrong and the controller will
determine the wrong position for the robot.

Currently, several networked control system solutions have been proposed to meet this
requirement. Buses used for distributed motion control include Ethernet, IEEE 1394, RS
232/485 and so forth [9]. In particular, the use of Ethernet is highly appealing, as Ethernet
modules can operate at a distance as much as 85 meters from the host controller. In addition,
Ethernet-based motion control and measurement devices allow complex automated
measurement with the separate nodes connected by a single master controller, while standard
Ethernet is incapable of meeting the requirements of real time. Different propositions exist for
modifications of Ethernet technology. In principle, there are different approaches to building a
real-time Ethernet solution [8], [55]. One is to maintain the TCP/UDP/IP protocols unchanged
and concentrate all real-time modification in the top layer. This structure is the basis for
Ethernet/IP, Modbus/TCP and so forth. Others the TCP/UDP/IP protocols are not adopted, which

can be increasingly achieved as real time is performed. SERCOS III [10], [60] (its own standard



IEC 61491), Powerlink (defined by Bernecker and Rainer and supported by the Ethernet
Powerlink Standardization Group), PROFINET (defined by manufacturers and supported by
PROFIBUS International) MECHATROLINK-III (deﬁn.ed by Yaskawa Electric) and others are
based on this approach. SERCOS III communication consists of two different logical
communication channels: the real-time channel and the non-real-time channel. The sequence of
transmitting synchronization, RT data telegrams and IP telegrams is repeated every
communication cycle. The values for a communication cycle are 31.25 us, 62.5 us, 125 us, 250 us
and integer multiples of 250 up to 65000 ps.

Modern control systems‘ take from each axis multiple demand inputs and multiple feedback
inputs, such as actual torque and velocity, to compute new target data for each motor. For
effective high performance control, demand data and feedback data must be transmitted
synchronously, with very short cycle times and low latency. Any delay in transmission represents
a phase delay in the control system, which limits the achievable gain and effective response time
of a machine. Distributed applications in control environments require tight synchronization in
order to guarantee the delivery of control messages within defined message cycle times (typical
times are given in Table 1-I [49], [50]). Cycle time includes the time taken to acquire feedback
data, perform matrix computation and transmit new target data. The key technological elements
that are required to achieve this are a fast synchronous network and a fast processing engine.
Traditional Ethernet and fieldbus systems cannot meet cycle time requirements below a few
microseconds, as shown in Table 1-II. The fastest existing system, SERCOS III, features a
31.25 us cycle time for eight nodes.at a communication data rate of 100-Mb/s. In addition,
shortening the sampling period is difficult because of the limited data rate. Hence, several
researchers aim at reducing the amount of information transmitted over the communication

channels with data compression methods [11]. Some recent papers have focused on the



quantization problem caused by the limited channel rate [12]-[17]. Other researchers have
focused on developing a new control theory under communications constraints [16], [17], and yet
other researchers have focused their efforts on implementing low data rate systems for control
purposes [14]. The problem of linear system stabilization under sampled encoded measurements
has been studied [12], [13], based on a dynamically adjustable “zoom-in/zoom-out” quantizer.
More recently, time invariant memoryless logarithmic quantizers have also been proposed [14],
of which the networked control systems employ control sampling periods of microseconds or
milliseconds. However, for robotic systems or high ‘speed, high precision multi axis drive systems,
a greater number of drives and a shorter cycle time are required to assure reliability and provide
the desired performance.

In this paper, the proposed networked control system focuses on the motion control system and
aims to realize a much shorter cycle time than that of the existing system. For the servo control
system, the existing networked control system provides the solutions on the master controller to
the servo amplifier level. In the proposed system, the AC servomotor minor current control loop
is élso considered. The communication channels are all real time with a bandwidth of 50 MHz
working serially. The information to be transmitted is compressed using sigma-delta modulation
(SDM), which can reduce the utilization ratio of bandwidth. With this communication protocol,
the system can achieve much higher real-time performance than the existing systems. Hence,
the proposed system works at a cycle time of 600 ns, without considering the minor loop of the
AC servomotor, and at a 10 ps cycle time with a PWM rate of 100 kHz. This is a much higher rate
than the existing systems. On the other hand, existing networked control systems often use
cyclic redundancy codes (CRC) or checksums and parity codes to detect noise over the
communication channels and compensate for it with the ACK method. In the proposed system,

noise compensation is performed by control law, which can ignore the time required to use the



ACK method and reduces the traffic of the communication channels.

Table 1-T  Typical Cycle Times for Control Applications

Control Application Typical Cycle Time
Low speed sensors (e.g. pressure, temperature) ’ Tens of milliseconds
Common electro-mechanical devices (e.g. relays, breakers, solenoids) milliseconds
Motion control (e.g. robotics) ‘ Hundreds of microseconds
Precise motion control (e.g. high speed packaging, printing, robotics) Tens of microseconds
High speed electrical devices (e.g. synchrophasor measurements) Microseconds
Electronic ranging (e.g. fault detection, triangulation) Microseconds

Table 1'I  Comparison of the existing networked control system with proposed system

CAN SERCOS III Powerlink Profinet-IRT Mechatrolink ITT Proposed system
Min.Cycle Time 1ms 8 axes @ 32.5us 200us 200us 4 axes @ 125us 10us
Bandwidth 1Mbps 100Mbps 100Mbps 100Mbps 100Mbps 50Mbps




Since the invention of the field programmable gate array (FPGA) by Xilinx in 1984, FPGA
technology has undergone tremendous development and continues to gain momentum. The
worldwide FPGA market is expected to grow from $1.9 billion in 2005 to $2.75 billion by 2010.
FPGAs have gone from being simple glue logic chips to actually replacing custom application
specific integrated circuits (ASICs) and processors for signal processing and control applications
(18], [19], [20], [36].

At the highest level, FPGAs are reprogrammable silicon chips. An FPGA is defined as a matrix
of configurable logic blocks, linked to one other by an entirely reprogrammable interconnection
network. The memory ceils control both the logic blocks and the connections so that the
component can fulfill the required application specifications. The adoption of FPGAs across all
industries is driven by the fact that FPGAs combine the best parts of ASICs and processor-based
systems. For example, FPGAs provide hardware-timed speed and reliability, but do not require
high volumes to justify the large upfront expense of custom ASIC design. In addition, while
reprogrammable silicon has the same flexibility of software running on a processor-based system,
it is not limited by the number of processing cores available. Unlike processors, FPGAs are truly
parallel in nature. Therefore, different processing operations need not compete for the same
resources. Taking advantage of hardware parallelism, the computing power of FPGAs exceed
that of digital signal processors (DSPs) by breaking the paradigm of sequential execution and
accomplishing more per clock cycle. FPGAs offer flexibility and rapid prototyping capabilities in
the face of increased time-to-market concerns. They allow the testing of an idea or concept and
its verification in hardware, without going through the.long fabrication process of custom ASIC
design. Furthermore, FPGAs are not easily duplicable because of their specific architecture. Due
to these benefits, FPGAs are used in a variety of industries and applications, such as wired and

wireless communications [21], signal processing [22], [23], [24], embedded control systems [25]



and robotics [26], [27], [28]. Moreover, FPGAs have already been used with success in many
different electric system applications instead of solutions involving DSPs. Naouar et al. present
the interest in implementing digital controllers for AC machine drives using FPGA [29]. ON-OFF
current controllers, PI current controllers and predictive current controllers have been designed
and implemented on FPGAs, whose calculation time are 2.64 ps, 2.64 us and 4.52 us respectively.
The quality of the regulated current is significantly improved, mainly due to a very important
reduction in execution time delay, which is only a few microseconds. This time reduction derives
directly from the possibility offered by FPGAs to désign very powerful dedicated architectures.
Yokoyama et al. present a néw method for the real-time digital feedback control of a three phase
PWM inverter, in which a deadbeat control is realized with the use of an FPGA [31]. Simulations
and experimental results verify that the FPGA'bésed deadbeat controller can provide a good
performance with the total calculation time of 1.15 ps. Similarly, S. J. Henriksen et al. propose
an FPGA solution for an induction machine digital current controller [32]. In [34], the authors
present a sensorless neural network-based induction motor control scheme, developed by
following a holistic approach to electronic system modeling and controller design, and give the
practical example with an FPGA implementation. The FPGA solutions for motion control have
also been widely used. In [5], the authors describe a high performance bilateral teleoperation
FPGA-based controller with a disturbance observer. The implementation of FPGA resulted in the
significant reducing of the sampling period of the controller and the consequent widening of the
bandwidth of the force estimation, whose sampling period is 10 us.

In this paper, an entire FPGA solution is.provided for not only the communication system but .
also the position controller and the current controller. This paper shows the development of a
high speed real-time control and communication system, with communication channels

connecting the controller and the controlled plant. The communication system uses sigma-delta



modulation to compress the transmitted data. The system gains communication efficiency
through this modulation method and successfully compensates for noise over the communication
- channels by setting the compensation channel and the designed servo controller.

In chapter two, a novel high speed real-time control and communication system is proposed.
The structure of the system, including the remote control system and the communication system,
is presented. In the communication system, the modified sigma-delta modulation is employed to
coding source between the both sides of the proposed system.

In chapter three, the application to the servomotor system is presented. The controlled plant is
treated as a servomotor, which is driven by a servo amplifier. Thus, the voltage of information,
which is the reference of the servomotor generated by the remote controller, is transmitted over
the communication channels. For the noise over the communication channels, the designed
controller can compensate for the noise over the reference channel (channell in Figure 2-1), but
the noise over the feedback channel (channel2 in Figure 2-1) cannot be compensated for because
this noise is unobservable. To compensate for the noise over channel2, we designed the
compensation channel (channel3 in Figure 3-7). The scheme of channel3 is presented in this
chapter. The simulation results are also given in this chapter.

In chapter four, an extended system is proposed to compensate for the sampling speed
limitation of the servo amplifier. This system considers the minor current control loop of the
servomotor. The simulation results are shown, and the novel noise compensation method is also
proposed in this chapter.

In chapter five, the error distribution for the proposed communication system 1s presented.
The difference in error distribution causing the coding scheme of the sigma-delta modulation is

also discussed in this chapter. For the safety level in the industrial environment, a discussion of

the proposed noise compensation scheme is also included.



In chapter six, the FPGA implementation for the proposed networked control system is
developed, for its achievement of high speed and high performance levels. Here, the architecture
of the circuit based on an FPGA is described. The FPGA solution for the proposed system is
divided into two parts: one is the communication system solution, and the other is the control
system solution. In the control system solution, the position controller and the current controller
are implemented in floating point.

In chapter seven, the experiments for the motor drive as a servo amplifier are performed to
illustrate the performance of the proposed system. IThe experimental setup is described, and the
results for the noise are also given in this chapter. Through this chapter we can confirm the
validity of the proposed system. For the FPGA solution system, the control cycle is 600 ns, which
is significantly higher than that of the existing networked control system.

Chapter eight features the experiments using a current control loop with the FPGA solution,
which were performed to illustrate the proposed system’s performance. The experimental setup
is described, and a 100 kHz PWM is realized, with the controller execution time of 1.82 us. The
cycle time of the proposed networked control system is 10 ps. The position response results of the
motor are also given in this chapter.

In chapter nine, the paper is concluded with a summary.

.10..



Chapter 2
2 Configuration of the Real-time Control

System with High-speed communication links

2.1. System overview
The structure of the control system with communication channels is given in Figure 2-1. In this
system, the controller and the plant are connected via communication channels. The channels
transport digitized information from the controller to the actuator node and also convey sensor
information back to the controller. As the solution for the bandwidth limitations of digital
communication channels, the sigma-delta modulation is utilized to reduce communication traffic.
The controlled plant is represented by a servomotor. Compensation for noise for the
communication channels has also been included in the system’s design. On the other hand, as

the proposed system is to be applied in short haul connections such as a robotics system, the

transmission delays are neglected.
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Figure 2-1: Configuration of the control system with communication channels

2.2. Communication system design

This problem is relevant in the area of networked coﬁtrol systems, where several applications
call for data compression algorithms aimed at reducing the amount of information that may be
transmitted through communication channels and therefore permit a better resource allocation
and an improvement of the permissible closed loop system data rate.

In the proposed system, we utilize sigma-delta modulation to compress data in the
communication system. sigma-delta modulation has been used in numerous signal processing
applications, including A/D and D/A converters, FIR and IIR filters, AM/FM modulators,
correlators, multipliers, frequency synthesizers and synchronizers [22], [40], [41]. Using
sigma-delta modulation, various signal-processing application circuits can be designed to achieve

high bit resolution with low hardware cost. Sigma-delta modulation can convert the large

-12.



bit-width data format to a one-bit format, reducing the traffic in the communication channels.
The sigma-delta modulated data stream is low-pass filtered to reduce the quantization noise;
thus, it meets the requirements 'of the control/communication system for high speed sampling
and real-time operation. The fundamental difference between the proposed sigma-delta
modulation and the classic version is a three level (1, 0, -1), two-bit dynamic quantizer instead of
the conventional two levels (1,-1), which codes by one bit.

For the motor control system, the information to be transmitted includes position, velocity,
torque, current, voltage and so forth, all of which ére unbroken curves and are rated. For the

position channel and current channel, if A, and A; meet the following conditions, the band

will be satisfied.

A 2]1: ) nmax ° T
2 2 e T
60 @2.1)
A > Imax .T
! T

Where Tis the sampling period, n_, is the motor rated maximum speed, I, is the motor
rated maximum instantaneous current and 7, is the motor electric time constant. Therefore,
the sigma-delta modulation can be applied to a networked control system for motor control.
Additionally, using sigma-delta modulation allows the sampling period to be increased to safe
the sigma-delta modulation band, and the values of the motor are rated. On the other hand, we
designed the additional channel to compensate for the noise, for which the controller cannot
compensate. The channel not only compensates the noise over the channel but also satisfies the

band of sigma-delta modulation.
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2.2.1. Delta modulation

Delta modulation is the simplest form of differential pulse-code modulation (DPCM) where the
difference between successive samples is encoded into mbit data streams. In delta modulation,
the transmitted data is reduced to a omne-bit data stream. In the proposed system, the delta
modulation is modified to a three level output with a two-bit data stream. It is based on
quantizing the signal change from sample to sample, rather than the absolute value of the signal
at each sample. The function is shown in Figure 2-2, where the equation is

1 if  uk)-ufk-1)=Au
u,(k)=40 if |u(k)-ulk-1)<Au
-1 if u(k)-uk-1)=-Au

2.2)

where Au is a quantum unit of the discrete system model.

TN
Amp | itudeA \
é \//

~+Y

to tv t2 t3 td 5 te t7
Time

| | ]

1o tr f2 tsl ta 15 te ’t7
1 Time

~+VY

Figure 2-2: Function of delta modulation.
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2.2.2. Sigma modulation
Sigma modulation is the integrator that adds and subtracts the value from the output of delta

modulation. The function is shown in Figure 2-3, where the equation is

(k) = u(k =1) + Au-ug (k). 2.3)

Amplitude 1 \
\/

~+V

to t1 t2 ts3 t4 ts te t7
Time

Figure 2-3: Function of sigma modulation.
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2.3. Stability analysis for control system with

sigma-delta modulation communication links

We consider the systems with a linear feedback of the form

x =Ax+Bu

_ K& (2.4)

where A and B are controllable matrices, u(#)is the input, Kis the feedback gain and X is the
estimated value of x as obtained from the sigma-delta modulation process. Considering the

sigma-delta modulation in the feedback system, the error equations are

x=Ax+BKx

e . 2.5
X =A.c+BKX - A, sgn(x) @.5

where X =x—-X% andA, =A-BK. sgn(x) is the continuous time version of the sigma-delta

modulation with the value (1, 0, -1). Assume that A, is constant and has the following form

Au = AoI

nxn

where Ay =c- ”g(())“ . Here, further definitions and notations are given.

g=(xT,5c'T T
¢ >max(cs,cs¢s) > 0 ; ¢ =|2PBK]|| 5 ¢, =24, ;
c; =[2BK| ; C4=Cr+ G5 ;
2
C5=C3+£4~ ; Cg = A'mii_l
4(] v AminP +1

where A P and AP are the maximum and minimum eigenvalues of P=P'>0, and

g=A_ O isthe minimum eigenvalue of Q>0, solutions of PA, +ACTP =-0.
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Consider the quadratic Lyapunov function V = P+ 7% , and the V is given as

Vs—gbd” + cilpflel + colelfEl + csliEl - Aol <

— o + el + o3 - A < 2.6)
T 5
~ 2 x
- (”xl’lx") ¢ A’VQ——C?‘ (“§“J
2 |#

2
If the value of A,, such that q(ﬁ —-c3)> % , we can see that V 1is negative. Nevertheless, this
X

condition by itself does not define the domain of attraction. For this, C. Canudas-de-Wit et al give
the proof in [53]. From [53] the relation A, > cs|g| is obtained.

For the observer system shown in Figure 2-4, the state function can be given as

X=Ax+ Bu

y=Cx

u=Fi+Cyx,

i=Af+Bu+H(®-2) 2.7
Xy =Ax, + B, (V-2)

e=X—-x

z=Asgn(y)

\ 4

@]
\
-

Z A

observer |
A
+ X
e
+

Q -

<>

Figure 2-4: Block diagram of observer with sigma-delta modulation

.17.



where x€R", 2eR”, x, €R™, A€K™, BER™, CER™, A ER™, B, eR™, CqEERl"'” ,
and A,is stable. z is the output of sigma-delta modulation. F and H are the feedback gain to
guarantee A, =A+BF and Ay =A+HC are strictly stable. X, are the state of estimate by

the observer. From equation 2.7 the error equation is

x Ap BF BC, 0 ][x 0
0o -
dle|_ HC Ay Hile N 0 2.8)
at|x,| |B,C BC A, -B,||x, 0
z 0 0 0 0 ||z Asgn(y)

Here, further definitions and notations are given. Ao, Aunp2:Amngs are the minimum

eigenvalue of 0, >0,0,>0,0,>0 , solutions of A,"B +BA;" =-0, , Ay B, +PA," =-0, ,
AP +PAT =-0,, where R =B’ >0,P=F">0,h=P">0.
Using  the same method in [53], consider  the lyapunov  function

V=x"Bx+ e'Pe+ qu Pyx, + 27z, Evaluation 1% along solutions of equation 2.8 gives

w r[ Ain g1 - (|B.BF| +|P,HC]) —q}’quCH+”PIBCq”) 0] 1

: el "qlPlBF |+~ ZHC") Amin 02 —HPquC” IPH| I

Vool [Fleacllpacl)  rmel e Rl
“Z” 0 ”PZH “ ” P, Bq“ ﬁ ’]z“

From here we can see that V is negative as long as the matrix in the equality above is positive

define. If the value of A, such that

P8, |+ Aria | HE -G [BiB, | + G HIL) - P H I [P H ]~ Ao EJPLB, |~ Amings Ao s | - LG B,B, )
Amin 01 min 02 Mmin03 — ()\m af > +2GEL + AmingsG 2+ Armin QZLZ )

As 178, “(}‘min 1A min 02 |z

(2.10)

where G=|BBF|+|P,HC|, E=|PB,C|and L=|RB,C|+|RBC,|are defined. || is the initial

conditions. Here, the relations A, g gatings ~ iG> + 2GEL + Ao 03G% + AingpI2)> 0 and

Aingirmingz =G> > Oneed to be met.
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Chapter 3
3  Application to Servo Motor Control

without Considering the Current Control Loop

In the previous section, the system structure and the sigma-delta modulation are introduced. For
the proposed networked control system, this paper focus on the motion control with the real-time
communication links. It is desired to provide a high-performance solution to robotics system. For
almost robotics systems, the servo motor is adopted to constitute actuators. So the robotics
system can be considered as a multiaxial servo system. Hence, in the proposed system the servo
motor is treated as the controlled plant, and the controller is designed according to the servo
system to provide a high performance position control.’A type 1 servo controller can compensate
for step disturbances on the input. In this paper a two-degrees-of-freedom controller is employed
to realize the developed control system. The control system configuration is shown in Figure 3-1.
Figure 3-2 shows the configuration of a two-degrees-of-freedom control system with a

communication system using sigma-delta modulation in Ztransform domain. The transfer

function can be simply given as

u=|[C; Cz][;] (3.1)

where u is the controller output, the controller functions are expressed by C,,C,, where r is

the command input, and y is the plant output

-19-



Y

C.

50

(e

| IR VRS-

-

U(k+1)
—

Y

+ ! + noise
Figure 3-1: Configuration of the two-degrees-of-freedom control system
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Figure 3-2: Configuration of the control system with sigma-delta modulation in Ztransform.
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3.1. Position controller

A servo motor is treated as the controlled plant to verify the developed system by numerical
simulation. The nominal model of the controlled plant is expressed as

K
P o= .
" (JIS'{".BH)S ’ (3 2)

whereB, and K, are

B - KeKTR+ R,D, ’ (3.9)
K, - % , | (3.4)

whereR, is the rotor resistance, K, is the CEMF constant, K, is the torque constant, D, is

the friction coefficient and J,is the motor inertia. The command-input response of the

closed-loop system is

G - L 3.5
7252 + 285 + 1 35

and the complementary sensitivity function to be

2w,5+1 a)cz
Q=(Sz+(w.s'+a)2 s+,) 5.6

where tis the response-time constant, and wc is the damped frequency. This provides the

following controllers [38], [39]:

G (B,+ J,s)(s3 +25%w, + 250, + wcs)
] =

- ) 3.
P(-Q)  K,s(s+20, i+ s%2 +25%) 5.7
= Q - (Bn + JIS)(ZS + a)c)a)c2 (3 8)
27 P,1-0) K,s(s+20,) '

The specifications of the motor and the parameters of the controller are shown in Table 3-1.

The input-channel quantization value Au,, , and the output channel quantization value, Au

out

are set to 10.0/256[V] and 0.57/4096[rad] respectively. The simulation is written in C. To
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verify the resistance to noise, the noise is set to be about a 3% bit error over the communication
channels. For example, the switching period of the pulse-width modulator (PWM) inverter is
20 us (50 kHz carrier frequency) and that of the position-control system is 0.6 us. With this
condition, the bit error will occur at a level of approximately 3% because of the PWM switching
noise. This is a realistic noise level for real conditions. The two-degrees-of-freedom control
system can be transformed to Figure 3-3 [38]. Hence, we can observe the equivalent-input
disturbance caused by the noise. Thus, it is possible to estimate and compensate for the noise by

the disturbance observer. The type 1 servo controller ¢, has this function.

Table 3-1 The motor specifications and the controller parameters

Rated Voltage 100[V]
Rated Current 0.66[A)
R, Rotor Resistance 2.8[Q]
L, Rotor Inductance 0.0011[H)
J Motor Inertia 4.96¢°[N-m-s?]
D, Friction Coefficient 3.543¢[N'm's]
Kr Torque Const. © 0157 [N'm/A]
K. CEMEF Const. 0.157 [V/rad/s]
T Time Const. 50 [ms]
. Damped Frequency 80 [rad/s]
£ Damping Coefficient 0.9
Au Quantization (input) 10/256 [V]
" Quantization (output) 0.57/4096 [rad]
Al Gear radio 0.02

.22-



1
S
ref G u % - y
> ) ——:Q—-‘.——-j P I >
SO 1 PR N P
X £, + | § |rnoise

Q

Figure 3-3: Disturbance observer type equivalent block diagram

3.2. Simulation

The simulation results for the noise over channell are shown in Figure 3-4. The simulation
results for noise over channell and channel2 are shown in Figure 3-5. Figure 3-4 shows that the
controller can compensate for noise over channell because controller C, has an integrator.
However, as shown in Figure 3-5, the system does not compensate for the noise over channel?2.
Theoretically, the noise over channel? is not observable. As a result, channel3 is added to
compensate for the noise over channel2. The system configuration is shown in Figure 3-7.
Because multi-bit format digital signals can be shaped into a one-bit format with sigma-delta
modulation, the wiring costs are much lower than for some parallel communication schemes.
Here, an n-bit parallel output signal from a servomotor side is transformed to a one-bit serial
signal every n sampling periods, and the controller side receives a one-bit signal from channel3
to be transformed into an nbit parallel signal in the same n sampling periods. Thus, the
controller side restores the signal transmitted from servomotor. However, if channel3 is affected

by noise, the restored signal will be compared with the output of the sigma modulation on the

.23-



controller side in the same sampling period, and'choose the best signal as the feedback signal
from the servomotor. Figure 3-8 and Equation 3.9 show the compensation process for noise over

channel3.

U channel 2 (t ) lf t=nl and Iuchannel 3 (t ) ~Uchannel2 (t )' >n
u(t) = uchannel 3 (t) Z:f t=nl and luchannel 3 (t) - uchannel 2 (t)’ =n (39)
U channel 2 (t ) lf t=nl

Here, the maximum variation every nth sampling period is assigned as the threshold. Therefore,
a threshold, n is chosen, that is the same as the bit-width in channelS. Figure 3-6 shows the
results when noise affects all channels. Clearly, the system can compensate for noise over all

channels.
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Figure 3-4: Response of the system with noise over channell.
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Chapter 4
4  Application to Servo Motor Control with

Considering the Current Control Loop

In chapter three, sigma-delta modulation is applied on an AC servo control system. However, the
current control loop of the system is employed by a servo amplifier, which limits the performance
of the proposed high-speed control systems. Hence, the aim of this chapter is to develop a
high-speed control and communication system while considering the current control loop for the

AC servo machine, which is driven by a 100 kHz PWM inverter.

4.1. System configuration

Figure 4-1 shows the block diagram of the development of the control and communication
system with communication channels connecting the controller and the controlled plant. The
controlled plant is represented by an AC servomotor. The control system is divided into two
parts’ one is the position control system that is located at the remote side, and the other is the
current éontrol system, which is located on the local side. The communication system transmits
the current reference and position information using sigma-delta modulation. The system gains
communication efficiency through this modulation method and can successfully compensate for

noise over the communication channels by setting the compensation channel and the designed

position controller.
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Figure 4-1: The block diagram of the proposed system.

4.2.  Current controller design
4.2.1. Deadbeat controller
The current control loop is the most fundamental and important control loop for any AC drive
system. If the current control loop has a very fast and accurate transient response, then, with
appropriate reference currents, the machine can be regarded as an ideal torque source, as far as
the outer loops are concerned. In this paper, the deadbeat control method [31], [54] is utilized to
control the firing time of the switches of the PWM inverter, and the space vector control method
is utilized to fire the switches. The PM motor is considered to be the controlled plant, which is

driven by the PWM inverter. The d-g axis model of the contralled plant is expressed as

i 0
Lt (4.1)
lqa J Lureq) fa }

where R, is the rotor resistance, L,is the rotor inductance, p =d/dt is the difference figure,

[Vda} [Ra + pLa - wreLa :,

Vaa w,.L, R, + pL,
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,, is the angular velocity of the magnetic, and @, is the CEMF constant. For the PM-motor
model daxis current i, =0 is kept by the current controller and the reluctance I, 4 =L, 1s given,
so the reluctance torque is nonoccurrence. The model of g-axis can be expressed as DC motor.

The function is

K
P = (—J;-;-EB-); (4.2)

and the state function is

x=Ax+Bu (4.3

The discretization model based on the switch firing time of the PWM inverter is

x(k+1) = Fx(k) + GAT (k) (4.4)
Where F and G are
[F, F, F;
F=|Fy Fyp Fyl=e'
Py B3y Py
(G, (4.5)
G=|G,|=e"""*BE
G5 |
The state variables are
x =1, (k)
JC2 = 0re<k) . (4.6)
x3 = wre (k)

E is the input DC voltage of the PWM inverter. From Equation 4.3, we can obtain the g-axis

current function

tg(k +1) = Byl (k) + F150,, (k) + By, (k) + GAT, (k) 4.7

where iq (k+1) is the current reference of g-axis. Then the firing time of the switch is
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byrey (k +1) = (B4, () + B8, (k) + Fi0,, (K))
Gl

AT, = (4.8)

With the same method, we can obtain the d-axis firing time of the switches from equation 4.1.

4.2.2. Space vector modulation
Once AT, g (k) and AT, 2 (k) have been evaluated using the deadbeat control method, they are
converted into AT, (k) and ATy (k) by Equation 4.9.

AT, (k)
ATy (k)

(4.9)

cos(8(k)) -—sin(B(k))][AT, (k)
[sin(@ (k))  cos(8(k)) J [AT 7 (k)J

Then, AT, (k)and AT4(k) are converted into the switching times for the three phases of the

inverter. Using the space vector modulation method, the inverter is to be fired with a double edge

modulation firing pattern.

Figure 4-2 shows the convention method [54] used here for the firing sequence of a three phase
inverter. The notation of the space vectors, such as (1, 0, 0) for V;, indicates which switch is

closed on the inverter. The firing time of each switch can be calculated from simple trigonometry,
as shown in Figure 4-2. The conditions required for particular sectors, the firing order of the

phases and the times for the phase firings appear in Table 4-1 [33].
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Figure 4-2: Space vector switching sequence for PWM inverter

Table 4-1 3 Phase Inverter Firing Times For Various Sectors

Condition for sector Firing Order L L,
Sectorl AT, >0;AT, > 0; AT, >+/3AT, [ AAAAD AT, -AT, /3 247, /3
Sector2 AT, > 0;AT, = 3|AT,| AAAAL - AT, +AT, /3 AT, +AT, /43
Sector3 AT, >0;AT, = 0;AT, <+/3|AT,| VoVaVaVsVy 24T, /3 ~ AT, ~AT, /3
Sectord AT, <0;AT, <0;AT, >3AT, VoVsV, VsV, -2AT, /43 - AT, +AT, /43
SectorS AT, <O;{AT,| = V3|AT,| VoVsVsVsVy ~AT, AT, /3 AT, -AT, /3
Sector6 AT, >0;AT, < G;|AT,| <+/3AT, IAAAAD AT, +AT, /43 — 24T, /43
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4.3. Position controller deSign

In the position control system, the type 1 servo controller can compensate for step disturbances

on the input, which is introduced in chapter 3. The current to position transfer function of

controlled plant is expressed as

K
P =—T
! (JS+B)S, (4.10)

where K7 is the torque constant, B is the friction coefficient and J is the motor inertia.

Using the same control law in chapter 3, the two degrees of freedom controller is

c o G _B+Is)s® 250, +250,” +0,°)
COR(-0)  Kps(s+20,)(L+s%0? +2578) (4.12)
. _ 0 (B +Js)(23+a)c)a)02
> P,(1-0) Krs(s+2w,.) 4.12)

where T is the response-time constant and @, is the damped frequency, G @ are the

command-input response and the complementary sensitivity function respectively, whose setup

was reported in chapter 3.
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4.4. Simulation
The input channel quantization value, Au;,, and the output channel quantization value, Au,,,,

are set to 8.0/256 [A] and 7/4096 [rad] respectively. The result with the step position reference of

1 [rad] is shown in Figure 4-3. From the response of the motor, we can confirm a reliable system

response.

The simulation result for the noise over channell is shown in Figure 4-4. This result shows the

designed position controller can compensate for the noise over channell because the controller
C,can estimate the equivalent input disturbance caused by the noise. However, the controller

does not compensate for the noise over channel2, as shown in F igure 4-5, because the noise over
channel2 is unobservable. Thus, the channel3 is added to compensate for the noise over channel?.
This compensation scheme was reported in chapter three. Figure 4-6 shows the result when

noise affects all channels. Clearly, the system can compensate for noise over all channels and can

provide the desired position response.
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Chapter 5
5  Bit Error Rate Analysis for proposed

communication system

For a control system with quantized feedback control values being communicated from
a controller to the plant over a noisy feedback channel, randomly occurring bit errors will
degrade the system’s performance. The extent of this degradation will depend on a
number of factors, including how noisy the channel is and whether control levels have
been coded in such a way that no single bit error in the specification of a control value
will cause the plant to use a value that is significantly different from the one specified.
Table 5-I [51] is a list of noise generating devices common to manufacturing
environments. In a motor system, the largest source of noise is electrical fast transient‘
(EFT), which is line disturbances caused by switching transients from nearby relays. A
list of different physical transmission media is given in Table 5-II [52]. According to the
standard IEC 61508, the residual error requirements are given in Table 5-1II [8]. Here,
SIL3 is the highest level found in traditional manufacturing and process applications,
which means that the average probability of failure on demand per hour. For the
proposed system, all three channels transmit 5 bit of data per cycle. In a single second,
500 kbit is transmitted, and in an hour, 1.8 Gbit is transmitted over the communication

system. To satisfy the SIL3, the error probability of transmitting one bit will be less than

-36-



0.56x107%.

Table 5-1  Sources of Industrial Noises

Type Noise Coupling mechanism

Motors EFT Local Ground, eonducted

Relays and Contactors EFT Radiated, Conducted

Welding EFT, Induction Radiated magnetic

Heating EFT Local Ground, Conducted, Radiated

Radio Communications Radio Frequency Radiated

Table 5-I  Typical bit error rates for various medias

Physical media Error probability
Cellular radio 1072 t 107
Infrared 10—4 to 10_6
Copper double wire 107 t 107°

Twisted pair (Differential) <10~

Fiber Optics <107

Table 5-III  Definition of safety integrity levels (SIL)

SIL3 1078 t 1077
SiL2 107 107
SILL 107 0 107°

(The average probability of failure on demand per hour)

In this chapter, the error distribution is presented, occurring by the bit error over the digital
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serial communication channels.
The definition of bit error rate (BER) is the ratio of the number of erroneous bits detected to
the number of transmitted bits. This can be expressed mathematically as

p=Lt (5.1
n

where the number of bit errors is ¢, the total number of bits transmitted is n, and the bit error

rate is set to the error probability of the twisted pair wire, p= 1077
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5.1. Error distribution over sigma-delta channel

In our proposed communication system, the control values are compressed by the modified
sigma-delta modulation and are transmitted by the digital serial communications. The output of
delta modulation exists in three states, which are defined as 1, 0 and -1. As the single over the
digital serial communication systems, a two-bit binary number for each packet is transformed.

The two-bit binary number is coded by the following operation:

00 if A=0
v, =401 if A=1 , (5.2)
11 if A=-1

Note that 10 is not used in this coding process, but it occurs anyway due to the noise. In the
event 10 occurs, the receiver will regard it as 0. In the control system, the three state coding
sequence can be assumed independent and identically distributed. Thus, the occurring
probability for each two-bit binary coding sequence is

P(00) = P(01) = P(11) (5.3)

According to these factors, the occurring error values for one packet are -2A, -A, 0, A and 2
A. For each coding sequence, the probabilities of each error value are
00 -4 %p(l-p)
vp=01—:10 -A  —p (5.4)

11 -2A %p(l—p)

10 0 %P(l'“P)
v, =00—101 A %p(l—p) ‘ (5.5)
I
11 -a X
P
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vp=11-110 A =p@-p) (5.6)

01 2A —?:p(l—p)

For the above formula, v, is the signal, which will be transmitted. The first column expresses
the signal by occurring noise, the second column expresses the error value, and the third column

shows the probability for each error value. Combining these, the error value distribution for one

packet is
(% p(l-p) error=2A
% p(2-p) error=A
€ = %p(l-p) error =0 (5.7)
-;7 p+p) error=-A
% p(l—p) error =-2A

Assuming that there are, at first, eight packets of data to be transmitted over the channel, if

and only if one packet bit error occurs, the error value distribution is
B =¢(1-p)*C} (5.8)

where C; is defined as

8!
18 -1)!

(5.9)

Thus, if and only if n packets bit error occurs, the error value distribution is
P, =e,(1- p)'*2"Cy (5.10)
where e, is the accumulation of e, and the cumulative process occurs 5" times. The error

value distributions for 1 to 8 packets occurring bit error are shown in Figure 5-1. In combination

with the entire events occurring in the eight packets of data, the error distribution is shown in
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Figure 5-2 and Table 5-1V, where the equation is V

8

n=

The probability for the error value being zero is

8

2 Csen(1-p)™* 7"+ (1= p)'° =1

n (16-2n) 16
E: Cle,(1-p) arroro + (1= P = 0.9999987
s
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Figure 5-2: Error distribution for sigma-delta channel with the coding scheme (00, 01, 11).

Table 5-IV Error distribution for sigma-delta channel with coding 00, 01, 11(p =1077)

Error Value Probability Error Value Probability

-16A 1.524e-60 16A 1.524e-60
154 1.219e-59 154 2.438e-59
“14A 3.657e-52 4n 3.657e-52
“13A 2.560e-51 13A 5.121e-51
-12A 3.840e-44 124 3.840e-44
“11A 2.304e-43 11A 4.609e-43
-10A 2.304e-36 104 2.304e-36
9A 1.152e-35 9IA 2.304e-35
8A 3.456e-29 8A 8.641e-29
QAN 3.456e-28 (AN 6.913e-28
“6A 2.074e-21 6A 2.074e-21
RTAN 6.222e-21 5A 1.244e-20
4A 3.111e-14 4N 3.111e-14
AN 6.222e-14 3A 1.244e-13
24 2.666e-7 2A 2.666e-7
1A 2.666e-7 1A 5.333e-7
0 0.9999987
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Here, another two-bit binary number coding scheme is given as the flowing operation:

00 if A=0
v =401 if A=1 (5.13)
10 if A=-1

Note that 11 is not used in this coding process. In this coding scheme, the receiver will regard
it as 0. The other factors are identical to the above coding scheme, and the error value

distribution for one packet is

[ % p2 error = 2A
p(l-p) error=A

ell = J % p? error =0 (5.14)
p(l—p) error=-A
-;— p2 error = -2A

The error distribution with this coding scheme is given in Figure 5-3 and Table 5-V. The
probability for the error value of zero is 0.9999987. Compared with the above coding scheme of
00, 01, 11, this coding scheme can achieve a lower probability for almost every error value except
for the error values of 1, 0 and -1; however, from Equation 5.14 and Equation 5.7, we can see that
it cannot provide a better performance than the above coding scherﬁe at the error value of zero.
In other words, the above coding scheme can achieve a much lower probability of an occurring
error. It should be noted that, in Table 5-IV and Table 5-V, the probability values are the same
for the error value of zero because the bit error rate is too small. For the bit error rate of 0.001,
the probability with the coding schemes from Equation 5.2 and Equation 5.13, and the

probability at the zero error value are 0.986765 and 0.9841773 respectively.
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Figure 5-3: Error distribution for sigma-delta channel with the coding scheme (00, 01, 10).

Table 5-V Error distribution for sigma-delta channel with coding 00, 01, 10( p = 1077)

Error Value Probability Error Value Probability

164 1.524e-60 16A 1.524e-60
154 1.828e-59 154 1.828e-59
-14A 3.657e-52 1A 3.657e-52
SEN 3.840e-51 134 3.840e-51
-12A 3.840e-44 124 3.840e-44
-11A 3.456e-43 1A 3.456e-43
-10A 2.304e-36 104 2.304e-36
9A 1.728e-35 9A 1.728e-35
-8A 8.641e-29 8A 8.641e-29
A 5.185¢-28 7A 5.185e-28
-6A 2.074e-21 6A 2.074e-21
5A 9.338e-21 5A 9.333e-21
4N 3.111e-14 4n 3.11le-14
-3A 9.333¢-14 3A 9.333e-14
-2A 2.666e-07 2A 2.666e-07
1A 3.999e-07 1A 3.999¢-07
0 0.9999987
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5.2.  Error distribution over compensation channel

In this paper, the compensation channel is proposed to compensate for the noise over the
feedback sigma-delta channel, which is unobservable by the controller. In the compensation
channel, an mbit parallel signal is transformed into a serial signal to be transmitted with n
packets and an n sampling period. The first eight packets error occurring process is considered in
this analysis process. Thus, the occurring error values due to the bit error are from -255 to 255.
However, the values -8 to 8 are useful in the analysis. The other values are neglected because of
the proposed noise compensation scheme. Thus, the.occurring probabilities of the error values -8

to 8 are obtained as follows

[error=0—(1- p)8
8
error = x1,£2,24,x8 — 327" p" (1~ p)&™
n=1

8

error = +3 — 2 20 pr (1- p)(s‘”)
n=
8

; error=x5— % 3*27" p" (1~ p)(s-n) + 2-2P2(1_ p)5 (5.15)

n=

8
error ==6—> Y 200 p"(1 - p)&")

p compensation__channel =

n=

8
error = 7 — 2 3*27p"(1-p)®™ + 272 p*(1- p)°

and the distribution is shown in Table 5-VI. In combination with the sigma-delta channel, the

error value distribution is

8 8
P= D compén&anbn_channel X E D compensation__channel +p AZ_channel x (1 - E P Campensatlbn_channel) (5 16)

error=—8 error=-8

Figure 5-4 and Table 5-VII shows the distribution of every error value. The probability of an

error value being zero is 0.999992. Compared with the error value distribution of the sigma-delta
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channel, shown in Figure 5-5, the error probabilities with the combined compensation channel
are higher at the error values of +4A,+7A,+8A . However, significant benefits will be displayed
Vin the following communication process because the compensation channel depends on a cycle
process within every n sampling period. In this case, n= 8.

For the case of all channels, n= 8, 40-bits data are transmitted over channel in 8 sampling
periods. To satisfy the SILS3, the error probability will be less than 0.56x107¢ x40 =2.24x107".
The error probability is 3.918x10™° for the error values except for —-8A ~8A . So, if the fault is
occurred for the system when the error values exéept for —8A ~8A . The system satisfies the
requirements of SIL3.

Table 5-VI Error distribution for compensation channel (p =10 7)

Error Value Probability Error Value Probability

-8A 4.999e-8 8A 4.999e-8
RZAN 3.749e-22 (AN 3.749e-22
“6A 2.499e-22 6A 2.499e-22
-5A 3.749e-22 5A 3.749e-22
VAN 4.999¢-8 4N 4.999e-8
-3A 2.499e-22 3A 2.499¢-22
-2A 4.999¢-8 2A 4.999e-8
-1A 4.999¢-8 1A 4.999¢-8
0 0.9999992
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Figure 5-4: Error distribution for combination with compensation channel

Table 5-VII Error distribution with the Proposed Noise Compensation Method ( p = 1077)

Error Value Probability Error Value Probability

-16A 6.096e-67 16A 6.096e-67
-15A 4.877e-66 154 9.754e-66
-14A 1.463e-58 144 1.463e-58
-13A 1.024e-57 13A 2.048e-57
-12A 1.536e-50 124 1.536e-50

] -11A 9.218e-48 11A 1.843e-49
-104 9.218e-43 104 9.218e-43
-9A 4.609e-42 94 9.218e-42
-8A 4.999e-8 8A 4.999e-8
RPN 3.74%e-22 TA 3.749e-22
6A 2.500e-22 6A 2.500e-22
RTAN 3.750e-22 54 3.750e-22
-4A 4.999e-8 4N 4.999e-8
-3A 2.513e-20 3A 5.002e-20
2A 5.000e-8 24 5.000e-8
1A 5.000e-8 1A 5.000e-8

0 0.9999992
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Chapter 6
6  FPGA Implementation

Recent advances in microprocessor technology make it possible to realize an almost ideal real
time feedback control system with a small compensation time for calculation of the control law.
Speed performance of new components and flexibility inherent of all programmable solutions
give today many opportunitiés in the field of digital implementation for industrial control
systems [18]. FPGAs are programmable devices that allow us to implement the application
directly in hardware and so we may exploit the parallelism inherent to many algorithms to
decrease their processing time. DSPs and microcontrollers, on the other hand, are intrinsically
sequential machines, which means that the tasks are necessarily executed sequentially which
takes a longer processing time to accomplish the same task.

The emergence of FPGA has given rise to high performance controllers. An FPGA-based
control system can dramatically reduce execution time through parallel architectures, which
increase the availability of I/O channels and decrease the cost [18], [19], [20]. These benefits have
resulted in the application of FPGAs in various fields such as telecommunication, signal
processing, embedded control systems [25], robotics, electrical machine control systems [35], [37]
and motion control [5], [30], [44]. This paper focus on networked control systeins implemented
with FPGAs—the entire control and communication system is implemented in FPGAs.

The control system is described in VHSIC hardware description language (VHDL). The basic

structure of the designed circuits in the FPGAs is shown in Figure 6-1. On left side, the main
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controller module is implemented in FPGA1, one part of the sigma-delta modulation module, and
the communication interface circuits. On the right side, the motor counter module is
implemented in FPGA2, the other part of the sigma-delta modulation, and the communication

interface circuits. To implement this system in the experiment, we added channel4 to transform

the output of the controller in the same way as channel3.
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Figure 6-1: The basic configuration in FPGAs.
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6.1. Communication system implementation

The communication system circuits in the FPGA are divided into three main parts: 1) the

motor counter unit, 2) the sigma-delta modulation unit and 3) the communication interface unit

6.1.1. Motor-counter unit

The 4x multiplication counter circuit was designed to receive and count the motor position
signals. The motor counter unit consists of an up/down counter, a comparator and a counter
up/down determining unit, as shown in Figure 6-2 where ¢p is the clock pulse. In the counter
circuit, the comparator tests the changes of pulse of the a and 5 phases from the servomotor
encoder in each clock pulse. The output of comparator is 0 or 1, which triggers the up/down
counter. In addition, the motor rotation direction can be determined by the relation of the a and &

phases, by the up/down determining unit [5].

a ?W} Flip Flop F——>| comparator |-

® up/down | nbit
diff_b counter

b P ol 3] Flip Flop |————>{ comparator

up

®
i up/down
3| determine down

YY

Figure 6-2: Motor-counter unit.
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6.1.2. Sigma-delta modulation unit

Figure 6-3 shows the configuration of the delta modulator in FPGA, where ¢p is the clock pulse.
Here, the comparator can test changes in the value of the input signal, which is latched by a
flip-flop at each sample. The output of the comparator has three states, expressed as two
bits—11, 00 and 01. The configuration of sigma modulation in the FPGA is shown in Figure 6-4,
where ¢p is the clock pulse. The counter will be either up or down according to the output of the

delta modulator, and the value is expressed in a n-bit signal as the output of sigma modulation

cp

-y

data_in .w} flip-flop

»
>

Figure 6-3: Configuration of delta modulation in FPGA.

Gp
» >
up
A_out (0) ; w/dom T gown >
S| determine [ ona >
A _out (1) —

up/down
counter

Figure 6-4: Configuration of sigma modulation in FPGA.

.55.

A_out
comparator 3

nbits



6.1.3. Communication interface

The unidirectional serial communication interface circuit was designed with FPGAs to reduce
the cost of wiring. The parallel-to-serial converter is the main part in the unit. There are two
links between the receiver and the driver: one carries the transmitted data stream, and the other
carries the request-to-send (RTS) signal. When the data is ready to be transmitted from the
driver, the RTS signal is set to activation. When the RTS signal is detected as activated, the |
receiver is ready to receive data immediately. To read the transmitted data accurately, a
oversampling method is utilized to provide more detailed sampling periods than that of a single
bit. The configuration of the transmitted data is shown in Figure 6-5, and the transmission
process is shown in Figure 6-6. This communication method can synchronize both FPGAs to the
same clock level, providing a high communication data rate over short distances. The circuits of

receiver and driver are shown in Figure 6-7 and Figure 6-8.

oversamp|ing
L e e T T O T O I I O I O O O
RTS — + ceeepecammmnnenam————. H
idle time |STArt-bitl it o bitn Y idie time
Sysnchronizati bn Sysr;mhronization Sysnchronizatipn
transmitted data
Figure 6-5: The configuration of transmitted data
ena Z—than?e_l ________
data o N {_ :é Eh._a?n_G.l. ________
—L— @@ @
ena compensation channel

compensation channel

G e

Figure 6-6: Data transmission process for sigma-delta channel and compensation channel.

.56-



y ena_Z Achamel
© data T Achannel
data
_ena_compensation channel
:data_compensation channe
Figure 6-7: Driver circuit '
oversamﬁl ing
cloc ena_I Achannel
register
register
register ¥
data E -
{to centrol ler) ; ovezs,zmlmg
] - data_X Achannel
register | |«
; ¢lock register
register y

ovea%rré?(l ing

- ena_compensation channel
register

register
register v

oversamplin
; sﬁocﬁxg
register el
register

oversamal ing

cloc data_compensation channel

register v

¢l oc

Figure 6-8: Receiver circuit
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6.2. Control system implementation

6.2.1. Position control system

FPGA is a generic computational platform, with parallel processing and runtime
reconfiguration  capabilities. Linear control system algorithms are generally
multiply-accumulate intensive functions and contain feedback loops and parallel structures.
These parallel structures, or repetitive loops, can be divided into multiple data paths and
processed as parallel routines in FPGA to increase the system processing speed. FPGAs are
candidates for high sample rate linear controller implementations. Hence, the
two-degrees-of-freedom controller is implemented in an FPGA. The controller is designed for
angle position control of a servomotor. The controller consists of three main parts: 1) an integer
and floating point number transform unit, 2) a state variable computing unit and 3) an output

computing unit. These are shown in Figure 6-9.

y (M
—SP int to fp A » state-variable computing unit
nbits 32bits
X4 (n} P X4 (n+1)
S register 55
32bits
') » N 1 ufh) eutput : output
y () 2lcontrol ler-output computing unit l\ i?ouig O?;;ﬂ
< > —X und of .
32bits 32bits nbits

Figure 6-9: Block diagram of the controller in FPGA
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The data format for storing floating point numbers in the controller is the IEEE 754 [45]
standard. Single precision floating point uses the 32-bit IEEE 754 format shown in Figure 6-10.
In the controller module, the state variable computing unit and the output computing unit
consist of the arithmetic logic unit (ALU), which includes addition/subtraction and floating point

multiplication [44], [46].

31]30/29/28127|26|25(24|23(22(21|20/{19|18|17|16|15] -+ - |0

e

Figure 6-10: 32-bit floating-point number format.

Floating point multiplication is very similar to integer multiplication. Because floating point
numbers are stored in sign-magnitude form, the multiplier needs only to deal with unsigned
integer numbers and normalization. Like the architecture of the floating point adder, the floating
point multiplier unit is a three stage pipeline that produces a result on every clock cycle.

In addition, a DA converter and a counter are used, therefore, it Wras necessary to design a way
to transform single precision floating point numbers to integers and integers to single precision
floating point numbers [44]. In the first conversion step of floating point numbers to integers, the
value of right shift is computed. The second step shifts the mantissa to right. Then, the mantissa
1s adjusted and rounded off to output. To convert from integers, the mantissa of the input data is

separated, and an exponent is built. The exponent is then adjusted, and the mantissa is output.
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6.2.2. Current control system

In the previous section, the FPGA solution for the proposed system based on the servo
amplifier was completed. In this section, the current control loop of servo motor is implemented
in FPGA, and the circuit is described in VHSIC hardware description language (VHDL). FPGAs
con be considered as an appropriate solution in order to boost performances of controllers and
consequently to reduce the gap between the analog and digital world [29]. As a result, FPGAs are
quite mature for the electrical drive applications. They have already been applied with success to
the control of PWM converters, machine drives. Hence, to improve the performance of the
proposed system, the FPGAi solution for minor current control loop of servo motor is proposed.
The design of the current control system, based on floating point number level, is presented. The
structure of the designed current control system circuit in FPGA is shown in Figure 6-11. This
architecture is divided into several units: 1) the motor counter unit, 2) the trigonometric function
generator unit, 3) the AD converter interface unit, 4) the axis converter unit, 5) the integer and
floating point number transform unit, 6) the speed computation unit, 7) the deadbeat controller

module unit, 8) the space vector sector selection unit, 9) the switch firing time computation unit

and 10) the PWM generator unit.
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Figure 6-11 Structure of the designed circuit.
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The counter unit receives and counts the motdr-position signals. In the previous section, the
structure of the unit and the processing of the unit were expressed.

The trigonometric function generator unit and the coordinate transformation unit consist of a
Rom block and the integer operator, as shown in Figure 6-12. The 12-bit address of the Rom is
generated by the counter unit, and the data width of the trigonometric wave is set to 10 bits.
Before the coordinate transformation module, all computation was based on integer level. The
integer and floating point number transform unit is used for transformations between integers

and single precision floating point numbers using the 32-bit IEEE 754 format.

iui

10 bits \\O d >
14 bits i / 21 bits
____} Address \
/® ;b' ‘
1 bits

Generator
Figure 6-12: The block diagram of the coordinate transformation unit circuit.

The speed computation unit is used for measuring the speed information. The structure of the
circuit is shown in Figure 6-13. It consists of a counter, a floating point number transform, a
floating point number divisor, comparators and a direction determining circuit. This unit
refreshes the speed information when the encoder pulse is rising. The speed computing equation
is

27
a)-.—

= PnT ' (6.1)

where P is the pulse number per round rising by the encoder of the motor and n is the clock

-62.



counting number between the neighboring pulses of the encoder.

The deadbeat controller module unit and switch firing time computation unit consist of the
arithmetic logic unit, which includes floating point addition/subtraction and floating point
multiplication. It consists of floating point multiplication, an absoluter, a comparator and a

six-to-one MUX unit. With this unit, we can accurately obtain the vector sector.

cp
b4 >
a "o} Flip Flop | comparator —d—l-ff;al
________J—> Counter |—>| int— fp >
® ...__) speed
.. @ Fp_div >
b oo dirr bt
Flip Flop »| comparator
7 ’___>
direction >
3| deternine

Figure 6-13: The block diagram of the speed computation unit circuit.

With the current control module implementing in FPGA, the calculating time is shorted
obviously. The clock frequency of FPGA is 50MHz and the total calculation time is 1.82us, which
takes 91 clocks. The first 42 clocks the current information and the position information is
achieved. From clock 42 to clock 51 the axis conversion is completed. From clock 51 to clock 63
the deadbeat control module is completed and then from clock 63 to clock 91 the firing time of

each switch is computing completely. Figure 6-14 shows the circuit for the timing chart.
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Chapter 7
7  Experiment using Servo-amp

7.1. Experimental setup
Experiments were performed to illustrate the performance of the proposed system. Here, the AC
motor current control loop is employed by the servo amplifier. A simple peer-to-peer networked
motor control system was set up as shown in the block diagram in Figure 7-1. The system is
implemented in two Altera Stratix EP1S10F780C7ES FPGAs [47]. The basic FPGA clock
frequency is 33.833 MHz. As shown by the results of logic synthesis and fitting using Altera
Quartus II [48], the controller circuits take up approximately 50% of the total FPGA logic
elements. The two-degrees-offreedom controller takes 20 base clock (1 clock = 30 ns) to complete
one control loop. This means that the controller implemented in FPGA takes 600 ns to complete
one control cycle. The FPGA-based communication system takes 180 ns to transmit 1 bit in
serial-communication mode. Hence, the data rate is 5.6 Mbps per channel. In combination with
the communication system, a 600-ns control sampling period is realized. The equivalent
information rate in terms of the control sampling period is 33.33 M’bps. In the experiment, a DA
converter (DA7524, Analog Devices, Inc.) provides the. input signal for tile controlled plant. A
servo amplifier (Yaskawa Electric Co.) and an AC servomotor (Yaskawa Electric Co.) represent
the controlled plant. The servo amplifier works at a 12.5 kHz switching frequency. For

measurement and data capture, a PC configured with RTLinux captures and measures data
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7.2. Experimental results

7.2.1. System response without noise
Different response time constants (t=0.05s and t=0.2) is set to verify the response
performance of the proposed system with step position references of 1rad and 0.1 rad
respectively. Figure 7-2 and Figure 7-3 show the position output response of the motor without
noise. By comparing this with the simulation results given in Figure 7-2 and Figure 7-3, we can

confirm a reliable system response.
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Figure 7-2: Control system response with high-speed communication links without noise

(ref=0.1 [rad], t=0.2 [s])
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Figure 7-3: Control system response with high-speed communication links without noise.
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7.2.2. System response with noise

In the motor system, the largest source of noise is electrical fast transient (EFT), which is
coupled by the changing in the magnetic field around the communication channels. Linear
current-induced magnetic field changing to couple the EFT noise was adopted iﬂ [57]. In the
paper, the EFT noise is coupled by the inductance current-induced magnetic field changing. In
theory, the noise coupling method of linear current-induced magnetic field changing and
inductance current-induced magnetic field changing are the same. The noise generator circuit is
shown in Figure 7-4. The noise frequency is 10 kH.z, and a bit error of 0.5478% is realized. The
position responses of the motor with the noise frequency set at 30 kHz (bit error = 0.9234%) and
40 kHz (bit error = 1.5305%) are shown in Figure 7-5 and Figure 7-6 respectively. Figure 7-7
shows that the system response is unstable and unreliable with a 1.5305% bit error. The
simulation is tolerated with a 3% bit error; however, in the experiment, the channel noise also
affects synchronization among FPGAs, an element that cannot appear in the simulations. From
the experimental results, we can confirm the proposed system can provide suitable and reliable

position control performance and correctly compensate for noise, under a bit error of around

0.9%.
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Figure 7-4: Noise-generator circuit.
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Figure 7-6: Experimental result with noise over channels (0.9234% bit error).
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Chapter 8
8 Experiment Using  Proposed
Current Control Loop |

In chapter seven, the experiments illustrated the performance of the proposed system by using
servo amplifier. In this chapter, the experiments are performed to illustrate the performance of

the proposed system by using the FPGA solution for minor current control loop instead of servo

amplifier.

8.1. Experimental results for current control loop

In order to réa]ize the proposed system, the MOSFET switch PWM inverter was designed for a
carrier frequency of 100 kHz. The three phase inverter driver chip employed was the IR21094,
working on a 600 ns dead time level, and the MOSFET switch employed was the IR634. The
inverter firing pattern was generated by the FPGA. The three phase RL load was set up in the
experiment. From Figure 8-1, we can confirm that the inverter functions correctly for a 100 kHz
carrier frequency and 32.5 Hz sine wave reference.

The proposed FPGA-based current control system for the AC servo system was set up as
shown in the block diagram of Figure 8-2. The system was implemented in Altera Cyclonell
EP2C70 FPGA. The computation time of the current controller architecture was 1 us. By adding
the AD conversion time, the entire execution time was 1.82 us. The AD converter employed was

the eight-bit AD7821. In the experimental setup, the DC supply of the PWM inverter was 30 V,
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and the carrier frequency was 100 kHz. The experimental results are shown in Figure 8-3 with
the step references 0.125A, 0.25A and 0.5A. From the results, we can confirm that the

FPGA-based current control system can produce the desired performance.
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Figure 8-1: (a) Switching pulse for 100 kHz carrier frequency. (b) Current waveforms 100 kHz

carrier frequency.
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8.2. Experimental results for proposed networked

control system

In the section, experiments were performed to illustrate the performance of the proposed
networked control system. A simple peer-to-peer networked motor control system was set up as
shown in the block diagram in Figure 8-4. The system was implemented in two Altera Cyclonell
EP2C70 FPGAs. The FPGA implementation for the position control system and communication
system were reported in chépter six. The basic FPGA clock frequency was 50 MHz. The results of
logic synthesis and fitting were obtained wusing Altera Quartusll. The FPGA-based
communication system took 20 ns to transmit one bit in serial communication. To read the
transmitted data accurately, a 5x oversampling method was utilized to provide more detailed
sampling periods. The data rate is 50 Mbps per channel. The entire system timing chart is
shown in Figure 8-5. The position controller execution time was 400 ns. In combination with the
communication system, the execution time was 1 us. In combination with the carrier frequency
of the PWM inverter in the current control system, a 100 kHz networked control system was
realized. The different response time constants (t=0.05s and v = 0.02 s) is set to verify the
response performance of the proposed system with the step position reference of 1 rad. Figure 8-6
shows the position output response of the motor. Figure 8-7 shows fhe responses of the motor for
references 0.1 rad and 0.05 rad with the response time constants T = 0.005. From the
experimental results, we can confirm the proposed system can provide suitable and reliable
control performance. Figure 8-8 shows the responses of the motor and the current of g-axis for

references 0.05 rad with the response time constants T = 0.0015. Overshoot is occurred in this

result. From the current response we can see that the friction affects the response performance.
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For much smaller position reference, the resolution of AD convertor is also limited the response

performance.
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Figure 8-4: Block diagram of the experimental setup
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Figure 8-5: Timing chart for proposed networked control system
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Chapter 9
9 Conclusion

Networked control systems are becoming increasingly important as industries focus on
distributed computing in automation. As computing costs decrease and computing power
increases, industry has relied more on distributed computers to deliver efficiency and increased
yield to production lines. For the industrial requirement, the system must combine safety with
real-time demand. In real-time networked control systems, the real-time requirement is much
more difficult to obtain for motion control systems than with other applications. For effective
high performance motion control, demand data and feedback data must be transmitted
synchronously, with very short cycle times and low laﬁency. Any transmission delay represents a
phase delay in the control system, which limits the achievable gain and the effective response
time of a machine. For the existing networked control system, it is difficult to shorten the
sampling period because of the limited data rate. Hence, a high speed networked control system
using sigma-delta modulation for the servo system was proposed.

The first part of this paper presented the system configuration using sigma-delta modulation.
In a communication system, sigma-delta modulation is adopted to realize high speed data
transmission and data compression. In this way, it can meet the requirements of the coﬁtrol and
communication system for high speed sampling and real time. Next, the novel noise
compensation scheme was presented. The noise conripensation scheme depended on the designed

controller and the noise compensation channel. Due to this noise compensation scheme, the
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system can be satisfied with the requirement of the control system, and the noise compensation
scheme can achieve much higher real-time performance than the existing system that uses, for
example, CRC noise detection. The simulation results were also given to demonstrate the
performance. In the middle part of the paper, an FPGA solution for the proposed system was
developed. The FPGA circuits and the controller computing process were described. Finally, the
proposed high speed system was implemented with a 0.6-us sampling period position control
system using a servo amplifier; a 10-ps cycle time networked control system was realized in the
experiments, in which the current control loop olf motor was implemented in FPGA. In the
current control system, the 100 kHz PWM inverter was designed. The total execution time of the
controller and communication was 1.82 us. The system performance was demonstrated by
numerical experimental results. The abovementioned features of the proposed system allow the

achievement of a much higher real-time performance than the existing real-time networked

control system
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