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Abstract

We investigate the spin-averaged virtual photon structure functions, which can be measured from two-photon
processes in the future e+e− collider experiments. Especially we focus on Fγ

2 (x,Q2, P2) in the kinematical
region Λ2 � P2 � Q2, where −Q2 and −P2 are the mass squared of the probe and target photons, respec-
tively, and Λ is the QCD scale parameter. In such a region, the photon structure functions can be calculated
by the perturbative method without any experimental data input. The analysis is performed in massless
QCD up to the order ααs, which corresponds to the next-to-next-to-leading order (NNLO), and in leading
twist approximation. We show that the NNLO contributions to Fγ

2 are not small, particularly at large x. We
also examine the longitudinal structure function Fγ

L(x,Q2, P2) up to the order ααs, which corresponds to the
next-to-leading order (NLO).
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Chapter 1

Introduction

The Large Hadron Collider (LHC) experiments will be started soon and it is much expected that signals for
the new physics beyond the Standard Model (SM) will be discovered [1]. Once these signals are observed, it
is preferable that they are examined more closely in a next generation electron-positron linear collider, i.e.,
the International Linear Collider (ILC) [2]. The outcomes of these experiments will open the door to deeper
and wider understandings of the nature of our world, and will lead us to the next stage in the progress of the
particle physics within a few decades.

However, to analyze these signals from the new physics and extract the maximum information from the
experimental data, the knowledge of the SM, especially, of Quantum Chromodynamics (QCD) will be more
important than ever before. It is important not only to explore the possibilities of the new physics but also
to scrutinize phenomena arising from the known physics, because they can be sources of background in the
high precision tests. For example, it is known that, in e+e− collision experiments, the cross section for the
two-photon processes e+e− → e+e−γγ → e+e−X shown in Fig. 1.1 dominates at high energies over other
processes such as the annihilation process e+e− → γ → X. In particular, the two-photon process, in which
one of the virtual photon is very far off-shell (large Q2 = −q2) regarded as a probe photon, while the other
is small P2 � Q2 (small P2 = −p2), can be viewed as a deep-inelastic electron-photon scattering where
the target is a photon instead of a nucleon [3]. In this deep-inelastic scattering off photon targets, we can
study the photon structure functions, which are the analogs of the nucleon structure functions. The photon
structure functions are defined in the lowest order of the QED coupling constant α = e2/(4π) and, in this
work, they are of order α.

For the unpolarized (spin-averaged) structure function Fγ
2 (x,Q2) in the case of the real photon target

(P2 = 0), the leading order (LO) corrections to the point-like parton model result [5, 6] were derived long

e−

e−

γ q

‘probe’

Q2
= −q2

> 0

e+

e+

γ
p‘target’

P2
= −p2

> 0

Figure 1.1: Deep inelastic scattering on a photon in the e+e− collider experiments.
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2 Chapter 1. Introduction

ago [7], and the next-to-leading order (NLO) contributions were calculated a few years later [8], but only
recently the next-to-next-to leading (NNLO) contributions have been completed [9].

A unique and interesting feature of the photon structure functions is that, in contrast with the nucleon
case, the target mass squared −P2 is not fixed but can take various values and that they show different
behaviors depending on the values of P2. The photon has two characters: The photon couples directly
to quarks (pointlike nature) and sometimes it behaves as vector bosons (hadronic nature) [10]. Therefore
the real photon structure function Fγ

2 (x,Q2) may be decomposed as the pointlike piece and the hadronic
piece. The former can be calculated, in principle, in a perturbative method, but the latter can only be
computed by some non-perturbative method like lattice QCD, or estimated by vector meson dominance
model (VDM) [10].

It was pointed out by Uematsu and Walsh [11] that the situation changes significantly when we consider
the following kinematical region:

Λ2 � P2 � Q2, (1.1)

where Λ is the QCD scale parameter. In this kinematic region, the hadronic piece in Fγ
2 (x,Q2, P2) is negli-

gible and decreases as powers of P2. Therefore we can calculate whole structure functions, in principle, up
to all orders in QCD by the perturbative method. Indeed, the spin-averaged virtual photon structure function
Fγ

2 (x,Q2, P2) was studied before in the LO [11] and NLO [12, 13]. Meanwhile, the spin-dependent virtual
structure functions gγ1(x,Q2, P2) and gγ2(x,Q2, P2) for the kinematical region Eq. (1.1) have been also studied
in QCD [14, 15, 16]. Recently, the first moment of gγ1(x,Q2, P2) was calculated up to the NNLO [17], and the
transition of gγ1(x,Q2, P2), when the target photon shifts from real to highly-virtual region, was investigated
by using VDM for the estimation of the non-perturbative effects on the photon matrix elements [18].

In this thesis, the analysis of Fγ
2 (x,Q2, P2) in the kinematic region Eq. (1.1) is performed in massless

perturbative QCD, up to the order ααs, which corresponds to the NNLO, and in leading twist approximation.
We use the operator product expansion (OPE) and the renormalization group (RG) approach. It is shown
that the NNLO corrections are not small in comparison with the LO and NLO contributions, in particular
at large x. We also discuss the longitudinal structure function Fγ

L(x,Q2, P2) up to the order ααs, which
corresponds to the NLO.

This thesis is organized as follows. In the next chapter the photon structure functions for the virtual
photon target are defined. Moreover some aspects of QCD are reviewed, for later use. In Chapter 3, using
the operator product expansion (OPE) and the renormalization group (RG) method, we obtain the moment
sum rules of the structure functions Fγ

2 (x,Q2, P2) and Fγ
L(x,Q2, P2) up to the order ααs. We also provide

the necessary ingredients for the analysis, such as the coefficient functions and anomalous dimensions of
the relevant operators, and photon matrix elements of these operators, all of which are calculated in the MS
scheme [19]. In Chapter 4, we invert the moment sum rules to obtain the structure functions Fγ

2 (x,Q2, P2)
and Fγ

L(x,Q2, P2) as functions of x. Chapter 5 is devoted to the summary of our study and the future outlook.



Chapter 2

Preliminaries

In this chapter, we introduce the structure functions of the (virtual) photon, which is our subject in this thesis,
through the discussion about the two-photon process in e+e− collision. Additionally, we review some aspect
of tools for our analysis, for later use. More detailed arguments may be found in a number of textbooks and
reviews; please refer to, for example, Refs. [20, 21].

2.1 Structure of the Photon

2.1.1 Two-photon Process in e+e− Collision

Let us consider the particle production in e+e− collision such as e+e− → e+e−X. The dominant process at
high energy is the two-photon process [3, 4]

e−(l1)e+(l2)→ e−(l′1)e+(l′2)γ(q)γ(p)→ e−(l′1)e+(l′2)X(PX), (2.1)

which is depicted in Fig. 2.1 ]1. The momenta of the incoming and outgoing leptons are denoted by l1, l2, l′1
and l′2, respectively, and the momenta of the photons are expressed as

q = l1 − l′1, q2 = −Q2 < 0,

p = l2 − l′2, p2 = −P2 < 0.
(2.2)

Note that p and q are in general space-like for this process. For later use, we also define the Bjorken scaling
variable x

x =
Q2

2ν
, ν = p · q. (2.3)

Since (p + q)2 ≥ 0 for the physical particle production, x is in the range of 0 ≤ x ≤ 1.
This process can be regarded as the deep inelastic electron-photon scattering and we can investigate γγ

scattering through this process, using an analogy from the study of γp scattering via the experiments on the
deep inelastic electron-proton scattering. P2 shall be smaller than Q2, P2 ≤ Q2, and the probe photon and
target photon refer to the photon with their virtuality P2 and Q2, respectively.

Differential Cross Section The differential cross section for the process Eq. (2.1) is given by

dσ =
1

4
√

(l1 · l2)2 − m4
e

d3l′1
(2π)32E′1

d3l′2
(2π)32E′2

∑
X

|M|2(2π)4δ4(p + q − PX)dΓ, (2.4)

]1Potentially there exist the contributions from other diagrams, s- and t-channel bremsstrahlung diagrams where hadrons in the
final states are produced by the bremsstrahlung photon, and Z boson exchange diagrams, can be ignored when appropriate cuts are
used. At first, the s-channel diagram is suppressed by a factor E−2. Secondly, the two-photon process has at least one more power
of a collinear logarithm ln(E/me) than the t-channel diagram. Finally, Z boson exchange diagrams have no effect if the virtualities
of the boson are not too large than the mass of the Z boson.

3



4 Chapter 2. Preliminaries

e−

e−

e+

e+

l1
l′
1

l2
l′
2

q

p

q2
= −Q2

< 0

p2
= −P2

< 0

X

PX

Figure 2.1: The particle production via two-photon process in the lepton-lepton scattering, e−(l1)e+(l2) →
e−(l′1)e+(l′2)γ(q)γ(p) → e−(l′1)e+(l′2)X(PX). The subprocess above dashed line can be regarded as the deep
inelastic scattering on a virtual photon. The mass squared of the probe and target photons are −Q2 and −P2,
respectively.

where E′1 = l′01 and E′2 = l′02 are energy of the outgoing leptons, me is the electron mass,M is the invariant
matrix element and

PX =

nX∑
i=1

pi, dΓ =
nX∏
i=1

d3 pi

(2π)32p0
i

, (2.5)

are the total momentum and the phase-space volume, respectively, of the produced hadron system X.
For the two-photon process, it is convenient to rewrite the cross section Eq. (2.4) as the following form,

by separating into the leptonic part and the hadronic part (Fig. 2.2)

dσ =
d3l′1d3l′2

2E′12E′2(2π)6

(4πα)3

p2q2

1

4
√

(l1 · l2)2 − m4
e

ρ
µν
1 ρ

ρτ
2 · 2πWµνρτ. (2.6)

l1
l′
1

l1

l2
l′
2

l2

q q

p p

µν

ρτ



ρ
µν

1

Wµνρτ

ρ
ρτ

2

Figure 2.2: The squared amplitude for the two-photon process can be separated into the leptonic part and
the hadronic part.
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q

p

q

p

µ, (a)ν, (a′)

ρ, (b)τ, (b′)

Figure 2.3: Forward scattering of a photon with momentum q and another photon with momentum p. a, b,
a′ and b′ are the helicities of the final state and initial state photons, respectively.

In the leptonic part, the photon density matrix ρµν1 and ρρτ2 are (summed over final spins)

ρ
µν
1 =

1
−q2

∑
s′1

u(l1, s1)γµu(l′1, s
′
1)u(l′1, s

′
1)γνu(l1, s1)

= −
(
gµν − qµqν

q2

)
− (2l1 − q)µ(2l1 − q)ν

q2 −
2imeε

µναβs1αqβ
q2 ,

(2.7a)

ρ
ρτ
2 =

1
−p2

∑
s′2

v(l2, s2)γτv(l′2, s
′
2)v(l′2, s

′
2)γρv(l2, s2)

= −
(
gρτ − pρpτ

p2

)
− (2l2 − p)ρ(2l2 − p)τ

p2 −
2imeε

ρταβs2αpβ
p2 ,

(2.7b)

where s1, s2, s′1 and s′2 are polarization vectors of the incoming and outgoing leptons, respectively, and
normalized as s2

i = −1. The hadronic tensor Wµνρτ is defined by]2

(4πα)Wµνρτ =
1

2π

∑
X

∫
dΓM∗µρMντ × (2π)4δ4(p + q − PX), (2.8)

where Mντ is the amplitude of the γ(q) + γ(p)→ X subprocess.

2.1.2 Hadronic Tensor and Structure Functions

According to the optical theorem, the hadronic tensor Wµνρτ is related to the absorptive part of the photon-
photon forward scattering amplitude for γ(q) + γ(p)→ γ(q) + γ(p) (Fig. 2.3):

Tµνρτ(p, q) = i
∫

d4x d4y d4z eiq·xeip·(y−z)〈0|T (Jµ(x)Jν(0)Jρ(y)Jτ(z))|0〉, (2.9)

(where J is the electromagnetic current) as follows

Wµνρτ(p, q) =
1

2π

∫
d4x d4y d4z eiq·xeip·(y−z)〈0|T ∗(Jµ(x)Jρ(y))T (Jν(0)Jτ(z))|0〉

=
1
π

Im Tµνρτ(p, q).
(2.10)

In general, taking into account P-, T - and gauge-invariance, the tensor Wµνρτ can be decomposed in terms
of the basis of eight independent tensors, which are constructed from the vectors q, p and the metric tensor
g [22, 23, 24]. Here we construct Wµνρτ from eight structure functions along with Ref. [22].

]2Note that, in our definition, the structure tensor Wµνρτ is proportional to α.
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Helicity Amplitudes At first, let us define the helicity amplitudes as follows

W(a, b|a′, b′) = ε∗µ(q, a)ε∗ρ(p, b)Wµνρτεν(q, a′)ετ(p, b′), (2.11)

where εµ(a) represents the photon polarization vector with helicity a, and a = 0,±1. Similar ones for
the other polarization vectors (See Fig. 2.3). There are constraints reducing the number of independent
W(a, b|a′, b′) to eight. W(a, b|a′, b′) vanishes unless it satisfies the condition a − b = a′ − b′ due to the
angular momentum conservation. And parity conservation and time reversal invariance lead to

W(a, b|a′, b′) = W(−a,−b| − a′,−b′) parity conservation

= W(a′, b′|a, b). time reversal invariance
(2.12)

We may take eight independent helicity amplitudes as

W(1, 1|1, 1), W(1,−1|1,−1), W(1, 0|1, 0), W(0, 1|0, 1), W(0, 0|0, 0),

W(1, 1| − 1,−1), W(1, 1|0, 0), W(1, 0|0,−1).
(2.13)

The first five amplitudes are helicity-nonflip and the last three involve helicity flips. Note that the helicity-
nonflip amplitudes are semipositive

W(a, b|a, b) ≥ 0, (2.14)

but not the helicity-flip ones. And besides, there are three independent positivity constraints on these ampli-
tudes due to the Cauchy-Schwarz inequality [25]

|W(a, b|a′, b′)| ≤
√

W(a, b|a, b)W(a′, b′|a′, b′), (2.15)

or explicitely

|W(1, 1|,−1,−1)| ≤ W(1, 1|1, 1), (2.16a)

|W(1, 1|0, 0)| ≤
√

W(1, 1|1, 1)W(0, 0|0, 0), (2.16b)

|W(1, 0|, 0,−1)| ≤
√

W(1, 0|1, 0)W(0, 1|0, 1). (2.16c)

Construction of Hadronic Structure Tensor Due to the completeness and orthogonality relations for
(space-like) polarized vectors in Eq. (2.11), Wµνρτ can be expressed in terms of the helicity amplitudes:

Wµνρτ =
∑

a,b,a′,b′
εµ(q, a)ερ(p, b)W(a, b|a′, b′)ε∗ν (q, a′)ε∗τ (p, b′). (2.17)
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The gauge-invariance is ensured by construction due to q · ε(q) = p · ε(p) = 0. We use the following eight
structure functions instead of the helicity amplitudes:

WTT =
1
2

[W(1, 1|1, 1) +W(1,−1|1,−1)] =

√
X

4π2α
σTT , (2.18a)

WS T = W(0, 1|0, 1) =

√
X

4π2α
σS T , (2.18b)

WTS = W(1, 0|1, 0) =

√
X

4π2α
σTS , (2.18c)

WS S = W(0, 0|0, 0) =

√
X

4π2α
σS S , (2.18d)

Wa
TT =

1
2

[W(1, 1|1, 1) −W(1,−1|1,−1)] =

√
X

4π2α
τa

TT , (2.18e)

Wτ
TT = W(1, 1| − 1,−1) =

√
X

4π2α
τTT , (2.18f)

Wτ
TS =

1
2

[W(1, 1|0, 0) −W(1, 0|0,−1)] =

√
X

4π2α
τTS , (2.18g)

Wτa
TS =

1
2

[W(1, 1|0, 0) +W(1, 0|0,−1)] =

√
X

4π2α
τa

TS , (2.18h)

where σab’s are the total cross section of γ(q, a)γ(p, b) → X(PX) scattering with photon polarization a and
b:

σab =
1

4
√

X
× (2π)(4πα)Wab, (2.19)

with X = (p · q)2 − p2q2. Since the helicity-nonflip amplitudes are semipositive, the first four quantities are
positive definite but the last four are not. Then it follows that Wµνρτ is written as [22, 26]

Wµνρτ = (PTT )µνρτWTT + (Pa
TT )µνρτWa

TT + (PτTT )µνρτWτ
TT + (PS T )µνρτWS T

+ (PTS )µνρτWTS + (PS S )µνρτWS S − (PτTS )µνρτWτ
TS − (Pτa

TS )µνρτWτa
TS ,

(2.20)

where Pi’s are the following projection operators:

(PTT )µνρτ = RµνRρτ, (2.21a)

(Pa
TT )µνρτ = RµρRντ − RµτRνρ, (2.21b)

(PτTT )µνρτ =
1
2

(RµρRντ + RµτRνρ − RµνRρτ), (2.21c)

(PS T )µνρτ = kµ1kν1Rρτ, (2.21d)

(PTS )µνρτ = Rµνkρ2kτ2, (2.21e)

(PS S )µνρτ = kµ1kν1kρ2kτ2, (2.21f)

(PτTS )µνρτ = Rµρkν1kτ2 + Rµτkν1kρ2 + kµ1kρ2Rντ + kµ1kτ2Rνρ, (2.21g)

(Pτa
TS )µνρτ = Rµρkν1kτ2 − Rµτkν1kρ2 + kµ1kρ2Rντ − kµ1kτ2Rνρ, (2.21h)

with

Rµν = −gµν +
1
X

[
ν(qµpν + pµqν) − q2 pµpν − p2qµqν

]
, (2.22)

kµ1 =

√
−q2

X

(
pµ − ν

q2 qµ
)
, kµ2 =

√
−p2

X

(
qµ − ν

p2 pµ
)
. (2.23)
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The (virtual) photon structure functions Wi in Eqs. (2.18) are functions of three invariants, i.e., ν, Q2 and
P2, and have no kinematical singularities. The subscript “T” and “S ” of the structure functions refer to
the transverse photon (a = ±1) and time-like photon (a = 0), respectively. The first subscript corresponds
to the probe photon and the second one corresponds to the target photon. The superscript “τ” implies
amplitudes with spin-flip for each of the photons with total helicity conservation, and the superscript “a”
implies polarized ones, i.e., these amplitudes appear in the antisymmetric part of Wµνρτ under the interchange
of µ ↔ ν and ρ ↔ τ. Due to the fact that Wµνρτ is symmetric under the simultaneous interchange of
(q, µ, ν) ↔ (p, ρ, τ) (just turn Fig. 2.3 upside-down), all photon structure functions are symmetric under
interchange of p↔ q, with exception of WS T and WTS , which satisfy WS T (p, q) = WTS (q, p).

The unit vectors k1, k2 and the symmetric tensor Rµν, the metric tensor of the subspace which is orthog-
onal to q and p, satisfy the following relations:

q · k1 = p · k2 = 0, k2
1 = k2

2 = 1.

qµRµν = pµRµν = kµ1Rµν = kµ2Rµν = 0, RµρRρν = −Rµν, RµνRµν = −gµνRµν = 2.
(2.24)

With the aid of these relations, one can find the following orthogonality and normalization relations:

(Pi)µνρτ(P j)µνρτ = 0, for i , j,

(PTT )µνρτ(PTT )µνρτ = 4, (Pa
TT )µνρτ(Pa

TT )µνρτ = 4, (PτTT )µνρτ(PτTT )µνρτ = 2,

(PS T )µνρτ(PS T )µνρτ = 2, (PTS )µνρτ(PTS )µνρτ = 2, (PS S )µνρτ(PS S )µνρτ = 1,

(PτTS )µνρτ(PτTS )µνρτ = 8, (Pτa
TS )µνρτ(Pτa

TS )µνρτ = 8.

(2.25)

2.1.3 Spin-averaged Structure Functions and Unpolarized Cross Section

The hadronic structure Wµνρτ essentially represents the scattering of a probe photon on a target photon.
For unpolarized target photon, as usual, one can average over spins of the target photon and introduce the
structure functions for the spin-averaged target photon. This is done by contracting (4th. rank) hadronic
tensor Wµνρτ with the polarization vectors of the target photon, and then we obtain the 2nd. rank tensor Wµν.
This tensor can be decomposed into two functions]3 just as familiar structure functions of spin-1/2 targets,
e.g., protons and neutrons.

Spin-averaged Structure Functions We take the spin average for the target photon and define the spin-
averaged structure tensor:

Wγ
µν(p, q) =

1
2

∑
a

ερ∗(p, a)Wµνρτ(p, q)ετ(p, a)

= −1
2

gρτWµνρτ(p, q)

=
1

2π

∫
d4x eiq·x〈γ(p)|Jµ(x)Jν(0)|γ(p)〉spin ave.

(2.26)

It relates to the absorptive part of the corresponding forward scattering amplitude

Tµν(p, q) = i
∫

d4x eiq·x〈γ(p)|T (Jµ(x)Jν(0))|γ(p)〉spin ave, (2.27)

such as

Wγ
µν(p, q) =

1
π

Im Tµν. (2.28)

]3The spin-1 structure tensor (which consists of eight functions) can be decomposed into a spin-averaged (two functions), a
spin-dependent symmetric (singly-polarized; four functions) and a spin-dependent antisymmetric part (two functions) [27, 28].
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From the expression of Wµνρτ given in Eq. (2.20), we obtain

Wγ
µν = Rµν

[
WTT −

1
2

WTS

]
+ k1µk1ν

[
WS T −

1
2

WS S

]
= −

(
gµν −

qµqν
q2

) [
WTT −

1
2

WTS

]
+

(
pµ −

ν

q2 qµ

) (
pν −

ν

q2 qν

)
Q2

X

[
WTT +WS T −

1
2

WTS −
1
2

WS S

]
.

(2.29)

On the other hand, the spin-averaged tensor Wγ
µν can be expressed in the standard form in terms of the

structure functions F1 = W1 and 2F2 = νW2 as spin-1/2 targets:

Wγ
µν = −

(
gµν −

qµqν
q2

)
Fγ

1 +

(
pµ −

ν

q2 qµ

) (
pν −

ν

q2 qν

) 2Fγ
2

ν
. (2.30)

By comparing Eqs. (2.29) with (2.30), we find

Fγ
1 = WTT −

1
2

WTS , (2.31a)

Fγ
2 =

x
β̃2

[
WTT +WS T −

1
2

WTS −
1
2

WS S

]
, (2.31b)

where

β̃ =

√
1 − 4x2 P2

Q2 . (2.32)

The longitudinal structure function WL is given by

Wγ
L = kµ1kν1Wγ

µν = WS T −
1
2

WS S , (2.33)

and Fγ
L with the appropriate normalization satisfies the usual relation when P2 � Q2 (β̃ ≈ 1):

Fγ
L = xWγ

L = β̃
2Fγ

2 − xFγ
1 ≈ Fγ

2 − xFγ
1 , (2.34)

and then our expression for the spin-averaged structure tensor is

Wγ
µν =

(
gµν −

qµqν
q2

)
Fγ

L

x
+

(
−gµν +

qµpν + pµqν
ν

−
pµpν
ν2 q2

) Fγ
2

x
. (2.35)

Unpolarized Differential Cross Section Next let us see how the structure functions appear in the differ-
ential cross section of e+e− → e+e−X. For unpolarized e+e− beams, the photon density matrix ρµν1 and ρρτ2
Eqs. (2.7) becomes (averaged over initial spins)

ρ
µν
1(unpol) = −

(
gµν − qµqν

q2

)
− (2l1 − q)µ(2l1 − q)ν

q2 , (2.36a)

ρ
ρτ
2(unpol) = −

(
gρτ − pρpτ

p2

)
− (2l2 − p)ρ(2l2 − p)τ

p2 , (2.36b)

and finally one can obtain the ee → eeX cross section for unpolarized beams in terms of γγ → X cross
sections [20, 22-b, 29, 30]

d6σ(unpol)(ee→ eeX) =
d3l′1d3l′2

l′01 l′02

α2

16π4Q2P2

√
(p · q)2 − Q2P2

(l1 · l2)2 − m4
e

×
[
4ρ++1 ρ++2 σTT + 2ρ00

1 ρ
++
2 σS T + 2ρ++1 ρ00

2 σTS + ρ
00
1 ρ

00
2 σS S

+ 2|ρ+−1 ρ+−2 |τTT cos 2φ − 8|ρ+0
1 ρ+0

2 |τTS cos φ
]
,

(2.37)
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where φ is the angle between the scattering planes of the scattered e+ and e− in the center-of-mass system
of the colliding photons, and ρab

i ’s are elements of the photon density matrix:

2ρ++1 =
1
X

(2l1 · p − ν)2 + 1 − 4
m2

e

Q2 , 2ρ++2 =
1
X

(2l2 · q − ν)2 + 1 − 4
m2

e

P2 ,

ρ00
1 = 2ρ++1 − 2 + 4

m2
e

Q2 , ρ00
2 = 2ρ++2 − 2 + 4

m2
e

P2 ,

|ρ+−i | = ρ++i − 1, |ρ+0
i | =

√
(ρ00

i + 1)|ρ+−i |.

(2.38)

Note that γγ → X cross sectionsσab relates photon structure functions Wab by Eqs. (2.18) and spin-averaged
structure functions are related to some of them by Eqs. (2.31). It is noted that all these quantities are
expressed in terms of the measurable momenta l1, l2, l′1 and l′2 only, and hence are completely known.

2.2 Quantum Chromodynamics and Related Topics

2.2.1 Quantum Chromodynamics

Quantum Chromodynamics (QCD) [31] is the non-Abelian gauge theory which describes the strong interac-
tion between quarks via exchanging the gauge boson called gluon, and one of the constituents of the standard
model of particle physics together with the Weinberg-Salam model of electroweak interactions [32, 33].

Let the quark field ψi transform in the fundamental representation of SU(N) where i is the color index
running over i = 1, · · · ,N, with N = 3 for QCD. It transforms as

ψi(x)→ Ui j(x)ψ j(x), (2.39)

where Ui j is an group element of SU(N), i.e., U is N × N matrix satisfying UU† = 1 and det(U) = 1, and
can be parameterized as

Ui j(x) =
(
eiθa(x)ta

)
i j
. (2.40)

Here θa(x) is an real parameter (for the local gauge transformation, it depend on x) and ta is the generator of
this transformation. The generators of SU(N) group are represented by N2 − 1, N × N matrices which are
Hermitian and traceless. The Lie algebra is defined by the commutation relations of ta,

[ta, tb] = i f abctc, (2.41)

where f abc is the structure constant. The basis for the generators ta can be chosen as the trace of two
generators satisfy

tr(tatb) = TFδ
ab, (2.42)

and we take TF = 1/2. In this basis f abc is totally antisymmetric.

Lagrangian The classical Lagrangian of QCD is of the form which was originally written down by Yang
and Mills [34]

LCL =
∑

f

ψ f (i /D − m f )ψ f −
1
4

(Fa
µν)

2. (2.43)
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Here ψ f is a quark field with its mass m f and f labels distinct quark fields (quark flavor u, d, c, s, t, b). The
covariant derivative Dµ is given by

Dµ = ∂µ − igAa
µta, (2.44)

with the strong coupling g and the gluon field Aa
µ. Fa

µν is the field strength which consists of Aa
µ as

Fa
µν = ∂µAa

ν − ∂νAa
µ + g f abcAb

µAc
ν. (2.45)

Then it is easy to see that the Lagrangian Eq. (2.43) is invariant under local gauge transformations]4:

ψ f → ψ′f = Uψ f , (2.46)

Aa
µta → Aa

µ
′ta = U

[
Aa
µta − i

g
U†(∂µU)

]
U†. (2.47)

Note that the introduction of the quark-gluon interaction via the covariant derivative Dµ is inevitable for
maintaining local gauge invariance, canceling troublesome term ∂µU which appears in the transformation
of the quark kinetic term ψ f (i/∂)ψ f .

However, the gauge invariance of the classical Lagrangian LCL actually triggers some troubles in the
quantization. The solution to this problem is adding the gauge-fixing terms LGF to break this invariance.
The most common choice of LGF is so-called covariant gauges

LGF = −
1
2ξ

(∂ · Aa)2, (2.48)

where ξ is the gauge parameter, most familiar choice of which is the Feynman gauge, ξ = 1.
Furthermore, in the covariant gauges, we must add the Faddeev-Popov Lagrangian [35]

LFP = ca(−∂ · Dac)cc, (2.49)

where ca and ca are scalar ghost and antighost fields, respectively, and Dac
µ is given by

Dac
µ = ∂µδ

ac + g f abcAb
µ. (2.50)

These ghost fields anticommute in the quantization procedure, despite their spin. In a quantized non-Abelian
theory, the ghost fields are needed for canceling the unphysical states of the gauge bosons, which preserves
the unitarity of the S -matrix.

2.2.2 Renormalization

In tree-level calculation, the dynamical behavior of quark-gluon processes in QCD does not appear, which
is fundamentally linked to the properties of QCD. So the evaluation of the loop diagrams is needed, but
beyond the tree-level, we often suffer a sever problem. These are the ultraviolet divergences, which have
originated as infinite loop momentum.

]4It is useful to note that Dµ and Fa
µν transform as

Dµ → UDµU†, Fa
µνt

a =
i
g

[Dµ,Dν]→ U(Fa
µνt

a)U†,

and the second term in Eq. (2.43) can be written as

−1
4

(Fa
µν)

2 = − 1
4TF

tr
[
(Fa

µνt
a)2

]
.
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The essential point for solving this problem is, a physical parameter Aobswhich can be observed in the
actual experiment is the sum of a bare paramter Abare which is contained in the tree-level contributions and
a loop correction Aloop which may be infinite:

Aobs = Abare + Aloop, (2.51)

and we cannot separately observe Abare or Aloop. Therefore if we can absorb the divergences from the loop
contributions into the bare parameter in a consistent fashion (renormalization), we are left with the physical,
renormalized parameter which is finite and measurable.

Since divergent integrals are not mathematically manageable, in the intermediate stage before the renor-
malization, we need the process which makes divergent integrals suitably convergent ones (regularization).
To give an actual example of the regularization method:

1. Cut-off method
One of the simplest and naı̈ve regularization is the cut-off method in which the large momentum
region is cut off in the divergent region: ∫ ∞

0
dk →

∫ Λ

0
dk. (2.52)

The original integral is recovered as Λ → ∞. It, however, breaks translation invariance and rough
treatment for the surface term often leads puzzling results. Also gauge invariance breaks in this
regularization. Therefore the cut-off method is not suitable for the regularization of gauge theories.

2. Pauli-Villas regulator method
In this regularization, the propagator in the integrand of the divergent integral may be replaced by

1
k2 − m2 →

1
k2 − m2 −

1
k2 − M2 =

M2 − m2

(k2 − m2)(k2 − M2)
. (2.53)

Then, the large momentum behavior of the modified propagator Eq. (2.53) is better (O(1/k4)) than that
of the original one (O(1/k2)). The additional term in Eq. (2.53) is called the Pauli-Villas regulator [36].
The original propagator is recovered as M → ∞. This method respects translation and Lorentz
invariance and, in fact, gauge invariance is preserved in the quantum electrodynamics. However,
in this method, the proof of the unitarity of the massless Yang-Mills theory is found to be rather
difficult. Furthermore, in the massive Yang-Mills theory such as Weinberg-Salam theory, the Pauli-
Villas regulator method does not maintain gauge invariance in a consistent way.

3. Dimensional regularization
In this regularization, the integral is regarded as a function of the number of the space-time dimension
d = 4 − 2ε: ∫

d4k →
∫

ddk. (2.54)

The original divergence will show up as a pole at d = 4. Since in this regularization, nothing is
violated except that space-time is not 4-dimensional, Lorentz invariance, gauge invariance, unitarity,
etc. are preserved. Therefore the dimensional regularization is the most suitable for gauge theories in
a lot of cases.
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After the regularization process, the renormalized quantity Aren and unrenormalized quantitiy Aun, which
is regularized by some cut-off parameter λ (e.g., ε in the dimensional regularization), is connected as

Aren(p, µ) = Z−1(λ, µ)Aun(p, λ), (2.55)

where Z is the renormalization constant, p denotes the momenta of the external lines, and µ is the renor-
malization scale, a new mass, at which the infinities are absorbed into Z, and which is not included as a
parameter in the original unrenormalized theory. To begin with, µ can be taken arbitrary scale absolutely,
and may differ from integral to integral. Moreover,

Since Aren(p, µ) in Eq. (2.55) is renormalized and thus finite, all infinities in Aun(p, λ) are absorbed into
the renormalization constant Z(λ, µ). However, there is still freedom to choose the finite term in Z(λ, µ).
In order to fix this arbitrary finite term, we need an additional requirement which sets up a renormalization
scheme. There are two basic classes of schemes widely used:

1. Momentum subtraction scheme
In this scheme, we choose

Arem(p0, µ0) = A0, (2.56)

with p0 being some fixed set of external momenta, i.e., we fix Arem such as that it has a specific form
at some point.

2. Minimum subtraction (MS) scheme
This scheme is due to ’t Hooft [37] and is specific to the dimensional regularization. In this scheme,
we eliminate only the pole terms 1/ε. Because of its simplicity, this scheme is used in many QCD
calculations. In practice, the combination 1/ε − γE + ln(4π) always appear. Therefore it is usuful to
eliminate these constants together; such a scheme is called by MS scheme [19].

Now, because Arem(p, µ) is a physical quantity, it should be independent of our choise of µ, and this
leads renormalization group (RG) equation:

µ
d

dµ
Arem(p, µ) = 0 (2.57)

This equation holds exactly if we have the exact solution of the theory, but we usually use perturbative series
expansion, then there are errors of the order of the first uncomputed perturbation expansion. This will be a
useful approximation if the coupling is small, which leads us to our next topic, asymptotic freedom.

2.2.3 Asymptotic Freedom

The notable characteristic of the strong interaction is twofold. Hadron spectra are very well described by
the quark model, but quarks have never been seen in isolation. All attempt to detect a single quark failed.
Evidently, the forces between quarks are strong. Paradoxically, however, certain high energy phenomena
are quite successfully described by the parton model, in which quarks behave as they do not interact at all.
Asymptotic freedom refers to the weakness of the short-distance interaction, while the confinement of quarks
follows from its strength at long distance.

An amazing feature of QCD is its ability to describe both kinds of behavior. To see these feature, it is
useful to introduce the renormalization group equation for the QCD coupling constant g,

µ
dg(µ)

dµ
= β(g(µ)), (2.58)
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where β(g(µ)) can be calculated by perturbation. Up to the one-loop level we have [38, 39]

β(g) = − g3

16π2 β0 + O(g5), β0 =
11
3

CA −
2
3

n f , (2.59)

where CA = 3 in QCD, and n f is the number of quark flavors. The positiveness of β1 means that as µ
increases, the observed coupling decreases. This is what we mean by asymptotic freedom. At the same
time, as µ decreases, the coupling decreases. This shows that perturbation theory will not be applied at low
energies, where obviously the interaction force is strong. In this fashion, a perturbative description at high
energies is compatible with confinement at low energies.

Note that by changing the color factors CA → 0, n f /2 → 3n f 〈e2〉, we can obtain β0 for the quantum
electrodynamics, which is negative. Indeed, among the known renormalizable quantum field theories in four
dimensions, only non-Abelian Yang-Mills theories have the property of asymptotic freedom [40, 41].

2.2.4 Operator product expansion

It is often useful to consider how the product of the two fields A(x)B(y) behaves when x → y (or near
lightcone (x − y)2 → 0). Wilson suggested that there is a convergent expansion of such products as a sum
(possibly infinite) of local fields [42]:

A(x)B(y) ∼
∑

i

Ci(x − y)Oi

( x + y
2

)
, for x→ y, (2.60)

where Oi is a local operator which is regular when x → y, and Ci is a corresponding coefficient which is
singular when x → y. This operator identity was justified in the framework of the perturbation theory by
Zimmermann [43].

Let dA, dB and di be the mass dimension of the operators A, B and Oi, respectively. Then Ci must behave
as

Ci(x − y) ∼
(

1
x − y

)dA+dB−di

, for x→ y. (2.61)

Therefore the terms which contains lower dimension operators in the right-hand side of Eq. (2.60) are
dominant, and we should consider only such operators. More realistic application of the operator product
expansion (near lightcone) appears in the next chapter.



Chapter 3

Theoretical Framework

As we have seen in the previous chapter, the spin-averaged virtual photon structure tensor Wγ
µν is given by

Wγ
µν(p, q) =

1
2

∑
a

ερ∗(p, a)Wµνρτ(p, q)ετ(p, a)

= −1
2

gρτWµνρτ(p, q)

=
1

2π

∫
d4x eiq·x〈γ(p)|Jµ(x)Jν(0)|γ(p)〉spin ave,

(3.1)

and it relates to the absorptive part of the corresponding forward scattering amplitude

Tµν(p, q) = i
∫

d4x eiq·x〈γ(p)|T (Jµ(x)Jν(0))|γ(p)〉spin ave, (3.2)

such as

Wγ
µν(p, q) =

1
π

Im Tµν. (3.3)

On the other hand, in terms of two independent structure functions Fγ
2 and Fγ

L, Wγ
µν can be written as

Wγ
µν(p, q) = eµν

1
x

Fγ
L(x,Q2, P2) + dµν

1
x

Fγ
2 (x,Q2, P2). (3.4)

and the tensors eµν and dµν are given by

eµν = gµν −
qµqν
q2 , dµν = −gµν +

qµpν + pµqν
p · q −

pµpν
(p · q)2 q2. (3.5)

In this chapter, we analyze the photon structure function Fγ
2 (x,Q2, P2) and Fγ

L(x,Q2, P2), using the
theoretical framework based on the operator product expansion (OPE) and the renormalization group (RG)
method, in the kinematical region Λ2 � P2 � Q2, where Λ is the QCD scale parameter. In the kinematical
region Λ2 � P2, the photon matrix elements can be calculated in the perturbation, and for P2 � Q2 we can
neglect corrections from kinematical mass effects and from higher twist corrections, which have the form
(P2/Q2)k (k = 1, 2, · · · ).

15
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3.1 Moment Sum Rules From OPE and RG

Moment Sum Rules By applying OPE for the product of two electromagnetic currents at short distance
we obtain

i
∫

d4x eiq·xT (Jµ(x)Jν(0))

=
∑
n,i

(
2

Q2

)n (gµν − qµqν
q2

)
qµ1qµ2C

n
L,i

(
Q2

µ2 , g(µ2), α
)

+
(
−gµµ1gνµ2q2 + gµµ1qνqµ2 + gνµ2qµqµ1 − gµνqµ1qµ2

)
Cn

2,i

(
Q2

µ2 , g(µ2), α
)

× qµ3 · · · qµnOµ1···µn
i (µ2) + · · · .

(3.6)

Here all quantities are assumed to be renormalized at the renormalization scale µ and g(µ2) is the effective
running QCD coupling constant at this point. α is the fine structure constant. Oµ1···µn

i are spin-n twist-2
irreducible operators (hereafter we often refer to Oµ1···µn

i as On
i ). Cn

L,i and Cn
2,i are the coefficient functions

corresponding these operators and contributing to the structure functions Fγ
L and Fγ

2 , respectively. The sum
on i runs over the possible twist-2 operators and “· · · ” represents other terms with irrelevant operators and
coefficient functions. Actually, the relevant operators On

i are flavor singlet quark (ψ), gluon (G), flavor
nonsinglet quark (NS ) and photon (γ) operators as follows:

Oµ1···µn
ψ =

1
2

in−1ψγ{µ1 Dµ2 · · ·Dµn}1ψ, (3.7a)

Oµ1···µn
G =

1
2

in−2Gα
{µ1 Dµ2 · · ·Dµn−1Gαµn}, (3.7b)

Oµ1···µn
NS =

1
2

in−1ψγ{µ1 Dµ2 · · ·Dµn}
(
Q2

ch − 〈e2〉1
)
ψ, (3.7c)

Oµ1···µn
γ =

1
2

in−2Fα
{µ1∂µ2 · · · ∂µn−1 Fαµn}. (3.7d)

Here Dµ denotes the covariant derivative and it is understood that the symmetrical and traceless part is taken
with respect to the Lorentz indices µ1 · · · µn in the curly bracket. In quark operators On

ψ and On
NS , 1 is n f ×n f

unit matrix, Q2
ch is the square of the n f × n f quark-charge matrix, with n f being the number of the active

quark (i.e., effectively massless quark) flavors, and 〈e2〉 = (
∑n f

i=1 e2
i )/n f is the average charge squared where

ei is the electromagnetic charge of the active quark with flavor i in the unit of proton charge. It is noted that
we have a relation tr(Q2

ch−〈e2〉1) = 0. The essential feature in the analysis of the photon structure functions,
in contrast to the case of the nucleon counterparts, is that the photon operators On

γ appear in addition to the
familiar hadronic operators On

ψ, On
G and On

NS [7].
The spin-averaged matrix elements of these operators sandwiched by the photon states with momentum

p are expressed as

〈γ(p)|Oµ1···µn
i |γ(p)〉spin ave = An

i

(
P2

µ2 , g(µ2), α
)

p{µ1 · · · pµn}, for i = ψ,G,NS , γ, (3.8)

Using the OPE in Eq.(3.6) with the photon matrix elements in Eq. (3.8), we can write the forward scattering
amplitude Tµν in Eq. (3.2) as

Tµν =
∑
n,i

(
1
x

)n (
eµνCn

L,i + dµνCn
2,i

)
An

i , (3.9)
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which is an expansion in terms of 1/x for unphysical x→ ∞. The continuation of this result to the physical
region 0 < x < 1 is done by a dispersion relation in the complex x-plane, and using the relation Eq. (3.3) we
finally obtain the moment sum rules for Fγ

2 and Fγ
L as follows [44]:

1 + (−1)n

2

∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2) =
∑

i=ψ,G,NS ,γ

Cn
2,i

(
Q2

µ2 , g(µ2), α
)

An
i

(
P2

µ2 , g(µ2), α
)
, (3.10a)

1 + (−1)n

2

∫ 1

0
dx xn−2Fγ

L(x,Q2, P2) =
∑

i=ψ,G,NS ,γ

Cn
L,i

(
Q2

µ2 , g(µ2), α
)

An
i

(
P2

µ2 , g(µ2), α
)
, (3.10b)

We can freely choose the renormalization point µ due to the fact that the left-hand side of Eqs. (3.10) does
not depend on it. We later take µ2 = −p2 = P2 as a matter of practical convenience. Note that because Fγ

2
and Fγ

L are symmetric function in p · q, this moment sum rules apply only for even n.
The photon structure functions are defined in the lowest order of α and, through this work, they are of

order α. Since the coefficient functions Cn
2,γ and Cn

L,γ are O(α), it is sufficient to evaluate An
γ at O(1), and

thus we have

An
γ

(
P2

µ2 , g(µ2), α
)
= 1. (3.11)

On the other hand, the matrix elements An
i (i = ψ,G,NS ) for the hadronic operators start at O(α). For

−p2 = P2 � Λ2, we can calculate these photon matrix elements of the hadronic operators perturbatively, in
each power of g2. Choosing µ2 at P2, we get them in the form as

An
i (g(P2), α) ≡ An

i

(
P2

µ2 , g(µ2), α
)∣∣∣∣∣∣
µ2=P2

=
α

4π

[
A(1),n

i +
g2(P2)
16π2 A(2),n

i + O(g4(P2)
)]
, for i = ψ,G,NS .

(3.12)

Let us analyze the structure function Fγ
2 (x,Q2, P2). We will evaluate its moment sum rule up to the

NNLO (ααs). The longitudinal structure function Fγ
L(x,Q2, P2) can be evaluated in a similar manner. To

the lowest order in α, the Q2-dependence of the coefficient functions Cn
2,i(Q

2/µ2, g(µ2), α) in Eq. (3.10a) is
governed by the RG equations.(

µ
∂

∂µ
+ β(g)

∂

∂g

)
Cn

2,i

(
Q2

µ2 , g, α
)
= γn

i j(g, α)Cn
2, j

(
Q2

µ2 , g, α
)
, (3.13)

with i, j = ψ,G,NS and γ. Here β(g) is the QCD beta function and γn(g, α) is the anomalous dimension
matrix. To the lowest order in α, this matrix has the following form:

γn(g, α) =
 γ̂n(g) 0

Kn(g, α) 0

 , (3.14)

where γ̂n(g) is the usual 3 × 3 anomalous dimension matrix in the hadronic sector

γ̂n(g) =


γn
ψψ(g) γn

Gψ(g) 0
γn
ψG(g) γn

GG(g) 0
0 0 γn

NS (g)

 , (3.15)

and Kn(g, α) is the three-component row vector

Kn(g, α) =
(
Kn
ψ(g, α) Kn

G(g, α) Kn
NS (g, α)

)
, (3.16)
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which represent the mixing between photon operators and remaining three hadronic operators.
If we choose µ2 = −p2 = P2, the solution of Eq. (3.13) is given by

Cn
2,i

(
Q2

P2 , g(P2), α
)
=

T exp

∫ g(P2)

g(Q2)
dg

γn(g, α)
β(g)


i j

Cn
2, j

(
Q2

P2 = 1, g(Q2), α
)
. (3.17)

The T -ordering in Eq. (3.17) is necessary since [γn(g, α),γn(g′, α)] , 0, and is defined as

T exp
[∫ g1

g2

dg
γn(g, α)
β(g)

]
= 1 +

∫ g1

g2

dg
γn(g, α)
β(g)

+

∫ g1

g2

dg
∫ g1

g
dg′

γn(g, α)
β(g)

γn(g′, α)
β(g′)

+ · · · . (3.18)

With the aid of Eq. (3.17), for even n, the moment sum rule for Fγ
2 in Eq. (3.10a) becomes

∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2) =
∑

i=ψ,G,NS ,γ

An
i (g(P2), α)

T exp

∫ g(P2)

g(Q2)
dg

γn(g, α)
β(g)


i j

Cn
2, j

(
1, g(Q2), α

)
. (3.19)

Furthermore, the T -ordered exponential in Eq. (3.19) has the form as [8]

T exp

∫ g(P2)

g(Q2)
dg

γn(g, α)
β(g)

 =  M n 0
Xn 1

 , (3.20)

where M n is a 3 × 3 matrix and Xn is a three-component row vector, one can find from Eqs. (3.14)
and (3.20),

M n
(

Q2

P2 , g(P2)
)
= T exp

∫ g(P2)

g(Q2)
dg

γ̂n(g)
β(g)

 , (3.21a)

Xn
(

Q2

P2 , g(P2), α
)
=

∫ g(P2)

g(Q2)
dg

Kn(g, α)
β(g)

T exp
[∫ g

g(Q2)
dg′

γ̂n(g′)
β(g′)

]
. (3.21b)

Therefore, with the following notations:

An(g, α) =
(
An
ψ(g, α) An

G(g, α) An
NS (g, α)

)
, (3.22)

and

Cn
2 (g) =


Cn

2,ψ(1, g)
Cn

2,G(1, g)
Cn

2,NS (1, g)

 , Cn
2,γ(g, α) = Cn

2,γ(1, g, α), (3.23)

we finally write down Eq. (3.19) as∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2) = An
(
g(P2), α

)
·M n

(
Q2

P2 , g(P2)
)
·Cn

2

(
g(Q2)

)
+Xn

(
Q2

P2 , g(P2), α
)
·Cn

2

(
g(Q2)

)
+Cn

2,γ

(
g(Q2), α

)
.

(3.24)

This expression is valid to any order in the effective running QCD coupling constant g2 and to the first order
in α.
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Expanding Moment Sum Rules up to NNLO To evaluate M n(Q2/P2, g(P2)) in Eq. (3.21a), we first
expand γ̂n(g) in powers of g2 up to three-loop level as follows:

γ̂n(g) = γ̂(0),n(g) + γ̂(1),n(g) + γ̂(2),n(g) + · · ·

=
g2

16π2 γ̂(0),n +
g4

(16π2)2 γ̂(1),n +
g6

(16π2)3 γ̂(2),n + O(g8).
(3.25)

Then the T -ordered exponential of M n(Q2/P2, g(P2)) can be expanded such as

T exp
[∫ g1

g2

dg
γ̂n(g)
β(g)

]
= exp

[∫ g1

g2

dg
γ̂(0),n(g)
β(g)

]
+

∫ g1

g2

dg exp
[∫ g1

g
dg′

γ̂(0),n(g′)
β(g′)

]
γ̂(1),n(g)
β(g)

exp
[∫ g

g2

dg′
γ̂(0),n(g′)
β(g′)

]
+

∫ g1

g2

dg exp
[∫ g1

g
dg′

γ̂(0),n(g′)
β(g′)

]
γ̂(2),n(g)
β(g)

exp
[∫ g

g2

dg′
γ̂(0),n(g′)
β(g′)

]
+

∫ g1

g2

dg exp
[∫ g1

g
dg′′

γ̂(0),n(g′′)
β(g′′)

]
γ̂(1),n(g)
β(g)

∫ g

g2

dg′ exp
[∫ g

g′
dg′′

γ̂(0),n(g′′)
β(g′′)

]
× γ̂(1),n(g′)

β(g′)
exp

∫ g′

g2

dg′′
γ̂(0),n(g′′)
β(g′′)

 + · · · .

(3.26)

To evaluate these integrals, we make a full use of the projection operators obtained from the one-loop
anomalous dimension matrix γ̂(0),n in the second line of Eq. (3.25) [8]:

γ̂(0),n =
∑

i=+,−,NS

λn
i P

n
i , (3.27)

where λn
i (i = +,−,NS ) and P n

i are eigenvalues of γ̂(0),n and the corresponding projection operators, re-
spectively. Explicitly,

λn
± =

1
2

γ(0),n
ψψ + γ

(0),n
GG ±

√(
γ(0),n
ψψ − γ

(0),n
GG

)2
+ 4γ(0),n

ψG γ(0),n
Gψ

 , λn
NS = γ

(0),n
NS , (3.28)

and

P n
± =

1
λn
± − λn

∓


γ(0),n
ψψ − λn

∓ γ(0),n
Gψ 0

γ(0),n
ψG γ(0),n

GG − λn
∓ 0

0 0 0

 , P n
NS =


0 0 0
0 0 0
0 0 1

 , (3.29)

which have the following properties:

P n
i P n

j = δi jP
n
i ,

∑
i=+,−,NS

P n
i = 1. (3.30)

Expanding β(g) in powers of g2 up to the three-loop level as

β(g) = − g3

16π2 β0 −
g5

(16π2)2 β1 −
g7

(16π2)3 β2 + O(g9), (3.31)
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we find that the exponential in the Eq. (3.26) can be reduced to, up to desired order,

exp
[∫ g1

g2

dg
γ̂(0),n(g)
β(g)

]
=

∑
i

P n
i

g2
2

g2
1

dn
i
1 + g2

1 − g2
2

16π2

β1

β0
dn

i −
g4

1 − g4
2

(16π2)2

β2
1

β2
0

− β2

β0

 dn
i

2
+

(g2
1 − g2

2)2

(16π2)2

β2
1

β2
0

(
dn

i

)2

2

 ,
(3.32)

where

dn
i =

λn
i

2β0
. (3.33)

Then it is a straightforward task to expand Eq. (3.26), or M n(Q2/P2, g(P2)) up to the NNLO. The final form
of M n(Q2/P2, g(P2)) is given in Eq. (A.1) in Appendix A. Similarly, expanding Kn(g, α) in powers of g2

up to three-level as

Kn(g, α) = − α
4π

[
K(0),n +

g2

16π2 K(1),n +
g4

(16π2)2 K(2),n + O(g6)
]
, (3.34)

one can evaluate Xn(Q2/P2, g(P2), α) in Eq. (3.21b) up to the NNLO, which is given in Eq. (A.2).

Finally, expansions are made for the photon matrix elements of the hadronic operators An(g, α) as well
as the coefficient functions Cn

2 (g) and Cn
2,γ(g, α) up to the two-loop level as follows:

An(g, α) =
α

4π

[
A(1),n +

g2

16π2 A(2),n + O(g4)
]
, (3.35a)

Cn
2 (g) = C(0),n

2 +
g2

16π2 C(1),n
2 +

g4

(16π2)2 C(2),n
2 + O(g6), (3.35b)

Cn
2,γ(g, α) =

α

4π

[
C(1),n

2,γ +
g2

16π2 C(2),n
2,γ + O(g4)

]
. (3.35c)

Then putting Eqs. (A.1), (A.2) and (3.35) into Eq. (3.24), we find that the expression for the moment sum
rule of Fγ

2 (x,Q2, P2) up to the NNLO (ααs) corrections is summarized as follows:

∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2)

=
α

4π
1

2β0

 4π
αs(Q2)

∑
i

Ln
i

1 − (
αs(Q2)
αs(P2)

)dn
i +1

+
∑

i

An
i

1 − (
αs(Q2)
αs(P2)

)dn
i
 +∑

i

Bn
i

1 − (
αs(Q2)
αs(P2)

)dn
i +1 + Cn

+
αs(Q2)

4π

∑
i

Dn
i

1 − (
αs(Q2)
αs(P2)

)dn
i −1 +∑

i

En
i

1 − (
αs(Q2)
αs(P2)

)dn
i


+
∑

i

F n
i

1 − (
αs(Q2)
αs(P2)

)dn
i +1 + Gn

 + O(α2
s)

,

(3.36)
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with i = +,−,NS . The coefficients Ln
i ,An

i , Bn
i , Cn,Dn

i , En
i , F n

i and Gn are given by

Ln
i =K(0),nP n

i C(0),n
2

1
dn

i + 1
, (3.37a)

An
i = −K(0),n

∑
j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(0),n

2
1
dn

i
+K(0),nP n

i C(0),n
2

β1

β0

dn
i − 1
dn

i

+K(1),nP n
i C(0),n

2
1
dn

i
− 2β0A

(1),nP n
i C(0),n

2 , (3.37b)

Bn
i =K(0),n

∑
j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(0),n

2
1

dn
i + 1

+K(0),nP n
i C(1),n

2
1

dn
i + 1

−K(0),nP n
i C(0),n

2
β1

β0

dn
i

dn
i + 1

, (3.37c)

Cn = 2β0
(
C(1),n

2,γ +A(1),n ·C(0),n
2

)
, (3.37d)

Dn
i = −K(0),nP n

i C(0),n
2

β2
1

β2
0

+
β2

β0

1
dn

i − 1

 (1 − dn
i

2

)
−K(0),n

∑
j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(0),n

2
β1

β0

dn
j − 1

dn
i − 1

−K(0),n
∑

j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 4β0
C(0),n

2
β1

β0

1 − dn
j

dn
i − 1

 −K(0),n
∑

j

P n
j γ̂

(2),nP n
i

λn
j − λn

i + 4β0
C(0),n

2
1

dn
i − 1

+K(0),n
∑

j,k

P n
k γ̂(1),nP n

j γ̂
(1),nP n

i

(λn
j − λn

i + 2β0)(λn
k − λ

n
i + 4β0)

C(0),n
2

1
dn

i − 1
+K(1),nP n

i C(0),n
2

β1

β0

−K(1),n
∑

j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(0),n

2
1

dn
i − 1

+K(2),nP n
i C(0),n

2
1

dn
i − 1

+ 2β0A
(1),n

∑
j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(0),n

2 − 2β0A
(1),nP n

i C(0),n
2

β1

β0
dn

i − 2β0A
(2),nP n

i C(0),n
2 , (3.37e)

En
i =K(0),nP n

i C(1),n
2

β1

β0

dn
i − 1
di
−K(0),n

∑
j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(1),n

2
1
dn

i
+K(1),nP n

i C(1),n
2

1
dn

i

−K(0),nP n
i C(0),n

2

β2
1

β2
0

(dn
i − 1) +K(0),n

∑
j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(0),n

2
β1

β0

dn
i − 1
dn

i

+K(0),n
∑

j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(0),n

2
β1

β0
−K(0),n

∑
j,k

P n
j γ̂

(1),nP n
i γ̂(1),nP n

k

(λn
i − λn

k + 2β0)(λn
j − λn

i + 2β0)
C(0),n

2
1
dn

i

−K(1),nP n
i C(0),n

2
β1

β0
+K(1),n

∑
j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(0),n

2
1
dn

i

− 2β0A
(1),n

∑
j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(0),n

2 + 2β0A
(1),nP n

i C(0),n
2

β1

β0
dn

i − 2β0A
(1),nP n

i C(1),n
2 , (3.37f)

F n
i =K(0),nP n

i C(2),n
2

1
dn

i + 1
−K(0),nP n

i C(1),n
2

β1

β0

dn
i

dn
i + 1

+K(0),n
∑

j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(1),n

2
1

dn
i + 1

+K(0),nP n
i C(0),n

2

β2
1

β2
0

− β2

β0

1
dn

i + 1

 dn
i

2
−K(0),n

∑
j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(0),n

2
β1

β0

dn
j

dn
i + 1
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−K(0),n
∑

j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 4β0
C(0),n

2
β1

β0

1 − dn
j

dn
i + 1

 +K(0),n
∑

j

P n
i γ̂(2),nP n

j

λn
i − λn

j + 4β0
C(0),n

2
1

dn
i + 1

+K(0),n
∑

j,k

P n
i γ̂(1),nP n

j γ̂
(1),nP n

k

λn
j − λn

k + 2β0

 1
λn

i − λn
j + 2β0

− 1
λn

i − λn
k + 4β0

C(0),n
2

1
dn

i + 1
, (3.37g)

Gn = 2β0
(
C(2),n

2,γ +A(1),n ·C(1),n
2 +A(2),n ·C(0),n

2

)
. (3.37h)

The LO (αα−1
s ) term Ln

i was obtained by Witten [7]. The NLO (α) corrections An
i , Bn

i and Cn without
terms including A(1),n were first derived by Bardeen and Buras [8] for the case of the real photon target (i.e.,
P2 = 0). Later Uematsu and Walsh [12] analyzed the NLO (α) corrections for the case of the virtual photon
target (P2 � Λ2) and the terms including A(1),n were added toAn

i and Cn. The coefficientsDn
i , En

i , F n
i and

Gn are the NNLO (ααs) corrections and new.
These coefficients have, formally, singularities in their expressions Eqs. (3.37a)-(3.37h), however,

Eq. (3.36) never diverge by these superficial poles. In fact, for n = 2, one of the eigenvalues, λn=2
− , in

Eq. (3.28) vanishes and we have dn=2
− = 0. This is due to the fact that the corresponding operator is the

hadronic energy-momentum tensor and is, therefore, conserved with a null anomalous dimension [8]. The
coefficientsAn=2

− and En=2
− have terms which are proportional to 1/dn=2

− and thus diverge. However, we see
from Eq. (3.36) that these coefficients are multiplied by a factor [1−(αs(Q2)/αs(P2))dn=2

− ] which vanishes. In
the end, the coefficientsAn=2

− and En=2
− multiplied by this factor remain finite [12]. Moreover, we will extend

this sum rules to real n (and complex n-plane) later. In that situation, for example, the factor 1/(λn
−−λn

++2β0)
inAn

+ diverge when dn
− − dn

+ + 1→ 0. However, such poles have corresponding counterparts, e.g.,

An
+

1 − (
αs(Q2)
αs(P2)

)dn
+
→ −K(0),n P n

− γ̂
(1),nP n

+

λn
− − λn

+ + 2β0
C(0),n

2
1

dn
+

1 − (
αs(Q2)
αs(P2)

)dn
+
 , (3.38a)

Bn
−

1 − (
αs(Q2)
αs(P2)

)dn
−+1→K(0),n P n

− γ̂
(1),nP n

+

λn
− − λn

+ + 2β0
C(0),n

2
1

dn
− + 1

1 − (
αs(Q2)
αs(P2)

)dn
−+1 . (3.38b)

These two terms exactly cancel if dn
− − dn

+ + 1→ 0. Consequently, one can see that Eq. (3.36) is analytic on
the real axis for n > 1.

3.2 Necessary Quantities in the MS Scheme

All the quantities necessary to evaluate the NNLO (ααs) corrections to the moment sum rules of
Fγ

2 (x,Q2, P2) have been calculated and most of them are presented in the literature, except for the two-loop
photon matrix elements of hadronic operators A(2),n

ψ , A(2),n
G and A(2),n

NS . Also for the three-loop anomalous

dimensions K(2),n
ψ , K(2),n

G and K(2),n
NS , we only have approximate expressions in the forms of photon-quark and

photon-gluon splitting functions (i.e., x-space).
If not otherwise mentioned, all the expressions listed in this section are the ones calculated in the modi-

fied minimal subtraction (MS) scheme [19].

Quark-charge Factors and β-Function Parameters The following quark-charge factors are often used
below:

δS = 〈e2〉 = 1
n f

n f∑
i=1

e2
i , δNS = 1, δγ = 3n f 〈e4〉 = 3

n f∑
i=1

e4
i . (3.39)
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The β-function parameters β0, β1 and β2, which are defined by

µ
dg
dµ
= β(g) = − g3

16π2 β0 −
g5

(16π2)2 β1 −
g7

(16π2)3 β2 + O(g9), (3.40)

are given by [45, 46]

β0 =
11
3

CA −
2
3

n f , (3.41a)

β1 =
34
3

C2
A −

10
3

CAn f − 2CFn f , (3.41b)

β2 =
2857

54
C3

A −
1415

54
C2

An f −
205
18

CACFn f +
79
54

CAn2
f +C2

Fn f +
11
9

CFn2
f , (3.41c)

with CA = 3 and CF = 4/3 in QCD.

Coefficient Functions As shown in Eqs. (3.35b) and (3.35c), we need the hadronic coefficient functions
Cn

2,i with i = ψ,G and NS , and the photon coefficient function Cn
2,γ up to the two-loop level.

At the tree-level, we have

C(0),n
2,ψ = δS , C(0),n

2,G = 0, C(0),n
2,NS = δNS , C(0),n

2,γ = 0. (3.42)

The one-loop coefficient functions were calculated in the MS scheme in Refs. [19, 47]. The MS results are
written in the form as

C(1),n
2,ψ = δS Bn

ψ, C(1),n
2,G = δS Bn

G, C(1),n
2,NS = δNS Bn

NS , C(1),n
2,γ = δγBn

γ, (3.43)

where Bn
ψ = Bn

NS and Bn
G are obtained, for example, from the MS scheme results for Bn

ψ = Bn
NS and Bn

G given

in Eqs. (4.10) and (4.11) of Ref. [19] by discarding the terms proportional to ln(4π − γE). Bn
γ is related to

Bn
G by Bn

γ = (2/n f )Bn
G.

The two-loop coefficient functions corresponding to the hadronic operators were calculated in the MS
scheme in Ref. [48]. They were expressed in fractional momentum space as functions x. The results in
Mellin space as functions of n are found, for example, in Ref. [49]:

C(2),n
2,ψ = δS

[
c(2),+ns

2,q (n) + c(2),−ns
2,q (n) + c(2),ps

2,q (n)
]
, (3.44a)

C(2),n
2,G = δS c(2)

2,g(n), (3.44b)

C(2),n
2,NS = δNS

[
c(2),+ns

2,q (n) + c(2),−ns
2,q (n)

]
, (3.44c)

where c(2),+ns
2,q (n), c(2),−ns

2,q (n), c(2),ps
2,q (n) and c(2)

2,g(n) are given in Eqs. (197), (198), (201) and (202) in Ap-
pendix B of Ref.[49], respectively, with N being replaced by n. The two-loop photon coefficient function
C(2),n

2,γ is expressed as

C(2),n
2,γ = δγc(2)

2,γ(n), (3.44d)

where c(2)
2,γ(n) is obtained from c(2)

2,g(n) in Eq. (3.44b) by replacing CA → 0 and n f /2→ 1 [50].

Anomalous Dimensions The one-loop anomalous dimensions for the hadronic sector were calculated
long time ago [51, 52]. The expressions of γ(0),n

NS = γ
(0),n
ψψ , γ(0),n

ψG , γ(0),n
Gψ and γ(0),n

GG are given, for example, in
Eqs.(4.1), (4.2), (4.3) and (4.4) of Ref. [8], respectively, with f being replaced by n f . As for the one-loop
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photonic anomalous dimension row vector K(0),n = (K(0),n
ψ ,K(0),n

G ,K(0),n
NS ), we have K(0),n

G = 0 and K(0),n
ψ

and K(0),n
NS are given, respectively, in Eqs. (4.5) and (4.6) of Ref. [8] with f being replaced by n f again.

The two-loop anomalous dimensions for the hadronic sector were calculated in Ref. [47] and recalcu-
lated using a different method and a different gauge in Ref. [53]. The results by the two groups agreed with
each other except in the part of γ(1),n

GG proportional to C2
A, however, this discrepancy was solved later [54].

They are given by

γ(1),n
NS = 2γ(1)+

ns (n), (3.45a)

γ(1),n
ψψ = 2

[
γ(1)+

ns (n) + γ(1)
ps (n)

]
, (3.45b)

γ(1),n
ψG = 2γ(1)

qg (n), (3.45c)

γ(1),n
Gψ = 2γ(1)

gq (n), (3.45d)

γ(1),n
GG = 2γ(1)

gg (n), (3.45e)

where γ(1)+
ns (n) is given in Eq. (3.5) of Ref. [55], and γ(1)

ps (n), γ(1)
qg (n), γ(1)

gq (n) and γ(1)
gg (n) are given, respectively,

in Eqs. (3.6), (3.7), (3.8) and (3.9) of Ref.[56], with N being replaced by n. The factor of 2 in Eqs. (3.45)
appears since, in Refs. [55] and [56], the anomalous dimension γ of the renormalized operator O is defined
as dO/d ln(µ2) = −γO instead of dO/d ln(µ) = −γO.

The two-loop photonic anomalous dimensions K(1),n
ψ , K(1),n

NS and K(1),n
G can be obtained from γ(1),n

ψG and

γ(1),n
GG by replacing color factors with relevant charge factors [8]. Moreover we need an additional operation

for K(1),n
G . They are given by

K(1),n
ψ = −6n f 〈e2〉k(1)

q (n), (3.46a)

K(1),n
G = −6n f 〈e2〉k(1)

g (n), (3.46b)

K(1),n
NS = −6n f

(
〈e4〉 − 〈e2〉2

)
k(1)

q (n), (3.46c)

where k(1)
q (n) and k(1)

g (n) are obtained from γ(1)
qg (n) and (γ(1)

gg (n) − 2n f CF), with γ(1)
qg (n) and γ(1)

qg (n) in
Eqs. (3.45), by replacing n f /2 → 1 and CA → 0. The term 2n f CF in γ(1)

gg (n) must be subtracted since
this term has originated as the gluon self-energy contribution and should be dropped for the photonic
case [57, 58]. The factors 3n f 〈e2〉 and 3n f

(
〈e4〉 − 〈e2〉2

)
in Eqs. (3.46) are the relevant charge factors,

and the sign difference is due to the our convention for Kn in Eq. (3.34). The extra factor 2 is, again,
originated in the difference in the definition of the anomalous dimensions.

The three-loop anomalous dimensions for the hadronic sector have been calculated recently in Refs. [55,
56]. They are expressed as

γ(2),n
NS = 2γ(2)+

ns (n), (3.47a)

γ(2),n
ψψ = 2

[
γ(2)+

ns (n) + γ(2)
ps (n)

]
, (3.47b)

γ(2),n
ψG = 2γ(2)

qg (n), (3.47c)

γ(2),n
Gψ = 2γ(2)

gq (n), (3.47d)

γ(2),n
GG = 2γ(2)

gg (n), (3.47e)

where γ(2)+
ns (n) is given in Eq. (3.7) of Ref. [55], and γ(2)

ps (n), γ(2)
qg (n), γ(2)

gq (n) and γ(2)
gg (n) are given, respectively,

in Eqs. (3.10), (3.11), (3.12) and (3.13) of Ref. [56], with N being replaced by n.
Concerning the three-loop anomalous dimensions K(2),n

ψ , K(2),n
G and K(2),n

NS , the exact expressions have
not been in literature yet. Indeed, the lowest six even-integer Mellin moments, n = 2, · · · , 12, of these
anomalous dimensions were calculated and given in Ref. [50]. Quite recently, the authors of Ref. [50] have
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Table 3.1: Numerical values of k(2)
ns (n) and k(2)

g (n), and numerical values of the corresponding approxi-
mated expressions k(2),approx

ns (n) and k(2),approx
g (n) for the lowest six even-integer values of n. The values for

k(2)
ns (n) and k(2)

g (n) are found in Eqs. (3.1) and (3.3) of Ref. [50] (Analytic expressions of them are given in
Eqs. (A.1)-(A.12) of Ref. [50]). The values of k(2),approx

ns (n) and k(2),approx
g (n) are obtained from the expres-

sions given in Eqs. (B.2)-(B.5) in Appendix B.

n k(2)
ns (n) k(2),approx

ns (n) k(2)
g (n) k(2),approx

g (n)

2 - 86.9753+1.47051 n f - 86.9844+1.47104 n f 31.4197 +5.15775 n f 31.4155 +5.15803 n f

4 -102.831 +1.47737 n f -102.848 +1.47787 n f 23.9427 +1.10886 n f 23.9419 +1.10888 n f

6 -109.278 +1.65653 n f -109.299 +1.65699 n f 15.6517 +0.695953 n f 15.6507 +0.695944 n f

8 -111.167 +1.69550 n f -111.192 +1.69592 n f 10.9661 +0.498196 n f 10.9651 +0.498178 n f

10 -111.035 +1.67061 n f -111.062 +1.67099 n f 8.16031+0.379060 n f 8.15953+0.379038 n f

12 -109.943 +1.61908 n f -109.972 +1.61943 n f 6.34829+0.300274 n f 6.34777+0.300250 n f

presented compact parameterizations of the three-loop photon-non-singlet quark and photon-gluon splitting
functions, P(2)

nsγ(x) and P(2)
gγ (x), instead of providing the exact analytic results [9]. It is remarked there that

their parameterizations deviate from the lengthy full expressions by about 0.1% or less. They also gave in
Ref. [9] the analytic expression of the three-loop photon-pure-singlet quark splitting function P(2)

psγ(x).
It is true that we can infer the analytic expressions for some parts of K(2),n

ψ , K(2),n
G and K(2),n

NS , from the

known three-loop results of γ(2),n
ψG and γ(2),n

GG . For instance, the part of the expressions of K(2),n
ψ and K(2),n

NS

which have the color factor C2
F are obtained from γ(2),n

ψG by taking the terms which are proportional to the

color factor n f C2
F . Also the terms of K(2),n

G with the color factors n f CF and C2
F are related to the ones of

γ(2),n
GG with the color factors n2

f CF and n f C2
F , respectively. But at present we do not have the exact analytic

expressions of K(2),n
ψ , K(2),n

G and K(2),n
NS as a whole.

Under these circumstances we are reconciled to use of approximate expressions for K(2),n
ψ , K(2),n

G and

K(2),n
NS . They are obtained by taking the Mellin moments of the parameterizations for P(2)

nsγ(x) and P(2)
gγ (x), and

of the exact result for P(2)
psγ(x), which are presented in Ref. [9]. Then we have

K(2),n
ψ ≈ −6n f 〈e2〉

[
k(2),approx

ns (n) + k(2)
ps (n)

]
, (3.48a)

K(2),n
G ≈ −6n f 〈e2〉k(2),approx

g (n), (3.48b)

K(2),n
NS ≈ −6n f

(
〈e4〉 − 〈e2〉2

)
k(2),approx

ns (n), (3.48c)

where the explicit expressions of k(2),approx
ns (n), k(2),approx

g (n) and k(2)
ps (n) are given in Eqs. (B.2)-(B.5) in Ap-

pendix B. As mentioned above, the lowest six even-integer Mellin moments, n = 2, · · · , 12, of these anoma-
lous dimensions were given in Ref. [50]. In Table 3.1, we give the approximated expressions k(2),approx

ns (n)
and k(2),approx

g (n) as well as the corresponding exact expressions k(2)
ns (n) and k(2)

g (n) in numerical form for the
lowest six even-integer values of n. We see the deviations of both k(2),approx

ns (n) from k(2)
ns (n) and k(2),approx

g (n)
from k(2)

g (n) are far less than 0.1% for these values of n.

Photon Matrix Elements The two-loop operator matrix elements have been calculated up to the finite
terms by Matiounine, Smith and van Neerven (MSvN) [59]. Using their results and changing the color-
group factors, we can obtain the photon matrix elements of hadronic operators up to the two-loop level. First
we clear up a subtle issue which appears in the calculation of the photon matrix elements of the hadronic
operators. The one-loop gluon coefficient function Bn

G in Eq. (3.43) was calculated by two groups; the first
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group is Bardeen, Buras, Duke and Muta (BBDM) [19], and second one is Floratos, Ross and Sachrajda
(FRS) [47]. Both groups evaluated one-loop diagrams contributing to the forward virtual photon-gluon
scattering as well as those contributing to the matrix element of the quark operator between gluon states,
and they took a difference between the two to obtain Bn

G. But actually BBDM calculated the gluon spin
averaged contributions, i.e., multiplying gρτ and contracting pairs of the Lorentz indices ρ and τ, whereas
FRS picked up the parts which are proportional to gρτ. Thus the BBDM results on the contributions to the
forward virtual photon-gluon scattering and the gluon matrix element of quark operator are different from
those by FRS, however, the difference between the two contributions, i.e., Bn

G, is the same as it should be.
We have defined the spin-averaged structure tensor Wγ

µν as Eq. (3.1), taking a spin average of the target
photon for the structure tensor Wµνρτ. Therefore we should adopt the BBDM result rather than that of FRS.
Then we get for the photon matrix elements of the hadronic operators at one-loop level,

A(1),n
ψ = 3n f 〈e2〉a(1)

q (n), (3.49a)

A(1),n
G = 0, (3.49b)

A(1),n
NS = 3n f

(
〈e4〉 − 〈e2〉2

)
a(1)

q (n), (3.49c)

where a(1)
q (n) is given in Eq. (B.5) in Appendix B. Actually, a(1)

q (n) is related to the BBDM result on
the one-loop gluon matrix element of quark operator A(2)ψ

nG given in Eq. (6.2) of Ref. [19] as A(2)ψ
nG =

(αs/4π)(n f /2)a(1)
q (n).

MSvN have presented in Appendix A of Ref. [59] full expressions for the two-loop corrected operator
matrix elements which are unrenormalized and include external self-energy corrections. The expressions
are given in parton momentum fraction (z) space. Taking the moments, the unrenormalized matrix elements
of the (flavor-singlet) quark operators between gluon states are written in the form as (see Eq. (2.18) of
Ref. [59]),

Âqg,ρτ

(
n,
−p2

µ2 ,
1
ε

)
= ÂPHYS

qg

(
n,
−p2

µ2 ,
1
ε

)
T (1)
ρτ + ÂEOM

qg

(
n,
−p2

µ2 ,
1
ε

)
T (2)
ρτ + ÂNGI

qg

(
n,
−p2

µ2 ,
1
ε

)
T (3)
ρτ , (3.50)

where

Âk
qg

(
n,
−p2

µ2 ,
1
ε

)
=

∫
dz zn−1Âk

qg

(
z,
−p2

µ2 ,
1
ε

)
, k = PHYS,EOM,NGI, (3.51)

and the expressions of ÂPHYS
qg (n,−p2/µ2, 1/ε), ÂEOM

qg (n,−p2/µ2, 1/ε) and ÂNGI
qg (n,−p2/µ2, 1/ε) are given in

Eqs. (A7), (A8) and (A9) of Ref. [59], respectively. For the explanation of the “PHYS”, “EOM” and “NGI”
parts, please refer to Ref.[59]. The tensors T (i)

ρτ (i = 1, 2, 3) are given by (see Eqs (2.19)-(2.21) of Ref. [59]
and note that we have changed the Lorentz indices of gluon fields from µν to ρτ),

T (1)
ρτ =

gρτ − pρ∆τ + ∆ρpτ
∆ · p +

∆ρ∆τp2

(∆ · p)2

 (∆ · p)n, (3.52a)

T (2)
ρτ =

 pρpτ
p2 −

pρ∆τ + ∆ρpτ
∆ · p +

∆ρ∆τp2

(∆ · p)2

 (∆ · p)n, (3.52b)

T (3)
ρτ =

− pρ∆τ + ∆ρpτ
2∆ · p +

∆ρ∆τp2

(∆ · p)2

 (∆ · p)n, (3.52c)

where ∆µ is a lightlike vector (∆2 = 0).
The expressions in Appendix A of Ref. [59] contains various polylogarithms such as Lin(z) and Sn,m(z),

but all of them can be translated into the harmonic polylogarithms [60]. The Mellin transform of the har-
monic polylogarithms can be expressed in terms of the harmonic sums, and such method is implemented in
the program package Harmpol written in Form [60, 61, 62].
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The renormalization of Âk
qg,ρτ(n,−p2/µ2, 1/ε) proceeds as follows. First the coupling constant and gauge

constant renormalization is performed. Then the remaining ultraviolet divergences are removed by multi-
plication of the operator renormalization constants. Up to the two-loop order, we get the finite expression at
µ2 = −p2 as following form:

Âqg,ρτ

(
n,
−p2

µ2 ,
1
ε

)∣∣∣∣∣
µ2=−p2

=

[
αs

4π
a(1)

qg (n) +
(
αs

4π

)2
a(2)

qg (n)
]

T (1)
ρτ +

[
αs

4π
b(1)

qg (n) +
(
αs

4π

)2
b(2)

qg (n)
]

T (2)
ρτ

+

(
αs

4π

)2
a(2)

qA(n)T (3)
ρτ .

(3.53)

Here a(2)
qA(n) in Eq. (3.53) is made up of the terms proportional to n f CA and is, therefore, irrelevant to the

photon matrix element of the quark operator. Now multiplying gρτ and contracting pairs of indices ρ and τ,
we get

1
2

gρτ
1

(∆ · p)n Âqg,ρτ

(
n,
−p2

µ2 ,
1
ε

)∣∣∣∣∣∣
µ2=−p2

=
αs

4π

[
a(1)

qg (n) − 1
2

b(1)
qg (n)

]
+

(
αs

4π

)2
[
a(1)

qg (n) − 1
2

b(1)
qg (n) − 1

2
a(2)

qA(n)
]
.

(3.54)

Indeed, the FRS result for the one-loop gluon matrix element of the quark operator corresponds a(1)
qg (n),

while the BBDM result corresponds to the combination [a(1)
qg (n) − b(1)

qg (n)/2], i.e., a(1)
q (n) in Eq. (B.5) is

written as (n f )/2a(1)
q (n) = [a(1)

qg (n) − b(1)
qg (n)/2].

The two-loop photon matrix elements of the quark operators are derived from the combination
[a(2)

qg (n) − b(2)
qg (n)/2] in Eq. (3.54) with the following replacements: CA → 0, (n f /2)2 → 0 and n f CF →

(relevant charge factor) × CF . The terms proportional to (n f /2)2 in a(2)
qg (n) and b(2)

qg (n) come from the exter-
nal gluon self-energy corrections and must be discarded for the photon case. Then we have

A(2),n
ψ = 3n f 〈e2〉a(2)

q (n), (3.55a)

A(2),n
NS = 3n f

(
〈e4〉 − 〈e2〉2

)
a(2)

q (n), (3.55b)

where a(2)
q (n) is given in Eq. (B.6) in Appendix B.

Similarly the renormalized matrix elements of the gluon operators between gluon states at µ2 = −p2 are
written as (the unrenormalized version is given in Eq. (2.33) of Ref. [59])]1,

Âgg,ρτ

(
n,
−p2

µ2 ,
1
ε

)∣∣∣∣∣
µ2=−p2

=

[
αs

4π
a(1)

gg (n) +
(
αs

4π

)2
a(2)

gg (n)
]

T (1)
ρτ +

[
αs

4π
b(1)

gg (n) +
(
αs

4π

)2
b(2)

gg (n)
]

T (2)
ρτ

+

[
αs

4π
a(1)

gA(n) +
(
αs

4π

)2
a(2)

gA(n)
]

T (3)
ρτ .

(3.56)

The one-loop results a(1)
gg (n), b(1)

gg (n) and a(1)
gA(n) are irrelevant to the photon matrix elements because they are

proportional to the color factor CA, or proportional to n f but due to the external self-energy diagrams. Also
the two-loop result a(2)

gA(n) is made up of the terms proportional to C2
A or n f CA and is irrelevant. Then, to

obtain A(2),n
G , we take the combination [a(2)

gg (n)−b(2)
gg (n)/2] and make replacements, CA → 0, (n f /2)2 → 0 and

n f CF → (relevant charge factor) × CF , with dropping the external gluon self-energy terms corresponding
to F2n f CFTFδ(1 − z)(−55/3 + 16ζ(3)) in Eq. (A.12) of Ref. [59]. Finally we obtain for the photon matrix
elements of the gluon operators,

A(2),n
G = 3n f 〈e2〉a(2)

G (n), (3.57)

where a(2)
G (n) is given in Eq. (B.7) in Appendix B.

]1Two terms γ(0)
gg bε,(1)

gg + γ
(0)
gq bε,(1)

qg are missing in the ε-independent terms of Eq. (2.35) of Ref. [59]. The both are needed in order
to extract b(2)

gg (n) correctly.
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Longitudinal Structure Function Fγ
L
(x,Q2, P2) So far, we have considered the structure function

Fγ
2 (x,Q2, P2). We will now mention the moment sum rule of Fγ

L(x,Q2, P2). From Eqs. (3.10), we can
see that the difference between the moment sum rule of Fγ

2 (x,Q2, P2) and that of Fγ
L(x,Q2, P2) is the coef-

ficient functions. Therefore all we have to do is replacing C(k),n
2 and C(k),n

2,γ by C(k),n
L and C(k),n

L,γ (k = 0, 1, 2),

respectively, in the coefficients Ln
i , An

i , Bn
i , Cn, Dn

i , En
i , F n

i and Gn in our formula Eq. (3.36), where C(k),n
L

and C(k),n
L,γ is given by (see also Eqs. (3.35b) and (3.35c))

Cn
L(g) = C(0),n

L +
g2

16π2 C(1),n
L +

g4

(16π2)2 C(2),n
L + O(g6), (3.58a)

Cn
L,γ(g, α) =

α

4π

[
C(1),n

L,γ +
g2

16π2 C(2),n
L,γ + O(g4)

]
. (3.58b)

We note, however, that there is no contribution of the tree diagrams to the longitudinal coefficient func-
tions and thus we have C(0),n

L = 0. Therefore, in the case of the longitudinal photon structure function
Fγ

L(x,Q2, P2), O(1/αs) coefficient Li Eq. (3.37a) vanishes when we replace C(0),n
2 → C(0),n

L = 0. and the its
LO contribution is of order α.

Now, the moment sum rule of Fγ
L(x,Q2, P2) up to the NLO (O(ααs)) corrections is given as follows (See

Eq. (3.36) for comparison):∫ 1

0
dx xn−2Fγ

L(x,Q2, P2)

=
α

4π
1

2β0

∑i

Bn
(L),i

[
1 −

(
αs(Q2)
αs(P2)

)dn
i +1]
+ Cn

(L)

+
αs(Q2)

4π

∑
i

En
(L),i

[
1 −

(
αs(Q2)
αs(P2)

)dn
i
]
+

∑
i

F n
(L),i

[
1 −

(
αs(Q2)
αs(P2)

)dn
i +1]
+ Gn

(L)

 + O(α2
s)

,
(3.59)

with i = +,−,NS , and the coefficients Bn
(L),i, Cn

(L), En
(L),i, F n

(L),i and Gn
(L) are (c.f., Eqs. (3.37))

Bn
(L),i =K(0),nP n

i C(1),n
L

1
dn

i + 1
, (3.60a)

Cn
(L) = 2β0C(1),n

L,γ , (3.60b)

En
(L),i =K(0),nP n

i C(1),n
L

β1

β0

dn
i − 1
di
−K(0),n

∑
j

P n
j γ̂

(1),nP n
i

λn
j − λn

i + 2β0
C(1),n

L
1
dn

i
+K(1),nP n

i C(1),n
L

1
dn

i

− 2β0A
(1),nP n

i C(1),n
L , (3.60c)

F n
(L),i =K(0),nP n

i C(2),n
L

1
dn

i + 1
−K(0),nP n

i C(1),n
L

β1

β0

dn
i

dn
i + 1

+K(0),n
∑

j

P n
i γ̂(1),nP n

j

λn
i − λn

j + 2β0
C(1),n

L
1

dn
i + 1

,

(3.60d)

Gn
(L) = 2β0

(
C(2),n

L,γ +A(1),n ·C(1),n
L

)
. (3.60e)

The coefficients Bn
(L),i and Cn

(L) represents the LO terms [7, 8, 12], while the terms with En
(L),i, F n

(L),i and Gn
(L)

the NLO (ααs) contributions and new.
The one-loop longitudinal coefficient functions were well-known [19, 63, 64]. They are written in the

form as

C(1),n
L,ψ = δS Bn

ψ,L, C(1),n
L,G = δS Bn

G,L, C(1),n
L,NS = δNS Bn

NS ,L, C(1),n
L,γ = δγBn

γ,L, (3.61)
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Table 3.2: Numerical values of dn
i (i = +,−,NS ) for n = 2, 4, · · · , 12 in the case of n f = 3, 4.

n n f = 3 dn
+ dn

− dn
NS n f = 4 dn

+ dn
− dn

NS

2 0.6173 0 0.3951 0.7467 0 0.4267

4 1.6376 0.7599 0.7753 1.8523 0.8170 0.8373

6 2.2029 0.9958 1.0004 2.4604 1.0743 1.0804

8 2.5873 1.1599 1.1620 2.8749 1.2521 1.2550

10 2.8816 1.2874 1.2885 3.1924 1.3900 1.3916

12 3.1209 1.3918 1.3926 3.4509 1.5030 1.5040

where Bn
ψ,L = Bn

NS ,L, Bn
G,L and Bn

γ,L are given, for example, in Eqs. (6.2)-(6.4) of Ref .[8]. The two-loop

longitudinal coefficient functions corresponding to the hadronic operators were calculated in the MS scheme
in [48]]2. The results in Mellin space as functions of n are found, for example, in Ref. [49]:

C(2),n
L,ψ = δS

[
c(2),ns

L,q (n) + c(2),ps
L,q (n)

]
, (3.62a)

C(2),n
L,G = δS c(2)

L,g(n), (3.62b)

C(2),n
L,NS = δNS c(2),ns

L,q (n), (3.62c)

where c(2),ns
L,q (n), c(2),ps

L,q (n) and c(2)
L,g(n) are given in Eqs. (203), (204), and (205) in Appendix B of Ref. [49],

respectively, with N being replaced by n. The two-loop photon longitudinal coefficient function C(2),n
L,γ is

expressed as

C(2),n
L,γ = δγc(2)

L,γ(n), (3.62d)

and c(2)
L,γ(n) is obtained from c(2)

L,g(n) in Eq. (3.62b) by replacing CA → 0 and n f /2→ 1.

3.3 Evaluation of the Moment Sum Rules

With all these necessary parameters listed in the previous section, we are now ready to analyze the moments
of Fγ

2 (x,Q2, P2) up to the NNLO (ααs), and Fγ
L(x,Q2, P2) up to the NLO (ααs). We first evaluate, for

Fγ
2 (x,Q2, P2), the coefficients Ln

i , An
i , Bn

i , Cn, Dn
i , En

i , F n
i and Gn, which are given in Eqs. (3.37), as well

as dn
i defined by Eq. (3.33), with i = +, i,NS , for n = 2, 4, · · · , 12 in the cases of n f = 3 and n f = 4. The

results are tabulated in Tables 3.2 (for dn
i ), 3.3 (Ln

i , · · · ,Gn for n f = 3) and 3.4 (Ln
i , · · · ,Gn for n f = 4).

In Table 1 of Ref. [12], the numerical values of the NLO coefficients An
i , Bn

i with i = +,−,NS and Cn

were given for n = 2, 4, · · · , 20 for n f = 4. Our results An
i , Bn

i and Cn in Table 3.4 are consistent with
theirs except for the values of An

+ and An
−
]3. The discrepancy in the values of An

+ and An
− arises from

(−6n f 〈e2〉 × 4CF) in K(1),n
G . See the discussion below Eqs. (3.46).

The numerical evaluation of the NNLO coefficients Dn
+, Dn

− and Dn
NS in Tables 3.3 and 3.4 are per-

formed by using the exact values of the three-loop anomalous dimensions K(2),n
ψ , K(2),n

G and K(2),n
NS given in

]2The earlier calculations [65, 66, 67, 68] were found partly incorrect. For quark coefficient functions c(2),ns
L,q and c(2),ps

L,q (see
Eq. (3.62a) below), there is a complete agreement between Ref. [68] and Refs. [48, 69], and for gluon coefficient c(2)

L,g the result of
Ref. [66] was corrected in Ref. [70].

]3In Ref. [12], the expression in Ref. [47] is used for γ(1),n
GG which is contained inAn

+ andAn
− as well as Bn

+ and Bn
−. Unfortunately,

it is partly incorrect in the part proportional to C2
A, but the difference is numerically small, as we can see in the difference between

Bn
+ and Bn

− in Table 3.4 and that in Table 1 of Ref. [12].
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Table 3.3: Numerical values ofLn
i ,An

i , Bn
i ,Dn

i , En
i , F n

i (i = +,−,NS ), and Cn andGn for n = 2, 4, · · · , 12 in
the case of n f = 3. The calculation ofDn

i was performed by using the exact values of K(2),n
i in Ref. [50] (at

upper levels) and also by using the approximated expressions of them given by Eqs. (3.48) (in parentheses
at lower levels).

n Ln
+ Ln

− Ln
NS An

+ An
− An

NS Bn
+ Bn

− Bn
NS Cn

2 0.4690 0.4267 0.4248 -2.8403 — -5.5940 1.7481 -1.8535 0.8290 -9.3333

4 0.004336 0.3639 0.1836 -0.5543 -2.6267 -1.3299 0.07353 3.3149 1.4607 -10.7467

6 0.0005428 0.2324 0.1164 0.06133 -1.8806 -0.9403 0.01652 2.9783 1.5349 -9.1088

8 0.0001493 0.1689 0.08451 0.009544 -1.6566 -0.8277 0.006245 2.9612 1.4906 -7.7504

10 0.00005803 0.1318 0.06591 0.002817 -1.5336 -0.7664 0.002993 2.8263 1.4169 -6.7116

12 0.00002748 0.1075 0.05375 0.001087 -1.4425 -0.7210 0.001652 2.6744 1.3390 -5.9074

n Dn
+ Dn

− Dn
NS En

+ En
− En

NS F n
+ F n

− F n
NS Gn

2 60.5098
( 60.5014 )

32.9286
( 32.9251)

63.1965
( 63.1909) -10.5867 — -10.9168 6.9729 -13.7973 3.7817 -251.3619

4 7.9871
( 7.9873 )

25.9791
( 25.9222)

11.6147
( 11.5840) -9.3990 -23.9288 -10.5807 1.3106 48.8620 20.6599 -204.5836

6 0.01877
( 0.01877 )

-4007.0415
(-4011.3304)

24025.6303
(24050.8845) 1.8667 -24.0991 -12.4017 0.4596 56.4575 29.3881 -176.9466

8 0.03222
( 0.03221 )

165.7976
( 165.9277)

82.2116
( 82.2758) 0.3993 -29.0367 -14.5993 0.2217 67.5380 34.0579 -157.4181

10 -0.001732
( -0.001738)

109.3285
( 109.4090)

54.5447
( 54.5847) 0.1453 -32.8877 -16.4753 0.1249 73.0111 36.6197 -142.6108

12 -0.01825
( -0.01826 )

86.8381
( 86.9019)

43.3780
( 43.4098) 0.06532 -35.8891 -17.9598 0.07764 75.9024 38.0024 -130.8717

Table 3.4: Numerical values ofLn
i ,An

i , Bn
i ,Dn

i , En
i , F n

i (i = +,−,NS ), and Cn andGn for n = 2, 4, · · · , 12 in
the case of n f = 4. The calculation ofDn

i was performed by using the exact values of K(2),n
i in Ref. [50] (at

upper levels) and also by using the approximated expressions of them given by Eqs. (3.48) (in parentheses
at lower levels).

n Ln
+ Ln

− Ln
NS An

+ An
− An

NS Bn
+ Bn

− Bn
NS Cn

2 0.8078 1.0582 0.6231 2.7608 — -6.0944 3.8774 -8.5894 1.3076 -16.3237

4 0.009356 0.7327 0.2661 5.1244 -3.7321 -1.3858 0.1688 0.4820 2.1599 -18.7956

6 0.001235 0.4656 0.1679 0.09529 -2.9038 -1.0480 0.03909 6.0485 2.2395 -15.9311

8 0.0003465 0.3374 0.1215 0.01953 -2.7046 -0.9735 0.01495 5.9573 2.1613 -13.5552

10 0.0001362 0.2627 0.09461 0.006354 -2.5904 -0.9322 0.007216 5.6671 2.0468 -11.7384

12 0.00006497 0.2140 0.07704 0.002598 -2.4906 -0.8963 0.003999 5.3501 1.9293 -10.3319

n Dn
+ Dn

− Dn
NS En

+ En
− En

NS F n
+ F n

− F n
NS Gn

2 -84.4549
(-84.4748 )

64.6182
( 64.6102)

63.5804
( 63.5722) 13.2519 — -12.7900 7.0067 -68.4928 0.8275 -439.6247

4 -17.3048
(-17.3044 )

-140.7574
(-140.9078)

-64.7231
( -64.7847) 92.4633 -2.4550 -11.2489 2.6666 -28.0786 24.5807 -357.8108

6 0.4163
( 0.4163 )

894.6070
( 895.0955)

301.7867
( 301.9492) 3.0154 -37.7241 -13.9828 1.0159 99.2476 37.1197 -309.4744

8 -0.04747
( -0.04749)

326.5791
( 326.7480)

116.7791
( 116.8392) 0.8428 -47.7463 -17.3117 0.5046 121.0094 43.9510 -275.3197

10 -0.2306
( -0.2306 )

228.9242
( 229.0460)

82.2373
( 82.2809) 0.3366 -55.8735 -20.1683 0.2888 132.4677 47.7946 -249.4221

12 -0.7548
( -0.7548 )

183.5002
( 183.6024)

65.9952
( 66.0319) 0.1600 -62.2711 -22.4456 0.1813 139.2236 49.9533 -228.8909
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Table 3.5: Numerical values of Bn
(L),i, En

(L),i and F n
i (i = +,−,NS ), and Cn

(L) and Gn
(L) for n = 2, 4, · · · , 12 in

the case of n f = 3.

n Bn
(L),+ Bn

(L),− Bn
(L),NS Cn

(L) En
(L),+ En

(L),− En
(L),NS F n

(L),+ F n
(L),− F n

(L),NS Gn
(L)

2 -0.1042 2.2756 0.7552 16.0000 0.6312 — -9.9448 -3.7360 43.0080 19.4570 -145.8462

4 -0.01985 0.4248 0.1958 6.4000 2.5372 -3.0666 -1.4185 -1.0919 13.1850 7.3012 -71.1680

6 -0.002791 0.1822 0.08867 3.4286 -0.3153 -1.4745 -0.7164 -0.2100 8.5456 4.0084 -41.6470

8 -0.0007395 0.1015 0.05008 2.1333 -0.04728 -0.9951 -0.4905 -0.06713 5.2598 2.5718 -27.4745

10 -0.0002690 0.06440 0.03196 1.4545 -0.01306 -0.7494 -0.3716 -0.02783 3.6483 1.8031 -19.5670

12 -0.0001186 0.04432 0.02205 1.0549 -0.004690 -0.5948 -0.2958 -0.01355 2.6990 1.3400 -14.6901

Table 3.6: Numerical values of Bn
(L),i, En

(L),i and F n
i (i = +,−,NS ), and Cn

(L) and Gn
(L) for n = 2, 4, · · · , 12 in

the case of n f = 4.

n Bn
(L),+ Bn

(L),− Bn
(L),NS Cn

(L) En
(L),+ En

(L),− En
(L),NS F n

(L),+ F n
(L),− F n

(L),NS Gn
(L)

2 -0.7180 5.6437 1.1076 27.9835 -2.4540 — -10.8345 -25.1262 102.7244 25.8712 -255.0808

4 -0.04757 0.8719 0.2838 11.1934 -26.0571 -4.4410 -1.4782 -2.6019 55.6466 9.7196 -124.4708

6 -0.006807 0.3677 0.1279 5.9965 -0.5251 -2.2930 -0.7985 -0.5074 15.8890 5.3484 -72.8394

8 -0.001817 0.2034 0.07202 3.7311 -0.1024 -1.6306 -0.5769 -0.1634 9.8180 3.4379 -48.0521

10 -0.0006639 0.1287 0.04587 2.5440 -0.03097 -1.2686 -0.4520 -0.06805 6.8065 2.4139 -34.2221

12 -0.0002936 0.08836 0.03161 1.8451 -0.01174 -1.0284 -0.3677 -0.03325 5.0356 1.7960 -25.6925

Ref. [50] for n = 2, 4, · · · , 12 (at upper levels) and also by using the approximated expressions of them given
by Eqs. (3.48) (in parentheses at lower levels). The coefficients An

− and En
− cannot be evaluated at n = 2

because they become singular there. We will come back later to consider this singularity in more detail.
The coefficientsD−+ andDn

NS in Tables 3.3 and 3.4 take exceptionally large values at n = 6. This is due
to the fact thatD−+ andDn

NS have the terms with the denominator 1/(dn
−−1) and 1/(dn

NS −1), respectively, in
their expressions Eq. (3.37e). As we can see in Table 3.2, dn

− and dn
NS happen to be very close to one at n = 6

both for n f = 3 and n f = 4. We see, however, from Eq. (3.36) thatD−+ andDn
NS in the moment sum rule are

multiplied, respectively, by the factor
[
1 − (

αs(Q2)/αs(P2)
)dn
−−1

]
and

[
1 − (

αs(Q2)/αs(P2)
)dn

NS−1
]
, which are

very small if dn
− and dn

NS are close to one. Therefore the contributions of the parts with D−+ and Dn
NS to the

6-th moment of Fγ
2 (x,Q2, P2) do not outstand from the others.

For Fγ
L(x,Q2, P2), we also evaluate Bn

(L),i, Cn
(L), En

(L),i, F n
(L),i and Gn

(L) given in Eqs. (3.60) and tabulate
them in Tables 3.5 (for n f = 3) and 3.6 (for n f = 4). The coefficient En

(L),− also become singular at n = 2.

Sum Rule for the Second Moment The second moment sum rule for the structure function Fγ
2 ,∫ 1

0
dx Fγ

2 (x,Q2, P2), (3.63)

can be studied by taking the limit n → 2 in Eq. (3.36). At n = 2, one of the eigenvalues of γn=2(g), the
anomalous dimension matrix in the hadronic sector given in Eq. (3.15), vanishes, due to the conservation of
the hadronic energy-momentum tensor. Thus we have a zero eigenvalue λn=2

− = 0 for the one-loop anoma-
lous dimension matrix γ(0),n=2(g), and therefore we get dn=2

− = λn=2
− /(2β0) = 0. Among the coefficients

which appeared in Eq. (3.36), An
− and En

− would develop singularities at n = 2, because they contain terms
with the factor 1/dn

−. However, as we can see from Eq. (3.36), both An
− and En

− are multiplied by a factor
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Table 3.7: The ratios of the NLO (α) and the NNLO (ααs) corrections to the LO (αα−1
s ) for the second

moment of Fγ
2 (x,Q2, P2) in several cases of Q2 and P2. For QCD running coupling constant αs, we have

used the formula given in Eq. (3.67) with Λ = 200 MeV.

Q2 / GeV2 P2 / GeV2 αs(Q2) αs(P2) NLO / LO NNLO / LO NNLO / (LO + NLO)

n f = 3 30 1 0.1696 0.3253 -0.2063 -0.07910 -0.09966

100 1 0.1461 0.3253 -0.1649 -0.05576 -0.06676

100 3 0.1461 0.2487 -0.1949 -0.06339 -0.07874

n f = 4 30 1 0.1853 0.3546 -0.1950 -0.07996 -0.09934

100 1 0.1595 0.3546 -0.1541 -0.05506 -0.06509

100 3 0.1595 0.2717 -0.1855 -0.06503 -0.07984

[
1 − (

αs(Q2)/αs(P2)
)dn

i
]
, which also vanishes at n = 2. Therefore, recalling that (1/ε)(1 − xε) = − ln(x) in

the limit of ε → 0, we find that theAn
− and En

− parts of Eq. (3.36) give finite contributions as

lim
n→2
An
−

1 − (
αs(Q2)
αs(P2)

)dn
−
 = −An=2

− ln
αs(Q2)
αs(P2)

, (3.64a)

lim
n→2
En
−

1 − (
αs(Q2)
αs(P2)

)dn
−
 = −En=2

− ln
αs(Q2)
αs(P2)

. (3.64b)

whereAn=2
− and En=2

− are given by

An=2
− =

−K(0),n
∑

j

P n
j γ̂

(1),nP n
−

λn
j + 2β0

C(0),n
2 −K(0),nP n

−C
(0),n
2

β1

β0
+K(1),nP n

−C
(0),n
2


∣∣∣∣∣∣∣∣∣
n=2

, (3.65a)

En=2
− =

−K(0),nP n
−C

(1),n
2

β1

β0
−K(0),n

∑
j

P n
j γ̂

(1),nP n
−

λn
j + 2β0

C(1),n
2 +K(1),nP n

−C
(1),n
2

−K(0),n
∑

j

P n
− γ̂

(1),nP n
j

−λn
j + 2β0

C(0),n
2

β1

β0
−K(0),n

∑
j,k

P n
j γ̂

(1),nP n
− γ̂

(1),nP n
k

(−λn
k + 2β0)(λn

j + 2β0)
C(0),n

2 (3.65b)

+K(1),n
∑

j

P n
− γ̂

(1),nP n
j

−λn
j + 2β0

C(0),n
2


∣∣∣∣∣∣∣∣∣
n=2

.

The numerical values ofAn=2
− and En=2

− are

for n f = 3, An=2
− = −1.3274, En=2

− = 5.7664, (3.66a)

for n f = 4, An=2
− = −2.2857, En=2

− = 18.5530. (3.66b)

To estimate the impacts of the NLO (α) and NNLO (ααs) corrections compared to the LO (αα−1
s ) term

in the second moment sum rule for Fγ
2 (x,Q2, P2), we now evaluate them numerically in several cases of Q2

and P2. For the QCD running coupling constant αs(Q2), hereafter we use the following formula which takes
into account the β function up to the three-loop level (See Eq. (9.5) in Ref. [71]),

αs(Q2)
4π

=
1
β0L
− 1

(β0L)2

β1

β0
ln L +

1
(β0L)3

(
β1

β0

)2 (ln L − 1
2

)2

+
β0β2

β2
1

− 5
4

 + O (
1
L4

)
, (3.67)
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Table 3.8: The ratios of the NLO (ααs) corrections to the LO (α) for the second moment of Fγ
L(x,Q2, P2)

in several cases of Q2 and P2. For QCD running coupling constant αs, we have used the formula given in
Eq. (3.67) with Λ = 200 MeV.

Q2 / GeV2 P2 / GeV2 αs(Q2) αs(P2) NLO / LO

n f = 3 30 1 0.1696 0.3253 -0.09483

100 1 0.1461 0.3253 -0.07881

100 3 0.1461 0.2487 -0.08450

n f = 4 30 1 0.1853 0.3546 -0.1046

100 1 0.1595 0.3546 -0.08671

100 3 0.1595 0.2717 -0.09316

where L = ln(Q2/Λ2) and β0, β1 and β2 are given in Eqs. (3.41). Here we take, for instance, (Q2, P2) =
(30 GeV2, 1 GeV2), (100 GeV2, 1 GeV2) and (100 GeV2, 3 GeV2), withΛ = 200 MeV. These parameters are
considered to satisfy the condition Λ2 � P2 � Q2. The results are given in Table 3.7. For the kinematical
region of Q2 and P2 which we have studied, the NNLO corrections are found to be rather large. When
P2 = 1 GeV2 and Q2 = 30-100 GeV2, or P2 = 3 GeV2 and Q2 = 100 GeV2, and n f is three or four,
the NNLO corrections are 7%-10% of the sum of the LO and NLO contributions. We already know that
the NLO contribution takes negative values [12]. We find that the NNLO corrections also give negative
contributions to the sum rule. In fact, we will see in the next chapter that the NNLO corrections reduce
Fγ

2 (x,Q2, P2) at large x.
The analysis for the second moment sum rule for Fγ

L(x,Q2, P2),∫ 1

0
dx Fγ

L(x,Q2, P2), (3.68)

can be studied in the same way. For n = 2, the En
(L),− part of Eq. (3.59) becomes

lim
n→2
En

(L),−

1 − (
αs(Q2)
αs(P2)

)dn
−
 = −En=2

(L),− ln
αs(Q2)
αs(P2)

. (3.69)

where En=2
(L),− is given by

En=2
(L),− =

−K(0),nP n
−C

(1),n
2

β1

β0
−K(0),n

∑
j

P n
j γ̂

(1),nP n
−

λn
j + 2β0

C(1),n
2 +K(1),nP n

−C
(1),n
2


∣∣∣∣∣∣∣∣∣
n=2

. (3.70)

The numerical values of En=2
(L),− is

for n f = 3, En=2
(L),− = −7.0795, (3.71a)

for n f = 4, En=2
(L),− = −12.1905. (3.71b)

We list in Table 3.8 the NLO contributions to the second moment sum rule for Fγ
L(x,Q2, P2), with the

parameters same as Table 3.7. We can see that the NLO corrections give negative contribution to the sum
rule.
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Numerical Analysis

In the previous chapter, we obtained the moment sum rules for the spin-averaged virtual photon structure
functions Fγ

2 (x,Q2, P2) up to the NNLO and Fγ
L(x,Q2, P2) up to the NLO, corresponding to the order ααs.

Now, our main concern is x-dependence of the structure functions rather than the moments of them. This will
be achieved by numerically inverting these sum rules, but this operation requires complete n-dependence of
the sum rules over the complex n-plane. The moment sum rules Eqs. (3.36) and (3.59) are valid only for
even n, however, all (complex) moments for n are uniquely fixed by analytic continuation from these even n
results.

In this chapter, we will first discuss how the continuation can be done, and then execute the inversion to
obtain the structure functions.

4.1 Numerical Evaluation of Sum Rules

Harmonic Sums As we can see from Eqs. (3.36) and (3.37) (or Eqs. (3.59) and (3.60) for Fγ
L(x,Q2, P2)),

the n-th moment sum rules are written in terms of coefficient functions, anomalous dimensions and photon
matrix elements. These ingredients, which are necessary to evaluate the ααs corrections to the sum rules,
are often expressed in terms of the rational functions of n and the various harmonic sums [61]. The single
harmonic sums are defined by

S k(n) =
n∑

j=1

1
jk
, S −k(n) =

n∑
j=1

(−1) j

jk
, (4.1)

where k = 1, 2, · · · . The higher multiple sums are defined recursively:

S k,~m(n) =
n∑

j=1

1
jk

S ~m( j), S −k,~m(n) =
n∑

j=1

(−1) j

jk
S ~m( j). (4.2)

To invert the (even) n-moment sum rules so that we get the structure functions as functions of x, we need to
obtain the representation of these sums analytically continued from their values on the (even) integer n.

There are several proposals for the numerical continuation [72, 73], however, we use here a naı̈ve
method; we use the asymptotic series expansions of the sums together with the translation relations of them.
As a simple example, first we consider S 1(n). The asymptotic series expansion of S 1(n) is well-known, and
we can expand it up to arbitrary order:

S 1(n) = ln(n) + γE +
1

2n
− 1

12n2 +
1

120n4 + · · · . (4.3)

This form has simple analytic properties, and reproduces values at integers quite well for large n. On the
other hand, S 1(n) satisfies the following translation relation:

S 1(n) = S 1(n + 1) − 1
n + 1

. (4.4)

34
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This relation is valid not only for integer n, but also for complex n. Therefore, our algorithm to evaluate
S 1(n) at arbitrary n is as follows]1:

• For |n| ≥ n0, where n0 is some real constant at which the asymptotic series expansion well converge
within an accuracy we need, we use the asymptotic expansion Eq. (4.3) to evaluate S 1(n).

• For |n| < n0, we use the translation relation Eq. (4.4) and shift n→ n + 1 recursively in order to reach
S 1(n) with |n| ≥ n0.

Indeed, a similar method has been used to evaluate the digamma function ψ(n) = S 1(n) − γE − 1/n as well
as other polygammas, e.g., [74].

Now, it seems quite natural to evaluate the multiple harmonic sums in a parallel manner. Consider the
evaluation of a more complicated harmonic sum S 1,1,−2,1(n) as an example. S 1,1,−2,1(n) can be straightfor-
wardly expanded from even]2values as

S even
1,1,−2,1(n) = c0,2 ln2(n) + c0,1 ln(n) + c0,0 +

c1,1 ln(n)
n

+
c1,0

n

+
c2,1 ln(n)

n2 +
c2,0

n2 +
c3,0

n3 +
c4,1 ln(n)

n4 +
c4,0

n4 +
c5,1 ln(n)

n5 +
c5,0

n5 + · · · ,
(4.5)

where

c0,2 = c1,1 = −
5

16
ζ(3) = −0.37564278 · · · ,

c0,1 = −
5
8
γEζ(3) − 3

40
ζ2(2) = −0.63658940 · · · ,

c0,0 = −
3

40
γEζ

2(2) − 5
16
γ2

Eζ(3) − ln(2) Li4

(
1
2

)
− 7

16
ln2(2)ζ(3) +

1
6

ln3(2)ζ(2)

− 1
30

ln5(2) +
1
8
ζ(2)ζ(3) +

1
8
ζ(5) − Li5

(
1
2

)
= −0.89930722 · · · ,

c1,0 = −
5

16
γEζ(3) − 3

80
ζ2(2) +

5
16
ζ(3) = 0.057348080 · · · ,

c2,1 =
5

96
ζ(3) = 0.062607130 · · · ,

c2,0 =
5

96
γEζ(3) +

1
160

ζ2(2) − 15
64
ζ(3) = −0.22868296 · · · ,

c3,0 =
5

64
ζ(3) = 0.093910695 · · · ,

c4,1 =
1
8
− 1

192
ζ(3) = 0.11873928 · · · ,

c4,0 = −
1

192
γEζ(3) +

1
8
γE −

1
1600

ζ2(2) − 5
2304

ζ(3) = 0.064238415 · · · ,

c5,1 = −
9

16
= −0.5625,

c5,0 =
1
4
− 9

16
γE −

5
384

ζ(3) = −0.090335594 · · · . (4.6)

The translation relation for S even
1,1,−2,1(n), which we need to shift n, is given by

S even
1,1,−2,1(n) = S even

1,1,−2,1(n + 2) −
(

1
n + 1

+
1

n + 2

)
S even

1,−2,1(n + 2) +
1

(n + 1)(n + 2)
S even
−2,1(n + 2). (4.7)

]1In fact, at n near the negative real axis, the expansion Eq. (4.3) do not work well even if |n| > n0. Therefore, to be exact, if n is
in the region Re(n) < n0 ∧ | Im(n)| < n0, we shift n by using Eq. (4.4) until Re(n) ≥ n0. More details are given in Appendix C.

]2Since the moment sum rules of Fγ
2 (x,Q2, P2) and Fγ

L(x,Q2, P2) are valid for even n values due to the crossing symmetry of
them, the analytic continuation should be performed from even n. Therefore whenever (−1)n appears, it should be replaced by (+1).
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Note that the right-hand side of Eq. (4.7) is written in terms of S even
1,1,−2,1(n) itself and lower harmonic sums

S even
1,−2,1(n) and S even

−2,1(n) with larger argument n+2. Then S even
1,−2,1(n) and S even

−2,1(n) can be evaluated in a similar
fashion, therefore we can shift the argument of S even

1,1,−2,1(n) as n → n + 2. Using Eq. (4.5) with Eq. (4.7), as
in the case of S 1(n), we can evaluate S even

1,1,−2,1(n) on the whole complex plane.
In practice, taking n0 = 16, we need to expand S 1(n) and S even

1,1,−2,1(n) up to the order 1/n10 and 1/n18,
respectively, in order the ensure the double precision accuracy (15 significant figures) with a truncation error
at n = n0. See Appendix C for more details on the evaluation of the harmonic sums.

Numerical Evaluation of Sum Rules Since we can now make analytic continuation of the harmonic
sums from their even values, we can evaluate the n-th moments of the virtual photon structure functions
Eqs. (3.36) and. (3.59) with the arbitrary n. In Fig. 4.1, we plot the moments of the spin-averaged virtual
photon structure function Fγ

2 (x,Q2, P2),

Mγ
2 (n,Q2, P2) =

∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2), (4.8)

which is explicitly given in Eq. (3.36), predicted by perturbative QCD for the case of n f = 4, Q2 = 30GeV2

and P2 = 1GeV2, on the real axis. For the QCD running coupling constant αs(Q2), we use the Eq. (3.67)
with the QCD scale parameter Λ = 200 MeV. Here we plot three curves, the LO (the order of αα−1

s ), NLO
(including α corrections) and NNLO (including up to ααs corrections) QCD results. We can see that the
moments of Fγ

2 (x,Q2, P2) can be obtained as a smooth function of n for n > 1, as expected. We can also see
that the NNLO corrections surely reduce the moments of Fγ

2 (x,Q2, P2), as we have caught a glimpse of it in
the previous section.

We also plot, in Fig. 4.2, the LO (α) and NLO (ααs) results of the moments of the longitudinal virtual
photon structure function Fγ

L(x,Q2, P2),

Mγ
L(n,Q2, P2) =

∫ 1

0
dx xn−2Fγ

L(x,Q2, P2), (4.9)

which is explicitly given in Eq. (3.59), for the case of n f = 4, Q2 = 30GeV2 and P2 = 1GeV2 with
Λ = 200 MeV.

4.2 Numerical Inversion

We now numerically perform the inverse Mellin transform of Eq. (4.8) to obtain Fγ
2 (x,Q2, P2) as a function

of x. Fγ
L(x,Q2, P2) can be obtained as a function of x from Eq. (4.9) in the same way. By inverting the

moments Eq. (4.8) we get

Fγ
2 (x,Q2, P2)

x
=

1
2πi

∫ c+i∞

c−i∞
dn x−nMγ

2 (n,Q2, P2), (4.10)

where c is a real constant being larger than a real constant c0 which has to be such that the integral Mγ
2 (n =

c,Q2, P2) Eq. (4.8) is absolutely convergent; In our case c0 = 1 from the discussion in the previous section.

Integration Contour In practice, it is known that for the good convergence of the numerical integration,
one would be better off changing the contour in the complex n-plane from C0 to C1 shown as Fig. 4.3
(e.g., [74]) :

Fγ
2 (x,Q2, P2)

x
=

1
2πi

∫ c

c+∞×e−iφ
+

∫ c+∞×e+iφ

c

 dn x−nMγ
2 (n,Q2, P2), (4.11)
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Figure 4.1: Moments of the spin-averaged virtual photon structure function Fγ
2 (x,Q2, P2) in units of

[3n f 〈e4〉α/π ln(Q2/P2)] for Q2 = 30 GeV2 and P2 = 1 GeV2 with n f = 4 and the QCD scale parameter
Λ = 200 MeV. We plot the QCD leading order (LO), the next-to-leading order (NLO) and the next-to-next-
to-leading order (NNLO) results.
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Figure 4.2: Moments of the longitudinal virtual photon structure function Fγ
L(x,Q2, P2) in units of

(3n f 〈e4〉α/π) for Q2 = 30 GeV2 and P2 = 1 GeV2 with n f = 4 and Λ = 200 MeV. We plot the QCD
leading order (LO) and the next-to-leading order (NLO) results.
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c

φ

C0C1

Re(n)

Im(n)

Figure 4.3: The contour of the integral for the inverse Mellin transform.

This deformation of the integration contour is legal if Mγ
2 (n,Q2, P2) has no singularities in the region en-

closed by C0 − C1 and in our case this is true since all singularities lie on the real axis n = 1, 0,−1,−2, · · · .
Furthermore, it is beneficial to rewrite Eq. (4.11) as an integration over a real variable:

Fγ
2 (x,Q2, P2)

x
=

1
2πi

∫ ∞

0
dz

[
eiφx−nMγ

2 (n,Q2, P2) − e−iφx−n∗Mγ
2 (n∗,Q2, P2)

]
, (4.12)

where n = c + zeiφ. Using [Mγ
2 (n,Q2, P2)]∗ = Mγ

2 (n∗,Q2, P2), we finally obtain]3

Fγ
2 (x,Q2, P2)

x
=

1
π

∫ ∞

0
dz Im

[
eiφx−nMγ

2 (n,Q2, P2)
]
. (4.13)

Formally, the value of this integral does not depend c > c0 and π/2 ≤ φ < π, however, it is suitable to choose
φ > π/2 rather than φ = π/2 because it gives an exponential dumping like

x−n ∼ exp
[
z cos φ ln

(
1
x

)]
, z→ ∞. (4.14)

Numerical Inversion of Moments of Fγ
2

and Fγ
L

In Fig. 4.4 we plot the virtual photon structure function
Fγ

2 (x,Q2, P2) predicted by perturbative QCD for the case of Q2 = 30GeV2 and P2 = 1GeV2 with n f = 4.
Here we plot three curves, the LO (the order of αα−1

s ), NLO (including α corrections) and NNLO (including
up to ααs corrections) QCD results. It is noted that here we have used the QCD running coupling constant
αs(Q2), governed by the formula Eq. (3.67) which is valid up to three-loop level, even for the LO and NLO
analyses, and we have taken Λ = 200 MeV. The LO and NLO QCD results for the same values of Q2, P2

and n f were already given in Fig. 6 of Ref. [12]. But in their analyses, the formula for αs(Q2), which is
valid in the one-loop level, was used to obtain the LO curve, while for the NLO curve, the formula which is

]3Replacing z → sz (s > 0) and identifying seiφ = −ε + i with real constant ε (s should be adequately chosen), we can rewrite
Eq. (4.13) as

Fγ
2 (x,Q2, P2)

x
=

1
π

∫ ∞

0
dz Im

[
(−ε + i)x−n Mγ

2 (n,Q2, P2)
]
, n = c − εz + iz,

=
1
π

∫ ∞

0
dz

{
Re

[
x−n Mγ

2 (n,Q2, P2)
] − ε Im

[
x−n Mγ

2 (n,Q2, P2)
]}
.
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Figure 4.4: Virtual photon structure function Fγ
2 (x,Q2, P2) in units of [3n f 〈e4〉α/π ln(Q2/P2)] for Q2 =

30 GeV2 and P2 = 1 GeV2 with n f = 4 and the QCD scale parameter Λ = 200 MeV. We plot the QCD
leading order (LO), the next-to-leading order (NLO) and the next-to-next-to-leading order (NNLO) results.

valid up to the two-loop level was used. Moreover they set the QCD scale parameter Λ = 100 MeV in both
cases. The LO result in Fig. 4.4 has a similar shape as the corresponding one in Fig. 6 of Ref. [12], but is
different in magnitude; the former is slightly larger than the latter for almost the whole x. This is due to the
fact that the one-loop-level formula for αs(Q2) (and αs(P2)) with Λ = 100 MeV was used for the LO result
in Ref. [12] while we applied the three-loop-level formula even for the LO result with Λ = 200 MeV. On
the other hand, the NLO curve in Fig. 4.4 is rather similar to the corresponding one in Fig. 6 of Ref. [12], in
shape and magnitude.

Now we can find in Fig. 4.4 that there exist notable NNLO corrections at large x. The corrections are
negative for almost the whole x and thus the NNLO curve comes below the NLO curve. This is expected
from the n-space analysis above.

We have also studied the QCD corrections to Fγ
2 (x,Q2, P2) with difference Q2 and P2 with same n f = 4.

In Fig. 4.5, we plot the case for (a) Q2 = 100 GeV2 and P2 = 1 GeV2 (b) Q2 = 100 GeV2 and P2 = 3 GeV2.
In both cases, the NNLO corrections reduce Fγ

2 (x,Q2, P2), especially at large x. We have not seen any
sizable change for the structure function normalized by [3n f 〈e4〉α/π ln(Q2/P2)] for these different values
of Q2 and P2. We have examined the n f = 3 and n f = 5 case as well in Fig. 4.5. It is observed that the
normalized structure function is insensitive to the number of active flavors.

In Fig. 4.6 we plot the longitudinal virtual photon structure function Fγ
L(x,Q2, P2) predicted by pertur-
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Figure 4.5: Virtual photon structure function Fγ
2 (x,Q2, P2) in units of [3n f 〈e4〉α/π ln(Q2/P2)] for (a) Q2 =

100 GeV2 and P2 = 1 GeV2 (b) Q2 = 100 GeV2 and P2 = 3 GeV2 with n f = 3, 4, 5 and Λ = 200 MeV.
We plot the QCD leading order (LO), the next-to-leading order (NLO) and the next-to-next-to-leading order
(NNLO) results.
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Figure 4.6: Longitudinal virtual photon structure function Fγ
L(x,Q2, P2) in units of (3n f 〈e4〉α/π) for (a)

Q2 = 30 GeV2 and P2 = 1 GeV2 (b) Q2 = 100 GeV2 and P2 = 1 GeV2 with n f = 3, 4, 5 and Λ = 200 MeV.
We plot the QCD leading order (LO) and the next-to-leading order (NLO) results.
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bative QCD for the case of Q2 = 30GeV2 and P2 = 1GeV2 with n f = 3, 4, 5 and Λ = 200 GeV2. Here we
plot three set of two curves, the LO (the order of α) and NLO (including ααs corrections) QCD results for
n f = 3, 4, 5. We can find from Fig. 4.6 that there exist non-negligible NLO corrections and these corrections
are negative, and the normalized structure function is insensitive to the number of active flavors.

Box-diagram Contributions In Ref. [12] on the analysis of Fγ
2 (x,Q2, P2) up to the NLO, Uematsu and

Walsh pointed out that in the limit

ln
Q2

P2 � ln
P2

Λ2 , (4.15)

the moments of Fγ
2 (x,Q2, P2) approach the ones of the box-diagram contribution. Actually, taking the limit

Eq. (4.15), the NLO QCD result of the moments of Fγ
2 (x,Q2, P2) reduces to the box-diagram result of that.

So let us take same limit Eq. (4.15) for the NNLO formula of Fγ
2 (x,Q2, P2) given in Eq. (3.36). Since the

limit Eq. (4.15) means ln(Q2/Λ2) ≈ ln(P2/Λ2), we define

αs(Q2)
αs(P2)

≡ 1 + κ, (4.16)

where |κ| � 1. Then we find in the limit Eq. (4.16),∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2) =
α

4π
1

2β0

 4π
αs(Q2)

∑
i

Ln
i

[
−(dn

i + 1)κ −
(dn

i + 1)dn
i

2
κ2

]
+

∑
i

An
i

(
−dn

i κ
)
+

∑
i

Bn
i

[
−(dn

i + 1)κ
]
+ Cn

+
αs(Q2)

4π
Gn + O(α2

s , αsκ, κ
2)

,
(4.17)

with i = +,−,NS . Then using the expressions of Ln
i ,An

i and Bn
i given in Eqs. (3.37a)-(3.37c) and a relation

− 4π
αs(Q2)

κ = β0 ln
Q2

P2 −
β1

β0
κ + O(κ2), (4.18)

we obtain∫ 1

0
dx xn−2Fγ

2 (x,Q2, P2)

=
α

4π
1

2β0

L̃n
(
2β0 ln

Q2

P2

)
+ Cn

+
αs(Q2)

4π

 1
2β0
Ãn

(
2β0 ln

Q2

P2

)2

+ B̃n
(
2β0 ln

Q2

P2

)
+ Gn

 + O(α2
s , αsκ, κ

2)

,
(4.19)

where

L̃n =
1
2
K(0),n ·C(0),n

2 , (4.20a)

Ãn = −1
8
K(0),nγ̂(0),nC(0),n

2 , (4.20b)

B̃n =
1
2

(
K(1),n ·C(0),n

2 +K(0),n ·C(1),n
2 −A(1),nγ̂(0),nC(0),n

2

)
, (4.20c)
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and Cn and Gn are given in Eqs. (3.37d) and (3.37h), respectively. It is noted that all β0 in the expression of
the right-hand side in Eq. (4.19) are canceled, and these terms are proportional to the charge factor n f 〈e4〉
and αsCFn f 〈e4〉. These facts suggest that the right-hand side is the moments of the box-diagram contribution
including corrections of one-gluon exchange, i.e., αs corrections. Note that inverting the some coefficients
in Eq. (4.19),

∫ 1

0
dx xn−2L̃(x) = L̃n, (4.21a)∫ 1

0
dx xn−2C(x) = Cn, (4.21b)∫ 1

0
dx xn−2Ã(x) = Ãn, (4.21c)∫ 1

0
dx xn−2B̃(x) = B̃n, (4.21d)

can be easily done:

L̃(x) = 12n f 〈e4〉x(1 − 2x + 2x2), (4.22a)

C(x) = −48β0n f 〈e4〉x[(1 − 2x + 2x2) ln(x) + 1 − 3x + 3x2], (4.22b)

Ã(x) = −6CFn f 〈e4〉x[2(1 − 2x + 4x2) ln(x) − 4(1 − 2x + 2x2) ln(1 − x) + 1 − 4x
]
, (4.22c)

B̃(x) = 12CFn f 〈e4〉x[(1 − 2x + 4x2) ln2(x) + 2(1 − 2x + 2x2) ln2(1 − x)

− 4(1 − 2x + 2x2) ln(x) ln(1 − x) + (3 − 4x + 8x2) ln(x) + 8x(1 − x) ln(1 − x)

+ 14 − 29x + 20x2 − 4(1 − 2x + 2x2)ζ(2)
]
,

(4.22d)

but the inverse Mellin transform of Gn is rather complicated and contains untrivial polylogarithms up to
weight 3.

The box-diagram contribution for Fγ
L(x,Q2, P2) is quite similarly obtained such as Eq. (4.19),

∫ 1

0
dx xn−2Fγ

L(x,Q2, P2) =
α

4π
1

2β0

Cn
(L) +

αs(Q2)
4π

[
B̃n

(L)

(
2β0 ln

Q2

P2

)
+ Gn

(L)

]
+ O(α2

s , αsκ, κ
2)

, (4.23)

where

B̃n
(L) =

1
2
K(0),n ·C(1),n

L , (4.24)

and Cn
(L) and Gn

(L) are given in Eqs. (3.60b) and (3.60e), respectively. By inverting

∫ 1

0
dx xn−2C(L)(x) = Cn

(L), (4.25a)∫ 1

0
dx xn−2B̃(L)(x) = B̃n

(L), (4.25b)∫ 1

0
dx xn−2G(L)(x) = Gn

(L), (4.25c)
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we can obtain

C(L)(x) = 96β0n f 〈e4〉x2(1 − x), (4.26a)

B̃(L)(x) = 48CFn f 〈e4〉x[2x ln(x) + (1 − x)(1 + 2x)
]
, (4.26b)

G(L)(x) =
32
5
β0CFn f 〈e4〉

−x2(35 + 12x2) ln2(x) + 4
(
1
x
− 5x2 + 6x4

)
ln(x) ln(1 − x)

+ 4
(
1
x
− 5x2 + 6x4

)
Li2(−x) − (4 + 28x + 63x2 − 66x3) ln(x)

+ 30x2(1 − x) ln(1 − x) + 2(2 − 23x + 3x2 + 18x3) − 4x2(5 − 6x2)ζ(2)

.
(4.26c)

Note that C(L)(x), B̃(L)(x) and G(L)(x) vanish both at x = 0 and x = 1.
In Fig. 4.7, we plot the Fγ

2 (x,Q2, P2) obtained by inverting Eq. (4.19), the leading-logarithm box-
diagram contributions (only L̃n term), the box-diagram contributions including non leading-logarithm terms
(L̃n and Cn terms) and the (conjectured) box-diagram contributions including corrections of one-gluon ex-
change, as well as original QCD predictions. We also plot, in Fig. 4.8, the Fγ

L(x,Q2, P2) obtained by invert-
ing Eq. (4.23), the leading box-diagram contributions (only Cn

(L) term) and the (conjectured) box-diagram
contributions including corrections of one-gluon exchange, as well as original QCD predictions. We can see
that QCD predictions show the same tendency of the box-diagram contributions in this kinematic region.
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Figure 4.7: QCD corrections and the box-diagram contributions for the virtual photon structure function
Fγ

2 (x,Q2, P2) in units of [3n f 〈e4〉α/π ln(Q2/P2)] for (a) Q2 = 30 GeV2 and P2 = 1 GeV2 (b) Q2 = 100 GeV2

and P2 = 1 GeV2 with n f = 4 and Λ = 200 MeV. We plot the leading-logarithm box-diagram contributions
(BOX (LL)), the box-diagram contributions including non leading-logarithm terms (BOX), the box-diagram
contributions including corrections of one-gluon exchange which are speculated from Eq. (4.19) (BOX
(αs)), the QCD leading order (LO), the next-to-leading order (NLO) and the next-to-next-to-leading order
(NNLO) results.
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Figure 4.8: QCD corrections and the box-diagram contributions for the virtual photon structure function
Fγ

L(x,Q2, P2) in units of (3n f 〈e4〉α/π) for (a) Q2 = 30 GeV2 and P2 = 1 GeV2 (b) Q2 = 100 GeV2 and
P2 = 1 GeV2 with n f = 4 and Λ = 200 MeV. We plot the box-diagram contributions (BOX), the box-
diagram contributions including corrections of one-gluon exchange which are speculated from Eq. (4.23)
(BOX (αs)), the QCD leading order (LO) and the next-to-leading order (NLO) results.



Chapter 5

Summary

In this thesis, we have investigated the unpolarized (spin-averaged) virtual photon structure functions
Fγ

2 (x,Q2, P2), which is expected to be measured in the future e+e− collider experiments such as ILC, for
the kinematical region Λ2 � P2 � Q2 in massless QCD. In this kinematic region, contrary to real pho-
ton case, the asymptotic freedom nature of QCD allows us to calculate structure functions in all orders by
perturbation.

Using the framework of the OPE supplemented by the RG method, we obtained the definite predictions
for the moments of Fγ

2 (x,Q2, P2) up to the NNLO (the order ααs). The inverse Mellin transform of the
moments was numerically performed to express the structure function Fγ

2 (x,Q2, P2) as a function of x. We
found that the NNLO corrections are negative for almost the whole x, and not negligible especially at large
x.

We also examined the longitudinal structure function Fγ
L(x,Q2, P2) up to the NLO (the order ααs). We

found that the NLO corrections to Fγ
L(x,Q2, P2) have negative contributions for almost the whole x.

Although we have ignored in our kinematical region, we should also consider the power corrections
of the form (P2/Q2)k, which are arising from the target mass effects as well as from higher twist effects.
Furthermore it was conjectured in Eqs. (4.19) and (4.23) that these expressions coincide with the box-
diagrams contributions including corrections of one-gluon exchange, but we postpone confirmation of this
conjecture to a future study.
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Appendix A

Explicit Form of Mn and Xn

Here we present the explicit form of the integrals needed for evaluating M n(Q2/P2, g(P2)) in Eq. (3.21a)
and Xn(Q2/P2, g(P2)) in Eq. (3.21b) up to NNLO. First, using Eq. (3.26) with Eq. (3.32), the T -ordered
exponential in M n(Q2/P2, g(P2)) is expanded such as

T exp
[∫ g1

g2

dg
γ̂n(g)
β(g)

]

=
∑

i

P n
i

g2
2

g2
1

dn
i
1 + dn

i
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β0

g2
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2

16π2 −
dn
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1

β2
0

− β2
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(A.1)

Next, using the previous result Eq. (A.1), one can evaluate the integral in Xn(Q2/P2, g(P2)) as∫ g1

g2

dg
Kn(g, α)
β(g)

T exp
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Appendix B

Explicit Expressions of Necessary Quantities
in the MS Scheme

We give the explicit expressions of some quantities whcih are necessary to evaluate the moment sum rules
but have not been in literature explicitly — the three-loop photon-hadron mixing anomalous dimensions
k(2),approx

ns (n), k(2),approx
g (n) and k(2)

ps (n) which have appeared in Eqs. (3.48), and the photon matrix elements
up to the two-loop level, a(1)

q (n), a(2)
q (n) and a(2)

g (n) which have appeared in Eqs. (3.49), (3.55) and (3.57),
respectively — for even n in the MS scheme. They are expressed in terms of rational functions of n and the
harmonic sums [61]

S m(n) =
n∑

j=1

1
jm
, S −m(n) =

n∑
j=1

(−1) j

jm
, S m1,m2(n) =

n∑
j=1

1
jm1

S m2( j). (B.1)

Futhermore, they contains values of the Riemann ζ-functions.

Three-loop Photon-Hadron Mixing Anomalous Dimensions Here we present the approximated three-
loop photon-hadron mixing anomalous dimensions k(2),approx

ns (n) and k(2),approx
g (n), and the exact result k(2)

ps (n),
which are appeared in Eqs. (3.48). They are obtained by taking the Mellin moments of the parameterizations
for the P(2)

nsγ(x) and P(2)
gγ (x), and of the exact result for P(2)

psγ(x), which are given in Eqs. (6)-(8) of Ref. [9].
First, k(2),approx

ns (n) is expressed as
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Secondly, k(2),approx
g (n) is expressed as
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(n + 1)2 −

52.82
n3 +

13.3489
(n + 1)3 −

128
9n4 +

299
(n + 1)4

]
. (B.3)

Finally, k(2)
ps (n) is expressed as

k(2)
ps (n) ≡ −

∫ 1

0
dx xn−1

(
the r.h.s. of Eq. (8) in Ref. [9]

)
= n f CF

[
− 2464

81(n − 1)
+

432
n
+

72
n + 1

− 38360
81(n + 2)

− 344
n2 −

368
(n + 1)2

− 3584
27(n + 1)2 +

288
n3 +

208
(n + 1)3 +

448
9(n + 2)3 −

96
n4 +

96
(n + 1)4

+
256

3(n + 2)4 +
64
n5 −

128
(n + 1)5

]
. (B.4)
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Note that k(2)
ps (n) is an exact result.

Photon Matrix Elements up to Two-loop Level Here we present the photon matrix elements up to the
two-loop level a(1)

q (n), a(2)
q (n) and a(2)

g (n) which are appeared in Eqs. (3.49), (3.55) and (3.57), respectively.
Then are obtained by taking the Mellin moments of the unnormalized photon matrix elements in Eqs. (A7)-
(A9), and (A12)-(A14) of Ref. [59], and executing correct renormalizations, and picking up the relevant
terms with changing color factors.

First, a(1)
q (n) is expressed as

a(1)
q (n) = 4

[
−1

n
+

1
n2 −

4
(n + 1)2 +

4
(n + 2)2 +

(1
n
− 2

n + 1
+

2
n + 2

)
S 1(n)

]
. (B.5)

Secondly, a(2)
q (n) is expressed as

a(2)
q (n) = CF

{(1
n
− 2

n + 1
+

2
n + 2

)(
−4

3
S 1(n)3 − 4S 2(n)S 1(n) +

64
3

S 3(n)

−16S 2,1(n) − 48ζ(3)
)

+S 1(n)2
(6
n
− 8

n + 1
+

16
n + 2

− 16
n2 +

40
(n + 1)2 −

32
(n + 2)2

)
+S 1(n)

(4
n
− 80

n + 1
+

56
n + 2

+
16
n2 −

48
(n + 1)2 +

64
(n + 2)2

−32
n3 +

176
(n + 1)3 −

128
(n + 2)3

)
+S 2(n)

(6
n
+

8
n + 1

− 16
n2 +

40
(n + 1)2 −

32
(n + 2)2

)
+

38
n
− 70

n + 1
+

56
n + 2

+
56
n2 −

198
(n + 1)2 +

144
(n + 2)2 −

22
n3

− 40
(n + 1)3 +

128
(n + 2)3 +

20
n4 +

88
(n + 1)4

}
. (B.6)

Finally, a(2)
g (n) is expressed as

a(2)
g (n) = CF

{(
S 1(n)2 + S 2(n)

)( 16
3(n − 1)

+
4
n
− 4

n + 1
− 16

3(n + 2)
− 8

n2 −
8

(n + 1)2

)
+S 1(n)

(
− 32

9(n − 1)
− 32

n
+

32
n + 1

+
32

9(n + 2)
+

32
n2 +

8
(n + 1)2

− 64
3(n + 2)2 −

32
n3 −

48
(n + 1)3

)
+S −2(n)

( 32
3(n − 1)

− 32
n
+

32
n + 1

− 32
3(n + 2)

)
+

872
27(n − 1)

− 80
n
+

16
n + 1

+
856

27(n + 2)
− 40

n2 +
104

(n + 1)2 +
64

9(n + 2)2 +
44
n3

+
28

(n + 1)3 −
128

3(n + 2)3 −
40
n4 −

88
(n + 1)4

}
. (B.7)



Appendix C

Harmonic sums and their asymptotic series
expansions

C.1 Primary Definition and Basic Properties

The harmonic sums [61] are recursively defined by

S k,~m(n) =
n∑

j=1

[
sgn(k)

] j

j|k|
S ~m( j), S (n) = 1, n = 0, 1, 2, · · · ∈ N. (C.1)

The all indices of the sum, which consist of the leading (left-most) index k and the vector of the remaining
indices ~m, can take non-zero integers. sgn(k) represents the the sign of k, i.e., (+1) for k > 0 and (−1) for
k < 0. S (n) indicates the sum with no index. The depth of a harmonic sum is defined as the number of its
indices, and the weight of that is defined as the sum of the absolute values of its indices. For example,

S 1,−3,2(n) =
n∑

i=1

1
i

i∑
j=1

(−1) j

j3

j∑
k=1

1
k2 , (C.2)

is one of the harmonic sums with its depth 3 and its weight 6. Note that, in this convention, the negative
index indicates the alternating series. The following sums may be found in the old literature:

S ′k
(n
2

)
≡

n/2∑
j=1

1
jk
= 2k−1[S k(n) + S −k(n)

]
, for even n, k = 1, 2, · · · , (C.3)

S̃ (n) ≡
n∑

j=1

(−1) j

j2

j∑
l=1

1
l
= S −2,1(n). (C.4)

The definitions of the harmonic sums Eq. (C.1) implies that they satisfy the following translation relations:

S k,~m(n) = S k,~m(n + 1) −
[
sgn(k)

]n+1

(n + 1)|k|
S ~m(n + 1). (C.5)

The set of the harmonic sums is not fully independent. For example, from the relation∑
n≥ j1≥1
n≥ j2≥1

=
∑

n≥ j1≥ j2≥1

+
∑

n≥ j2≥ j1≥1

−
∑

n≥ j1= j2≥1

, (C.6)

one can obtain

S k1,~m1(n)S k2,~m2(n) =
n∑

j=1

[
sgn(k1)

] j

j|k1 |
S ~m1( j)S k2,~m2( j) +

n∑
j=1

[
sgn(k2)

] j

j|k2 |
S k1,~m1( j)S ~m2( j)

−
n∑

j=1

[
sgn(k1) sgn(k2)

] j

j|k1 |+|k2 |
S ~m1( j)S ~m2( j).

(C.7)
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Using Eq. (C.7) recursively until one of the two sums has no more indices, one can reduce products of the
harmonic sums with an identical argument to the single higher harmonic sums, e.g.,

S k1(n)S k2(n) = S k1,k2(n) + S k2,k1(n) − S k1∧k2(n), (C.8a)

S k1(n)S k2,k3(n) = S k1,k2,k3(n) + S k2,k1,k3(n) + S k2,k3,k1(n) − S k1∧k2,k3(n) − S k2,k1∧k3(n), (C.8b)

S k1(n)S k2,k3,k4(n) = S k1,k2,k3,k4(n) + S k2,k1,k3,k4(n) + S k2,k3,k1,k4(n) + S k2,k3,k4,k1(n)

− S k1∧k2,k3,k4(n) − S k2,k1∧k3,k4(n) − S k2,k3,k1∧k4(n),
(C.8c)

...
...

where the pseudo addition operator ∧ is defined by

k1 ∧ k2 ≡ sgn(k1) sgn(k2)
(|k1| + |k2|

)
= sgn(k2)k1 + sgn(k1)k2. (C.9)

The harmonic sums whose left-most index equals to one are logarithmically divergent when the argu-
ment goes infinity n→ ∞. The product identities Eq. (C.7) or Eqs. (C.8) can be used to single out the S 1(n)
as the divergent part from such sums. For example,

S 1,1,2(n) =
1
2

S 2
1(n)S 2(n) + S 1(n)S 3(n) − S 1(n)S 2,1(n) +

1
2

S 4(n) − S 3,1(n) + S 2,1,1(n). (C.10)

The manipulations of these kind are implemented in the program package Summer written in Form [61, 62].
The Mellin transform of the harmonic polylogarithm, which is introduced in Ref. [60], can be written in

terms of the harmonic sums, and the inverse Mellin transform of the harmonic sum is obtained in terms of the
harmonic polylogarithms, reversely. These methods are also implemented in the program package Harmpol
written in Form [60, 61, 62]. More relations of the harmonic sums can be found in Refs. [61, 73, 75].

C.2 Analytic Continuation

We here consider the analytic continuation of the harmonic sums over the complex plane as a start point of
the asymptotic expansion of these sums. It is well-known that the single harmonic sums can be analytically
continued in terms of polygamma functions ψ(n)(z) (e.g., [73-b]):

S k(n) =
(−1)k−1

(k − 1)!
ψ(k−1)(n + 1) +

γE ,

ζ(k),

k = 1,
k ≥ 2,

(C.11a)

S −k(n) = (−1)n (−1)k−1

(k − 1)!
β(k−1)(n + 1) − η(k), k ≥ 1, (C.11b)

where

ψ(n)(z) =
dn+1

dzn+1 lnΓ(z), β(n)(z) =
1

2n+1

ψ(n)
(
z + 1

2

)
− ψ(n)

( z
2

), (C.12)

and the Euler-Mascheroni constant γE , the Riemann zeta function ζ(k) and the Dirichlet eta function η(k)
are given by]1

γE = lim
n→∞

[
S 1(n) − ln(n)

]
, (C.13)

ζ(k) = S k(∞) =
∞∑
j=1

1
jk
, k > 1, (C.14)

η(k) = −S −k(∞) =
∞∑
j=1

(−1) j−1

jk
=

(
1 − 1

2k−1

)
ζ(k), k ≥ 1. (C.15)

]1Taking the limit of η(k) as k → 1 one obtain η(1) = ln(2).
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Moreover, the higher harmonic sums can be expressed in terms of Mellin transforms (i.e., integral represen-
tations being analytic with respect to n) of basic functions as well as polygamma functions [73].

Here we use, however, another method for the continuation of the harmonic sums, from the aspect of
the unified description for all harmonic sums. Eq. (C.1) can be rewritten as the following form:

S k,~m(n) = S k,~m(∞) − [
sgn(k)

]n
∞∑
j=1

[
sgn(k)

] j

(n + j)|k|
S ~m(n + j), S (n) = 1, k ≤ −1 or 1 < k. (C.16)

In this form, n is no more the upper limit of the sum as in the case of Eq. (C.1), and Eq. (C.16) is defined
not only for integer n but also for any real and/or complex n values [72] (see also Appendix of Ref. [76]).
The values of the harmonic sums at infinity, which are related to the Euler-Zagier sums [77, 78], are already
investigated in detail and these values up to the weight 9 are tabulated in the Summer package [61, 62]. An
untrivial aspect of the continuation of the harmonic sums by Eq. (C.16) is how the harmonic sums whose
leading index equals to one, which are logarithmically divergent as n→ ∞, are treated]2.

To avoid the logarithmic divergences along with the sums with leading 1’s, we need some regularization
for these sums. The most simple one is to take the sum up to a rather large integer N, e.g.,

S 1(n) = lim
N→∞

[
S 1(N) −

N−n∑
j=1

1
n + j

]
. (C.17)

However, in our purpose, we propose that it is more convenient to use the following regularization:

S 1(n) = lim
ε→0

[
S 1+ε(∞) −

∞∑
j=1

1
(n + j)1+ε

]
, (C.18)

where ε is an infinitesimal positive number. Note that

S 1+ε(∞) = ζ(1 + ε) =
1
ε
+ γE + O(ε), (C.19)

and the 1/ε pole corresponds to a logarithmic divergence in Eq. (C.17), S 1(N) ∼ ln(N) + γE . Hereafter, we
use the later one for the regularization. For higher harmonic sums, we will replace 1 → 1 + ε all at once.

]2One of the possible solutions for this issue is to avoid Eq. (C.16) for the continuation of the harmonic sums whose left-most
index equals to one. For example, S 1,1,2(n) can be rewritten as in Eq. (C.10). S 2,1(n) and S 3,1(n) in the right-hand side can be
defined by Eq. (C.16) if S 1(n) is defined, and S 2,1,1(n) can be defined by using S 1,1(n) = 1/2[S 2

1(n) + S 2(n)]. Then, the analytic
continuations of the single harmonic sums are given by Eqs. (C.11), and therefore S 1,1,2(n) can be defined by Eq. (C.10) over the
complex plane. Actually, in Ref. [79], the asymptotic series expansions of the harmonic sums are obtained (their definition for the
harmonic sums are slightly different from ours and they only consider positive indices), without introducing any regularization, by
using these relations for the sums with leading 1’s and by using, in terms of our expressions,

∞∑
j=1

lnm(n + j)
(n + j)k ∼

∞∑
r=0

Br

r!

(
− ∂
∂k

)m (k)r−1

nk+r−1 , k > 1,

∞∑
j=1

(−1) j lnm(n + j)
(n + j)k ∼

∞∑
r=1

(2r − 1)
Br

r!

(
− ∂
∂k

)m (k)r−1

nk+r−1 , k ≥ 1,

as well as Eqs. (C.25).
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For example,

S 1,1,−2,1(n) = lim
ε→0

S 1+ε,1+ε,−2,1+ε(n)

= lim
ε→0

S 1+ε,1+ε,−2,1+ε(∞) −
∞∑

j1=1

1
(n + j1)1+ε

S 1+ε,−2,1+ε(∞) −
∞∑

j2=1

1
(n + j1 + j2)1+ε

S −2,1+ε(∞)

− (−1)n(−1) j1+ j2
∞∑

j3=1

(−1) j3

(n + j1 + j2 + j3)2

[
S 1+ε(∞) −

∞∑
j4=1

1
(n + j1 + j2 + j3 + j4)1+ε

]



(C.20)

The translation relation Eq. (C.5) is valid for the harmonic sums defined over the complex plane by
Eq. (C.16) (with the regularization by introducing ε, if needed). In actual application, for the sums which
have negative indices, (−1)n should be replaced (+1) or (−1), depending on which one needs to start analytic
continuation from even or odd values. In general, one can formally write

S ~m(n) = S (0)
~m (n) + (−1)nS (1)

~m (n) + (−1)2nS (2)
~m (n) + (−1)3nS (3)

~m (n) + · · · , (C.21)

and then analytic continuations of this function in the complex domain from even or odd values are given
by

S even
~m (n) = S (0)

~m (n) + S (1)
~m (n) + S (2)

~m (n) + S (3)
~m (n) + · · · , (C.22a)

S odd
~m (n) = S (0)

~m (n) − S (1)
~m (n) + S (2)

~m (n) − S (3)
~m (n) + · · · . (C.22b)

The translation relation Eq. (C.5), which is valid for the harmonic sum Eq. (C.21), is translated for the sums
defined by Eqs. (C.22) as follows:

S even
k,~m (n) = S odd

k,~m (n + 1) − sgn(k)
(n + 1)|k|

S odd
~m (n + 1), (C.23a)

S odd
k,~m (n) = S even

k,~m (n + 1) − 1
(n + 1)|k|

S even
~m (n + 1). (C.23b)

Or it is more convenient to use

S even
k1,k2,~m

(n) = S even
k1,k2,~m

(n + 2) −
[

1
(n + 2)|k1 |

+
sgn(k1)

(n + 1)|k1 |

]
S even

k2,~m
(n + 2) +

sgn(k1)
(n + 1)|k1 |

1
(n + 2)|k2 |

S even
~m (n + 2),

(C.24a)

S odd
k1,k2,~m

(n) = S odd
k1,k2,~m

(n + 2) −
[

sgn(k1)
(n + 2)|k1 |

+
1

(n + 1)|k1 |

]
S odd

k2,~m
(n + 2) +

1
(n + 1)|k1 |

sgn(k2)
(n + 2)|k2 |

S odd
~m (n + 2).

(C.24b)

C.3 Asymptotic Series Expansion

Using the Euler-Maclaurin summation formula, one can easily obtain the following series expansions, which
are valid in the sense of the asymptotic expansion for n→ ∞:

∞∑
j=1

1
(n + j)k ∼

∞∑
r=0

Br

r!
(k)r−1

nk+r−1 , k > 1, (C.25a)

∞∑
j=1

(−1) j

(n + j)k ∼
∞∑

r=1

(2r − 1)
Br

r!
(k)r−1

nk+r−1 , k ≥ 1, (C.25b)
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where

(x)n =
Γ(x + n)
Γ(x)

, (C.26)

is the Pochhammer symbol and Br are the Bernoulli numbers defined by

x
ex − 1

=

∞∑
r=0

Br

r!
xr, (C.27)

i.e., B0 = 1, B1 = −1/2, B2 = 1/6, B3 = 0, B4 = −1/30, B5 = 0, B6 = 1/42, · · · . With the aid of Eqs. (C.25),
as a corollary, we can get the following asymptotic expansions of the single harmonic sums:

S k(n) ∼ S k(∞) −
∞∑

r=0

Br

r!
(k)r−1

nk+r−1 , k > 1, (C.28a)

S −k(n) ∼ S −k(∞) − (−1)n
∞∑

r=1

(2r − 1)
Br

r!
(k)r−1

nk+r−1 , k ≥ 1. (C.28b)

The regularization Eq. (C.18) allows us to simply obtain the expansion of S 1(n) in a similar way. Noting
that the 1/ε poles appear in S 1+ε(∞) and (1 + ε)−1:

S 1+ε(∞) = ζ(1 + ε) =
1
ε
+ γE + O(ε), (1 + ε)−1 =

1
ε
, (C.29)

then we get]3

S 1(n) ∼ S 1+ε(∞) − (1 + ε)−1

nε
−
∞∑

r=1

Br

r!
(1 + ε)r−1

nr+ε

= ln(n) + γE −
∞∑

r=1

Br

r
1
nr , ε → 0.

(C.30)

The asymptotic expansions of the higher harmonic sums defined by Eq. (C.16) are obtained by repeated
use of Eqs. (C.25). For the harmonic sums whose indices contain 1’s, one can regularize the logarithmic
divergences by replacing 1→ 1+ ε all at once. After use of Eqs. (C.25), we expand the obtained expression
with respect to ε. Then the 1/ε poles appear only in S 1+ε(∞) and (1 + mε)−1. As an example, consider the
expansion of S 1+ε,1+ε,−2,1+ε(n):

S 1+ε,1+ε,−2,1+ε(n)

= S 1+ε,1+ε,−2,1+ε(∞) −
∞∑

j1=1

1
(n + j1)1+ε S 1+ε,−2,1+ε(∞)

+

∞∑
j1=1

1
(n + j1)1+ε

∞∑
j2=1

1
(n + j1 + j2)1+ε S −2,1+ε(∞)

− (−1)n
∞∑

j1=1

(−1) j1

(n + j1)1+ε

∞∑
j2=1

(−1) j2

(n + j1 + j2)1+ε

∞∑
j3=1

(−1) j3

(n + j1 + j2 + j3)2 S 1+ε(∞)

+ (−1)n
∞∑

j1=1

(−1) j1

(n + j1)1+ε

∞∑
j2=1

(−1) j2

(n + j1 + j2)1+ε

∞∑
j3=1

(−1) j3

(n + j1 + j2 + j3)2

∞∑
j4=1

1
(n + j1 + j2 + j3 + j4)1+ε

]3Of course one can obtain this result by applying the Euler-Maclaurin summation formula to the second term in Eq. (C.17) and
by making use of S 1(N) ∼ ln(N) + γE .
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∼ S 1+ε,1+ε,−2,1+ε(∞) −
[
(1 + ε)−1

nε
+

∞∑
r=1

Br

r!
(1 + ε)r−1

nr+ε

]
S 1+ε,−2,1+ε(∞)

+

(1 + ε)−1

[
(1 + 2ε)−1

n2ε +

∞∑
r=1

Br

r!
(1 + 2ε)r−1

nr+2ε

]
+

∞∑
r1=1

Br1

r1!
(1 + ε)r1−1

∞∑
r2=0

Br2

r2!
(1 + r1 + 2ε)r2−1

nr1+r2+2ε


× S −2,1+ε(∞)

− (−1)n
∞∑

r1=1

(2r1 − 1)
Br1

r1!
(2)r1−1

∞∑
r2=1

(2r2 − 1)
Br2

r2!
(2 + r1 + ε)r2−1

∞∑
r3=1

(2r3 − 1)
Br3

r3!
(2 + r1 + r2 + 2ε)r3−1

n1+r1+r2+r3+2ε

× S 1+ε(∞)

+ (−1)n

(1 + ε)−1

∞∑
r1=1

(2r1 − 1)
Br1

r1!
(2 + ε)r1−1

∞∑
r2=1

(2r2 − 1)
Br2

r2!
(2 + r1 + 2ε)r2−1

×
∞∑

r3=1

(2r3 − 1)
Br3

r3!
(2 + r1 + r2 + 3ε)r3−1

n1+r1+r2+r3+3ε

+

∞∑
r1=1

Br1

r1!
(1 + ε)r1−1

∞∑
r2=1

(2r2 − 1)
Br2

r2!
(2 + r1 + ε)r2−1

∞∑
r3=1

(2r3 − 1)
Br3

r3!
(2 + r1 + r2 + 2ε)r3−1

×
∞∑

r4=1

(2r4 − 1)
Br4

r4!
(2 + r1 + r2 + r3 + 3ε)r4−1

n1+r1+r2+r3+r4+3ε

. (C.31)

Here the singularities of the values of the harmonic sums at infinity can be extracted in terms of S 1+ε(∞):

S 1+ε,1+ε,−2,1+ε(∞) =
1
2

S 2
1+ε(∞)S −2,1+ε(∞) + S 1+ε(∞)S −2,2+2ε(∞) + S 1+ε(∞)S −3−ε,1+ε(∞)

− 2S 1+ε(∞)S −2,1+ε,1+ε(∞) +
1
2

S −2,3+3ε(∞) +
1
2

S −4−2ε,1+ε(∞) + S −3−ε,2+2ε(∞)

− 3
2

S −2,1+ε,2+2ε(∞) − 3
2

S −2,2+2ε,1+ε(∞) − 2S −3−ε,1+ε,1+ε(∞) +
1
2

S 2+2ε,−2,1+ε(∞)

+ 3S −2,1+ε,1+ε,1+ε(∞),
(C.32a)

S 1+ε,−2,1+ε(∞) = S 1+ε(∞)S −2,1+ε(∞) + S −2,2+2ε(∞) + S −3−ε,1+ε(∞) − 2S −2,1+ε,1+ε(∞). (C.32b)

They are expanded such as]4

S 1+ε(∞) =
1
ε
+ γE + O(ε), S −2,1+ε(∞) = S −2,1(∞) + O(ε). (C.33)

The Pochhammer symbols (a + mε)r−1 (a ≥ 2) can be simply expanded by using

d
dx

(x)n = (x)n
[
ψ(x + n) − ψ(x)

]
, (C.34)

ψ(p)(x + n) − ψ(p)(x) = (−1)p p!
[
S p+1(x + n − 1) − S p+1(x − 1)

]
. (C.35)

]4Formally they should be expanded up to higher order such as

S 1+ε(∞) =
1
ε
+ γE − εγ1 +

ε2

2!
γ2 −

ε3

3!
γ3 + · · · ,

S −2,1+ε(∞) = S −2,1(∞) +
dS −2,1+ε(∞)

dε

∣∣∣∣∣∣
ε=0

ε +
d2S −2,1+ε(∞)

dε2

∣∣∣∣∣∣
ε=0

ε2

2!
+

d3S −2,1+ε(∞)
dε3

∣∣∣∣∣∣
ε=0

ε3

3!
+ · · · .

However, these higher order terms are finally canceled with the cancellation of the 1/εm poles, and never appear in the final
expression after taking the limit ε → 0.
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Putting it all together and taking the limit ε → 0, one can obtain

S 1,1,−2,1(n)

∼ 1
2

S −2,1(∞)L2(n) +
[
S −3,1(∞) + S −2,2(∞) − 2S −2,1,1(∞)

]
L(n) +

1
2

S −4,1(∞) + S −3,2(∞) +
1
2

S −2,3(∞)

− 2S −3,1,1(∞) − 3
2

S −2,1,2(∞) − 3
2

S −2,2,1(∞) +
1
2

S 2,−2,1(∞) + 3S −2,1,1,1(∞)

+
1
2

S −2,1(∞)
L(n)

n
+

[
−1

2
S −2,1(∞) +

1
2

S −3,1(∞) +
1
2

S −2,2(∞) − S −2,1,1(∞)
]

1
n

− 1
12

S −2,1(∞)
L(n)
n2 +

[
3
8

S −2,1(∞) − 1
12

S −3,1(∞) − 1
12

S −2,2(∞) +
1
6

S −2,1,1(∞)
]

1
n2 −

1
8

S −2,1(∞)
1
n3

+

[
1

120
S −2,1(∞) +

(−1)n

8

]
L(n)
n4 +

[
1

288
S −2,1(∞) +

1
120

S −3,1(∞) +
1

120
S −2,2(∞) − 1

60
S −2,1,1(∞)

]
1
n4

− (−1)n 9
16

L(n)
n5 +

[
1
48

S −2,1(∞) +
(−1)n

4

]
1
n5 + · · · ,

where

L(n) = ln(n) + γE . (C.36)

C.4 Numerical Evaluation of the Harmonic Sums over the Complex Plane

Now, we consider how to evaluate the harmonic sums numerically in the complex domain. The simplest
method is evaluate the infinite sum in Eq. (C.16) recursively (the single harmonic sums are translated into
polygammas), e.g., [72] (See also [80]). In most cases, however, as easily expected the numerical conver-
gence is very slow.

Another approach to obtain the appropriate representations of the harmonic sums for the complex argu-
ment is to express them in terms of the Mellin transforms of several basic functions as well as polygamma
functions [73]. The integrand of the Mellin transform is numerically expanded by using the minimax ap-
proximation method and then the Mellin transform is given in a semi-analytical way (See also Appendix
of Ref. [74]). In Ref. [73-c], they found the appropriate representations for the individual basic functions,
the building blocks of the three-loop anomalous dimensions, which corresponds to weight 5. Their numer-
ical representations are fast and precise enough, and thus they are satisfiable in our application at this time.
However, if one wants to obtain the representations up to more higher weight functions, then the newer
basic functions appear, and one have to consider each newer basic functions (for example, the massless
three-loop Wilson coefficients [81] are expressed in n-space in terms of the harmonic sums up to weight
6). Moreover, the reconstruction of the harmonic sums from the Mellin transforms of the basic functions is
rather complicated.

This is why other methods for the numerical evaluation of the harmonic sums over the complex n-
plane are welcome. Here we make use of the asymptotic series expansions of the harmonic sums at large n
together with the translation relations of them, which are discussed in the previous section, for the numerical
evaluation. In fact, for evaluating polygamma functions, which are related with single harmonic sums by
Eqs. (C.11), the asymptotic expansions and translation relations of them are often used (e.g., [74]). The
asymptotic expansion of S −2,1(n) was also used for the evaluation of it in the old days (e.g., [76]). Therefore
it seems quite natural to evaluate the higher harmonic sums with the asymptotic series expansions and the
translation relations of them.

The asymptotic series rapidly converge for large n, in contrast badly diverge for small n. Additionally,
in the complex domain, noting that the remainder error term of the expansions Eqs. (C.25) has a form such
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Figure C.1: Continued S 1,1,−2,1(n) and S −2,−2,1,1(n) from their even/odd values.

as

|R| . (const) ×
∫ ∞

0
dx

∣∣∣∣∣ 1
(n + x)q

∣∣∣∣∣ , (C.37)

we have to keep n off the negative real axis as well as zero in order to obtain the numerical values of the
sum preciously as expected. Then, by using the translation relations Eqs. (C.24) recursively, one can make
the connection between the values of the harmonic sums for small (or treacherous) n and that for sufficiently
large (and safe) n. Therefore our algorithm for the evaluating the harmonic sums over the complex n-plane
is simple:

• If Re(n) > n0 or | Im(n)| > n1, we use the asymptotic series expansions for the evaluation of the
harmonic sums, where n0 and n1 are some sufficiently large real number (we take simply n1 = n0, i.e.,
keep n off the negative real axis equally to zero for safety when we use the asymptotic expansion for
the evaluation). Choosing n0 as some fixed (sufficiently large) integer, we can determine up to what
order the expansion is needed for obtaining required accuracy.

• If n is not in the above region, we use the translation relation for shifting n recursively until Re(n) > n0.

As examples, the result for S 1,1,−2,1(n) and S −2,−2,1,1(n) from even/odd values (i.e., S even
1,1,−2,1(n), S odd

1,1,−2,1(n),
S even
−2,−2,1,1(n) and S odd

−2,−2,1,1(n)) are presented in Fig. C.1.
The evaluation of the harmonic sums with this algorithm is of course rather slow for small n (especially

for higher harmonic sums) but very fast for large n. However, what is more important is that this simple
method can be applied to more higher harmonic sums in its entirety. The simplicity of the method allows
us for the possibility of automatism of the construction of the program code to numerically evaluate the
harmonic sums up to any weight over the complex plane. We plan to release a set of FORTRAN subroutines to
compute any harmonic sums with a complex argument n (at least) up to weight 6 by using this algorithm [82].
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[73] a) J. Blümlein and S. Kurth, Phys. Rev. D 60, 014018 (1999);
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c) J. Blümlein and S. O. Moch, Phys. Lett. B 614, 53 (2005).

[74] M. Glück, E. Reya and A. Vogt, Z. Phys. C 48, 471 (1990).

[75] S. Moch, P. Uwer and S. Weinzierl, J. Math. Phys. 43, 3363 (2002);
S. Weinzierl, J. Math. Phys. 45, 2656 (2004).

[76] A. González-Arroyo, C. López and F. J. Ynduráin, Nucl. Phys. B 153, 161 (1979).

[77] L. Euler, Novi Comm. Acad. Sci. Petropol. 20, 140 (1775).

[78] D. Zagier, First European Congress of Mathematics, Vol. II, Birkhauser, Boston, 497 (1994).

[79] C. Costermans, J. Y. Enjalbert, Hoang Ngoc Minh and M. Petitot, ISSAC ’05: Proceedings of the 2005
international symposium on Symbolic and algebraic computation, ACM Press, New York, 100 (2005).
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