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PAPER Speciaf Issue on Softtvare Defined Radio 71?chnolo and Its A Iications

Design of Jacobi EVD
DOA Estimation with

Processor Based on

MUSIC AIgorithm
CORDIC for

Minseok KIMi, Stztdent Member, Koichi ICHIGEi , and Hiroyuki ARAI$, RegiLlar Members

SUMMARY Computing the EigeR Value Decomposition
(EVD) of a symmetric matrix is a frequeRtly encountered preb
lem in adaptive (or smart or software) anteBRa signa} process-
ing, for example, super resolution DOA (Direction Of Arrival)

estimation algorithms such as MUSIC (MUItip}e SIgna} Classifi-

cation) and ESPRIT (Estimation of Signal Parameters via Ro-
tational Invariance rlbchnique). In this paper the haydware ar-

chitecture of the fast EVD processor of symmetric correlatioR

matyices for the applicatioR of an adaptive an£enna £echnology
such as DOA estimatien is proposed and the basic idea is also

presented. Cyclic Jacobi method is well known for the simplest

algorithm aBd easily imp}emented but its convergence time is
s}ower than other faetorization algorithm like QR-method. But

if considering the fast paralle} compu£atioR of the EVD with a
hardwaere archltecture like ASIC (Applieation Specific Integrated

Circuit) or FPGA (Field'Programmab}e Gate Array), the ja-

¢obi method can be a appropriate solution, since k offers a quite
higher degree ofparallelism altd easier implementation than other

factorization algorkhms. This paper compntes the EVD using a
Jacobi-type method, where the vector rotations aRd the angles

ofthe rotations are obtained by CORDIC (COordinate Rotation
DIgital Computer). The hardware architecture suitab}e for ASIC

or FPGA with fixed--poiRt arithme£ic is presented. Because it
consSsts of only shift and add operations, this hardware friend!y

feature prevides easy and eMcieRt implementation. In this paper,

the computational load,the estimate of circuit scale and expected

performance are discussed and the validation of fixed-point ayith-

metSc for the practical application to MUSIC DOA estimation is

examined.

key words: adaptive antenna, FPGA implementation, DOA
estimation, MUSJC, EVD

1. Introduction

ln many adaptive (or smart or software) antenna tech-

Bologies, when receiving communicatioR sigltals at alt

adaptive anteBlta array, usRa!ly it is desired or neces-

sary to estimate DOAs (Directions of Arrival) of inci-

dent signais and the DOAs are used in a beamformer
in order to separate and receive the desired signa} spa-

tial}y, ･    General}y, in the communication environment
multi-path fading caused by a refiection by any physlcal

structures is a serious prob}em. When passing through

multYpath, the signals are delEryed and out of phase

from the sigRals through direct-path that camses the sig-
nal streltgth to be changed extremely at a receiver end,'

   Mariuscr2pt received March 29, 2002.
   Mariusc.rtpt revised August 7, 2002.
   t'I]he authoys are with the Division of E}ectrical & Com-

puter IEngineer2ng Department, Ybkohama Natioiial Ui}Ever--

sity, Ybkohama-shi, 240-8501 Japan.

aRd heBce receiving quality is also reduced. [I]he re-

quirements of wider band and higher transmission rate

in the next generation communicatiolt make it more
critica}, and when the mobile terminal rnoves at high

speed, £he transmission rate may be confined by this
problem. If the mu}ti-path fading calt be solved, the

trade off between mobility aRd transmission rate must

be dramatically improved.

    An adaptive antenna technology can provide a so-

lution of multi-path fadiRg. The adaptive antenna can
suppress the adverse effect of multi-path de}ayed coher-

ent signals aitd interferences by steering beams toward

inteRded directions and Bulls toward the other unde-

sired directions so that it can achieve high communi-

cation quality. This operation can make the receiving

signa} strength almost flat and stable over a threshold

level, Therefore it is necessary that alt adaptive an-

tenma should find the DOAs of signals and fbrm beams

and steer nul}s wkthin a fading period, Considerlng mo-

bility of several hundreds of km/h, the fading period

becomes very short time. It is very difficult to compute

them by general serial architecture DSP processors, alid

hence the high-speed parallel computing processor with

a specified function must be needed.

    In this paper, the implementaeion issiie in MU-
SIC (MUItiple SIgnal C}assMcation), a sllper reso}u-

eion DOA estimatioR method, aRd the examimation of
hardware design based ok FPGAs are preseltted. MU-
SIC method is oBe of ehe subspace-based methods [1].

Gekera}ly the subspace-based methods are based on the

Eigek Value Decomposition (EVD) of the covariaitce or

correlation matrix. In the EVD based system, real-time

processing is very diMcult to be realized because of its

complex logic and heayy computatioBa} }oad. This pa-

per proposes the hardware }ogic design of a fast EVD

processor which is sukable for realtime processing altd

can be imp}emented for adaptive antenna techno}ogies

practical}y. It iises Cyclic Jacobi method. Cyc}ic Jacobi

method is we}1 known for the simplest algorithm aRd
easily implemeRted but its coitvergeRce'  time is slower

than other factorization algorithms like QR-method [2].

But }f considering the fast paralle} compntation of the

EVD with a dedicated circuit }ike ASIC or FPGA, the

Cyclic Jacobi method can be a good choice, since it of

fers a very higher degree of parallelism artd easier imple-

mentatioR than QR-method [3]. This paper uses hard-

ware frieRdly CORDIC (COordinate Rotatiolt DIgital
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Corr}puter) a,lgorithm for vector rotators and arctan-

gent computers, which are the basic processors of this

design,

    This paper is organised as fo}}ows. Sectiolt 2
preseRts the principle and compntatioll flow of DOA

estimation iB MUSIC Method briefly, Sec"on 3 in-

troduces Cyclic Jacobi EVD algori£lm and Sect.4 de-
scribes the basic ideas of CORDIC algorithm and the

circuit imp}ementation. For simple architecture and

practica} realizability, the paper uses fixed-point or

fixed bit-length arithmetic iRstead of floating-point op-

erations. With fixed--point arithmetlc it is desired to

overcome processing speed limitation and power con-

sumption. In Sect.5 the number of Jacobi sweeps is
determined, that is, the computatioRal load is confined

censtaBtly, aBd £he errors caused by the fixed-point op-

erations are discussed. Sec£ioB 6 proposes the hard-

ware architecture and circui£ design, Section 7 yie}ds
its computationa} load and expected performance dis-

CUSSIOlt.

2. DOA Estimation by MUSIC Method

The computation flow of DOA estimation by MUSIC
method is il}ustrated in Fig.1. First, the correlation
matrix R..(t) is computed by E[X(t)･Xff(t)] where

X(t) is the data vector received at array anterma, E[･]

is the expectation operator, and the superscript ll de-

notes Hermitian transposition. Actual}y, the finite av-

erage of the correlation matrix is used to approximate

a stochastic process. Then the spatial smoothing pro-

cess suppresses the correlation between incident sigltals,

which enables the estimation whelt £he signa}s are cor-
related with one another. The corre}ation matrix is de-

composed into signal aRd noise sub-space eigeitvectors

by EVD, and the DOAs can be found by compiiting the
angular spectrum with inner product of ltoise sub-space

and array mode vectors [1].

    It seems to be itot difficult to implement the com-

putatiolt of correlation matrix, spatial smoothiBg filter

and spectrum synthesis with dedicated circuit using any

fast algorithm, thanks to the simplici£y of their logics,

But especia}}y EVD computation is not so simple but

rather complex. Gellerally it is thought that the EVD

process has 30-50% of the whole computationa} load of

DOA EstimatioR, In fact, there are many algorithmes

for EVD problems but they are just numerica} solu--

tiorts for serial processing on general-purpose comput-

ers. [I]herefore it is necessary to modify aRd recQnstruct

the seria} algorithm to be sui£able for parallelism of
dedicated circuit in order to meet the performaltce re-

quirement for the prcatical use of an adaptive a,ntextna

in the next generatior} coremunication system,

3. CyclicJacobiMethod

This section describes the basic prknciple of Cyclic Ja-

cobi, oBe of the EVD compvttatioR methods. It can
be implemeRted with ehe simp}e iterative process of
plane rotatioRs. Cyc}ic Jacobi method computes sym-

metric eigenvalue prob}ems by applytng a sequence of

orthonormal rotations to the left and right sides ofthe

target rv × rv matrix R as

    ET･R･E=D, (1)
        r･.･E=Jl･J2･J3･･･, ix
        Y J=:Wi2･Wi3･iWN-i,N1

where Wpq is an orthonormal plane rotation over an
aBgle e in the (p,g) p}ane whose elements are wpp =

cose, wpq = sine, wqp = -sine, wqq =: cose (p > q),
and defined as Eq,(2). J ls the multiple rotatioit of

Wpq's in the cyclic-by-row manner of (p,g) which is

called a Jacobi sweep, and the superscript 1' and s¥tb-

script Al dengte transposition aRd array leRgth respec-

tively.

,

Wpq =

1

cose ･･･ sine

  III-sine ･･･ cose

1

(2)

Obrain the Correlati'on Macrix R
                   NX

.U
SpatialSinoothing

Theoretically, by the infuite transform of matrix R,

it is certain tha£ E altd D converge iRto the matrix
whose column vectors are coinposed of eigenvectoms and

the matrix whese diagoRal elemeRts are eigenva}ues, re--

spectively. A symmetric matrix R is transformed to R'

by plane rotation as

Obtain Eigenvectors corresponding

    to Noise ffgenvaiues

-o-
Gcncrate MUSrC Spcctrum With

    the Eigenvectox's

Fig.1 ComputationalfiowofMUSICmethod.
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R' =W.T
,   'R'Wpa
     ･･･ rlp ･･･ rlq ･･･

 Th ･･･ rSp ･･･ r6q ･･･

 rei ･･･ rap ''' r'qq '''

     ''' rGvp ''' TGvq '''

  transform, only p-th and
R' are changed as Eq.(3).

rSN

TeN

(3)

By the above q-th rows and
columns of The optimalrotation angle in a (p,q) plane is determiRed by Eq. (4).

It is the basic strategy of Cyclic Jacobi me£hod that the

iterative process of the p}ane rotation converges (p,q)

and (q,p) e}emeRts of a £arget matrix into zero,

    r6, == rG, =O (4)
In above manner matrix R converges into a diagonal
eigeltvalue matrix. This is called Cyclic Jacobi method.

    In Cyc}ic Jacobi method, the offdiagonal quantity
S(h) is defined by

S(h) ,.
i [HR(h)"2F - ll.lili,{rE,h'}2]7

(5)

where II･llF denotes the Erobenius norm. Therefore, if

S(h) converges into zero, the target ma£rix R becomes

eigeRvalue diagonal matrix as

 ,li;I2, S(h) ' O O ,1rmun,' .. R(h) ---" diag iAi,･･･,AN]. .(6)

On .the other hand, the execution of a simi}arity trans-

form yields

[s(h+1)]2 ,., [s(h)]2- [{rSZ)}2 --- {rSZ"2)}2]. (7)

From Eq. (7), obviously the maximal reduction of S(h)

is obtained if rE2+i) == o. The coRdi"oR for an optima}

ang}e, maximal reduction of S(h), is achieved as

eopt

where T

4.

= 1 taxrmi

  2

[rpp22PqTqq] = ll tan-l T,

":
 Fi,:if liifT:r,?,rm'r,, [2])[3].

CORDIC AIgorithm for Vector
and Computing Arctangent

(8)

Rotation

The CORDIC algorithn is operated in one of two
modes l41. 0ne is the rotation mode and the other is

the vectoring mode. In this paper, the rotation mode

is used for vectoer rotations and the vectoring mode for

computing the optimal rotat}on aRgle by arctangent of

T, as mentioned in Sect.3. For the rotation mode, the

!EICE C['-RANS. COMMUN., VOL.E85-B, NO.12 DECEMBER 2e02

CORDIC equations are

      xi-}-i = xi-yi･di･2-2

      yi+i:yi+a)i･di･2-Z , (9)
      zi+i = zi-di･tait-i(2-i)

     di=-1 if zi<e, +1 otherwise

where di = ±1 (dixectiolt of rotation) and z is ca}}ed

angie accumxtlator. It provides the fo}lowing res"lts

after finite number of iteratiolts as much as the bit-

leRgth.

    xn : An (xo cos ze - yo sin zo)

    Z.n -:- gn (YO COS ZO +XO Sin Ze), ao)

    An=I[Z･,,.o 1+2-2i

where A. is a computational gaiB. On the other hand,

the CORDIC equations for vectoring mode are

       xi+1 : xi-yi･di･2-i

       yi+i:yi+xi･di･2rmt , (li)
       zi+2 : zi-di･tanrmi(2-i)

     di=+1 if yi<O, -1 otherwise

which also provides the following result after a finite

ltumber of iterations.

    xn=:An x3+mg
    y. =:O
                                            (12)
    zn :zo+tanrmi(yo/xo)

    An == n;.., l+2-2i

After the last step, the scaling operation must be per--

formed elsewhere in £he system, From Eqs.(10), (12)
the scaling factor K. is obtained by

    Kn=±=tl(.i!o 1+12"2,,Scaling Factor (13)

The rotatioB aBd vectoring mode of CORDIC algo-
rithm are restricted to rotatioR angles between -7r/2
and r/2 due to the use of 20 foer the tangent in the fust

iteration.

4.1 Architecture

The CORDIC algori£hm performs on}y shift and add
operations and hence it is easy ･eo implemeltt altd suit-

ab}e for dedicated circuit. In the implemeRtation of

CORDIC a}gorkhm, there can be various architectures

dependiBg on which is more serious consideration, cir-

cuit resource or perfoermance. There are a few kinds of

architecture for implementing a CORDIC algorithm,

for example, bit-serial or bi£-parallel, and unrolled or

rolled (itera£ive), and so on [5]. This paper uses the
bit-parallel ufirolled CORDIC architecture fbr high per-

formance. It is a cascade structure of the consecu-

eive CORDIC stages as shown in Fig.2, where arctan-

gent values are precompu£ed and stored at any memory
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ADD
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ADD

ADD
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ADD

;
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slgn zl

>)N >>

Xk

ADD

>>2k

ADD

>}k-1

>) 2k

.Yk

>>k-l

ADB

Zk

ADD

censt

ADD

l
l

cofist

ADD

Fig.2
   JCN YA'
Unrolled CORDIC architectures (rotation mode).

slgnZN-

    ZAT

block. The uurolled design consists of only combinato-

ria} logic compoBen£s and the results caR be computed
fast with plpelined process,

4,2 ArctangeRt

If the angle accumulator z is initialized with zero

O), the arctangent, e x tan-i(y/x), is directly

puted using £he vectoring mode, The result is
frorn the altg}e accumulator as Eq. (l4) [5],

    z. = ze +tan-i(yo/xo)

4.3 Sca}ingbyTwiceRotationArchitecture

(zo ==

com-
taken

(i4)

In CORDIC process, a scaliBg rriust be required be--

cause the bit length of the processor must be fiRi£e.
As Eq,(13) the scaling and normaliziRg using pre--
computed sca}ing va}ue couldn't perform only withshift

and add operations, It maey be not easy to be imple-

mented wkh a dedicated circuit.
    Twice execi2ting rotation by zo/2 can soive this

problem [3]. Let an elementary rotaeion by ang}e zo be

composed oftwice executing a rotatiolt by zo/2. Hence

Eq. (9) is rewritten as

      tz)i-{mi == (1-2rm2i)xi-yi･di･2-i+i

      yi+i : (1-2-2i)yi+xi･di･2mi+i . (ls)
      Zi+i = zi-di･tan-2(2-i)

     di =:-1 if zi < O,+1 otherwise

It requires 4--shift altd 5-add operations per an itera-

tion stage as shown in Fig. 3. [rhe results after a finite

number ef iterations is as

Fig. 3

                     Slgn Zk

  Xk+1 Yk+1 Zk+l
k-th stage of twice executing rotation (rotation mode).

   x. =ASii) (xocos zo - yo slB zo)

   y. :A£ii)(yecoszo+XoSinZe)
                              . (16)
    zn ==O

    A£`i) =: {An}2 = 1fiZ'.,.o(1 +2-2i)

In Eq,(16), £he computational gain A£ii) becomes

square root free. In additioR, twice rotation gives the

scaling factor of division operatlon free as wel} as square

root free as Eq. (17), It is becazise for a given precision

b of the shift and add operatiens, all factors (1 - 2-t)

with i > b do ltot coneribnte to Kffi). So the scal-

ing factor can be approximated by simp}ified form as
Eq. (17) [3].

 K£tz) = {Kn}2 :fi1+12rm2, = -l fil'm ¥il

                              i :1                i :o

      ., g"ll/4 (!H2m(4,-2)) (17)

          i=1

EquatioB (l7) caB be a}so computed on}y with shift altd

add operatiolts, Figure 3 shows the k-th stage of the

twice rotatiolt, In this paper tw}ce executing rotation

unrolled architectrire is used for efficieBt circuit imp}e-

mentation.

5. Examination of CORDIC-Jacobi EVD Pro-
ce$sor with Fixed Point Operations

This sectiolt describes the practical imp}emeRtatioB of

Jacobi EVD processor based on CORDIC with a fixed-

point arithmetic operation. The required number of
Jacobi sweeps, the appropriate precision for the desired

accuracy and aPp}icability to MUSIC DOA estimator

are examined. The first thing to determine is how many

times of Jacobi sweeps can achieve the desired conver-

geltce.

    Figure 4 il}vistrates the reduction of off-diagonal

norm to the iteration ltumber of Jacobi sweeps with a

6 × 6 random real symmetric matrix of 12--bit precisiolt.

In case of 4-element linear array alttenna, the dimension

ofthe corre}ation matrix is 6 × 6 after spatial smoothing

with 3 sube}exRents. The off-diagonal reduction is de-

fined as Eq. (5) in Sect. 3 altd the lower value means that
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it is closer to the diagonal matrix. The 32-bit fioating-

point operatioB oB geBeral computers by C language
converges to the machine zero within a given precision

after several Rumber of Jacobi sweeps, but Fig.4 shows

that fixed-point operations do not coRverge but only

keep on vibrating after around 4 Jacobi sweeps regard-

less ofthe precision from 12 to 36 bits. This is caused by

the lirnieed-precision of the fixed-point operation. At

the cost of computation accuracy, the fixed-point op-

eration achieves simp}er circuit impeiementatioB, hlgh

performance and }ow power consumption. Without us-
ing additional convergence decisioB circuit, fixing the

number of sweeps by 4 cannoe oltly be a preper choice,

but more computations must be needless for efficieRcy

in hardware resource. Since the finite number of oper-

ation determiAed in advance provides the same compu-

tatioll time in aity cases, the realtime processing can be

realized,

    The next thing to exarnine is the precision of fixed-

point operation, 'IIIb validate fixed-point operation, the

accuracy within allowable error range must be guaran-

£eed. Equation (18) yields the error ratio where v's are

the vectors whose elemeAts consist of eigenvalues com--
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puted in respective subscrip£ed ways and ll･ll denotes

vector norm where the error betweeB vectors is defined

as Fig.5.

    Error = H"ftfia.t fi ..",il¢med ll (is)

    Figure 6 shows the error ratio of fixed-point opera-

tions with various bit-lengthes on the CORDIC-Jacobi

EVD processor with respect to the 32-bit floating-point

operation on general computers. Figure 6 uses aA 6 × 6
random real symmetric matrix of 12-bit precision as alt

input matrix. Of course, the lenger is the given preci-

sion in the fixed-point arithmetic, the more accuracy we

can achieve. When it is implemented with 16-bit preci--

sion, it has several % of error for the floating-point op-

eration, bue in reality, around 16-bit precisioR is desired

for practkcal uses. In this paper, the processor's com-

putational }oad and the bit-}ength are 4 Jacobi sweeps

altd 16-bit fixed-point operation respectlve}y. Instead

of fioating point arit}wnetic, the computatiolt accuracy

rnay be doubtfu1, but as showR in Fig.7 the simu}ation
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results are quite satisfactory. IB Fig.7, DOA estima--

tioB is performed by spectral MUSIC method assuming

that aRy 2 electromagnetic waves arrive at 4--element

array antenma. The EVD computations are performed
with 32-bit fioating-point operatioit on a geReral com-

pater by C laRguage and 16-bit fixed-point operation

on pyoposed design, Jacobi EVD computer based on

CORDIC. Except for EVD computatiolt, all £he o£her
processes ofMUSIC method such as correlation matrix,

spartial smoothing and MUSIC specturm were com-
puted on general computer with fioating point opera-
tion. Figures 7(a) and (b) show the resu}ts respectively.

6. Hardware Design of EVD Processor for
    DOA Estimation

In previous sections it was mentkoned that about 4
Jacobi sweeps are suMcient for convergence and the
fixed-point operation of 16-b}t perecision gave a good

enough spectral estimation result. Based on these facts,

this section proposes ayailab}e hardware architecture of

EVD processor and designs considering the implemen-

tation on FPGAs.
    Figure 8 shows the computationa} flow of Cyclic

Jacobi EVD. As described before, Jacobi type EVD ks

very simple, just a sequence of vector rotations until

achieving convergeRce. Ilrom Eq.(8) the optirnal ro-

tatiolt angle is determined and then the processor per-

foerms the similar transform of correlation matrix R and

unitary maerix E(initial value is ideR£ity matrlx I) bf

eigenvectors. After 4 Jacobi sweeps the computation

complete, the resulting matrix R converges the diago-

nal matrix of eigeBvalues and E becomes the unitary
matrix of eigenvectors.

 . The EVD processor consists of CORDIC matrix
rotators and CORDIC arctangent. With the optimum
angle obtained by Eq.,(8), the rotatioR Wpq is de--

termined as Eq.(2). The transform Wpq in Eq.(3)
changes oBly p-th and g-th rows and coluirms of the

matrix R. Therefore the transform can be simplified

as

    (:1) == w,T, (r.p,) =(c,o.see -,.si,nee)

              (:P,l･･'zp, gmg r.zx))(ig)

where rk aBd ivpq deitote the k-th row vector of the
matrix R and the (p,q) plalte rotation that is a si2b-

matrix of Wpq in Eq.(2), respectively, Thanks to the

symmetry of the matrix R, the right side traRsform
in Eq. (3) yields the same result, so it is ltot necessary

aRy more if the second rota£ions of only two vectors
Irpp rqp]T and [rpq Tqa]T are performed one more time.

The diagram of EVD processor is illustrated in Fig,9,

where the ESB (Embedded System Block) is a memory
b}ock of an FP GA and stores the corre}ation matrix aRd

eigenvector matrix. In the CORDIC matrix rotator,

Fig. 8
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 Architecture of EVD processor eore.

using dedicated circuit's parallelism multiple CORDIC

vector rotators are performed simultaneo"sly. It takes

"IV(N - i)/2 matrix rotatior{s per oRe sweep to com--

pute R and E respectively. Figure 10 illustrates the

architecture of the EVD processor core.

7. Computational

mance
Lead and Expected Perfor-

Basic arithnetic operation of EVD processor consists

of oniy shifts aRd adds, in twice execu£ing rotation
CORDIC stages, the computational }oad yields

  (4B+iB) Shifts and (5B+2B) Adds, (20)

where B is £he bit }ength artd 1/4B is approximately
takeB for scaiing operation from Fig.3 altd Eq.(17).

The Bumber of vectbr rotations required cornputing

both eigeBvalues aRd eigenvectors is 4N(N -- 1)(N + 2).
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It ls because E performs 4 J's, J consists of N(N-1)/2

W's aBd W requires (N + 2) vector rotations from
Eq. (l), where N is the double number of the length of

array antenna (ifthe }ength of antenna array is N, N ×

N correlation matr}x of complex numbers is converted

into the extended form of 2N × 2N matrix of only real
numbers [2]). By addition of arctangent, therefbre total

computational load of CORDIC-Jacobi EVD processor
is {41V(fV -- 1)(fv + 2) + 1} × (Eti'fB Shifts+ llfr' B Adds),

    On the other hand, configuring thts computational

load with the para}le} arch}tec£ure, rough estimate of

circu}e scale is about (N + i) × i5K equivalent gates
(one 16 bit-CORDIC processor could be synthesized by

aboud5K equiva}eRt gates). For example, if N = 8 (4-

element array antenRa, no spatial smoothing with any
subelemeRts) the total circuit scale is about 75K eqvtiv-

alent gates. We get the estimate result by synthesizmg

the circui£ described by VHDL(Very high speed mte-
grated circuit Hardware Descrkption Language) with

LeonardoSpectrum, Examplar Logic, where the target

device is AL[rERA's FPGA, APEX20KC
    If this computatkon load is configured by the par-

allel circuit architecture as Fig. 9 and it takes one c}ock

cycle for sh}ft or add operation (it is £he worst case), £he

fust EVD resule reqiiires [4 × N(N - 1) × 2+i] × (B +1)

clock cycles. For example, if N = 6, B = 16 (in
case of 4-element array aRteRna and spatial smooth-
ing with 3 sube}ements) aRd operated at the speed of

leO MHz, this system can compu£e EVD computatioRs
about 13,200 times/sec (75.8 pas/EVD). But this is just

an examp}e, Actua}ly, the pipe}ine processing by plac-

ing register properly can achieve higher performaRce.

    Considermg high-speed mobility under the higher
frequency area of the next generatiok communication,

it is very diff}cult to realize the required perfoermaRce

for fading free system with geReral purposed processor

If DOA eskmation of incident waves aRd beamformiBg
toward their directions are complete within that period,

fading free system can be realized, This proposed EVD

processor is a combinatoria} logic circuit, and hence the

improvement of the performance by pipeline scheduled

processing cak be expected. At present, itis said that

the advance of circuit technelogy can offer high speed

operation of geReral combinatorial logtc circuit. The

EVD is the most dorninaRt process in the whole pre-

cessing load from DOA finding to beamfbrming, This
fast para}lel computatioB processor can provide efficient

use,

8. Conclusion

In this paper the circuit design of fast EVD compu-

tatioit processor for MUSIC DOA estimator was pro-
posed. It uses CORDIC based Jacobi method and }e is

suitable for hardware implemeRtation for realtime pro-

cessmg Taking the practical uses in wireless coKtmuni-

cation into consideration, it is desired that arithmet}c

IEICE TRANS. COMM{JN., VOL.E85-B, NO.i2 DECEMBER, 2002
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processor should perform fixed-pomt opera£ion with ap-
propriate precision below 16-bit, Adoptmg fixed-point

arithmetic causes some error but makes the implemen-

ta"olt easy and hence the high performance and low
power consumption calt be achieved. IB addition, the

functioRality for the applicatioR of spectral MVSIC

method was validated.
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A Fast Algebraic Approach to
Correlation Matrices in DOA

the Eigenproblems of

Estimation

IKoichi ICIHIGEt, Member, Masashi SIHINAGAWAt,
            and Hiroyuki

Student Member,
ARAIt, Member

SUMrviARY This paper studies on a fast approach for the
eigenproblems of coerrelation matrices used in direction-efiarrival

(DOA) eseimation algerithms, especially for the case that the

number of arriving waves is a few. The eigenvalues and the cor-

respond2Rg eigenvectors can be obtained iR a very short time
by the algebraic so}vent of up to quartic polyRomia}s. We also

confirm that the present approach doe$ not make the accuracy
worse when it i$ implemented by finite word--}ength processors

like digita! slgnal processor (DSP) or field pyogrammable gate

array (FPGA).
key words: adaptive array antenna, DOA estimation, eigen-
proble7rLs, MUSJC method

1. Introduction

Adaptive array antenna plays an importakt role in
Direction-OfArriva} (DOA) estimation and in discrim-

iitating a target wave from interfereltces by digital--

beamforming, MaRy DOA estimation a}gorithms have
been already proposed Il]-[3] and nowadays MUSIC [1]

and ESPRI']] [2] would be two representative superres-

olutiolt algorithrns (dealing with correlation matrices)

that can eseimate DOAs very accurately. [I]he prob-

lem of those superresolution algorithms may be the

computational complexity, especially the most time-

consrtming process in DOA estimation is computlng
eigenvalues/eigenveceors ofcorrelatiolt matrices. Gen-

erally the eigeltproblems are solved by the combination

of QR and Householder decompositions [4]. This ap-
proach has been highly-deve}oped ip the sense of both

mathematics and computer-programming, however the
application of such decompositions usual}y takes time

even for small matrices,

    RecalliBg that the derivation of eigeitva}ues is

equivalent to solve the characteristkc polynomial ofthe

corre}atioR matrix, t'he a}gebraic solvent can be app}ied

ifthe order ofthe polynomial is four or less. This corre-

spoltds to the situation of adaptive array antenna with

four or less aneenna e}eri}ents (a}so valid wheit using

the space averagiRg technique for every four or less ele-

ments), The case of four elemeltts is worth coRsidering

as a low-cost system aBd already used in practical mo-

bile system: there have been studies on four elements

    Manuscript received August l, 2002.
    Matiuscript revised September l, 2002.
   tThe aiithoys are with the Department of Electrical
ar!d Computer Eiigineering, Ybkohama National Uiiiversity,

Ybkohamars}ii, 240-8501 Japaii.

array which assume to be used for mobile terminals I5]

and for the base stations of PersoRal HaRdypholte Sys-

tem (PHS) [6],[7], Reducixg computationa} cost woil}d

enhaltce the performance of such system,

    This paper first revisits £he a}gebraic algorithm £o

ha;ve eigenval{tes/eigenvectors of correlation matrfeces,

supposed to be iised iR fast DOA estimation for a few

arrivillg waves. And then we evaluate the algebraic

approach in comparison with the geReral QR method.
The present algorithm employs the we!1-known alge-
braic soivent of quartic characterfestic polynomials to

derive eigeRvaliies of correlation matrlces instead of the

marRerical QR decompositlon [8]. One may say that
the algebraic approach makes the accuracy worse when

it is implemented by a digkal device due to the fixed-

point quantizatiolt and the ¢aRcellation ef significant

digits, }Iowever, we guaraBtee that £he quantization
error in the a}gebraic approach does ltot affect to the

estimated DOA when lt is implemented by finlte word-

length processors like digital signal processor (DSP) or

field programmable gate array (FPGA).

2. Preliminaries

Thks sec£ion summarizes the computatioBal procedure
of MUSIC method for example to see how the eigen--
values/eigenvectors are used ix DOA estimation. Fig-

ure 1 iilustrates the conhguration of a (linear) genera}

adaptive array anteBRa system with four e}ements. In

Fig.1, ei and xj denote the DOA of i-th wave aRd the

complex amplitude of the received signal by the o'-th

e}ement, respective}y. The computation procedure of

MUSIC method can be rough}y summarized as the foI-
}owing three steps [1].

[STEP 1] The correlation matrix R.. of the input
vector X is obtained by

    R.x =E [X(tjX"(t)] =ASAll + a2I,

where A and S are so-called £he direction and the sigltal

corre}atioR matrices, respectively. Note that ehe input

vector X is formed by using the comp}ex amplitude
x.d, and the directiolt vector A is determkRed from the

physical relationship between elements [1].

[S[['EP 2] Derive the eigenvalues Ai aRd the corre--

sponding eigeltvectors yi of the correlation matrix R...
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[STEP 3] Usingthe directioR matrix A and the eigen-

vectors yi, calculate the MUSIC spectrum P(e).

    in MUSIC method, £he time-coBsuming process is
usual}y STEP 2 and STEP 3. Some fast a}gorithrr}s
have been a}ready proposed for STEP 3, the representa-

eive one would be Root-MUSIC rnethod [3] which is alt

algehraic algorithm without using the directioR search

technique, Sirnilar}y, in the next sectioR, we aim at

developing an algebraic approach fbr STEP 2 to make
this process faster,

3. AlgebraicApproachtoEigeRproblems

A fast algebraic algorithm is investigated for the DOA

estimation by array antenna with fbRr elell}eRts. The

eigenvalues Ai of the ma£rix R.. can be obtained by
solving the characteristic equatiolt

    det(R..-AI) =: O, (1)
where I and O indicate the ident}ty and the zero ma-

trices, respectively. If the size of the matrix R.. is

n × n, the characteristic polynomial becomes n-th or--
der of A, and the equatioB (1) has n solutions. Here

we adopt the we}l-kltowlt mathemaeical technique that

the polynomia}s of up to quartic can be solved by aR

a}gebraic procedure [4]. For DOA estimatio", we es-

tab}ish an algebraic approach to derive eigeltvalues of

correlation matrices in case of four antenna e}ements
                                              'also when using a space averaging techniqvte for every

four elements.

3.1 DerivingEigerwa}ues

The characteristi¢ equation (1) can be reduced into the

following quartic equation of A:
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    A4 + a3A3 + ct2A2 + ce"+ ao :O･

Since the matrix R.. is a non-negative HermitiaB ma-
trix, it has at most four real e}genvalues [4], Using the

algebraic solvent for quartic equatioBs, the eigenvalues

of the matrix R.. calt be derived as

    A==vii± hi±2h2-fltt,

where

    h, :-t-P-2) h2=-slXl,

     p ,,. "3gg +.2, q.. EI;3 ww a32"2 +.i,

     t .,, ,e/EE + ･<xlii - g.

IB (3), the parameters or and 6 are aiso

of a3,a2,ai and ae [9]. Originally the

and P are also ca}culated by the algebraic
[9],

ca}}y computed. In the programming language
in the }altguages derived from C),

the other hand, the solution of t in (3) is

soivent of the thimd-order polyltomia}.

more computationally efficient

net solving (3) exact}y.

3,2 DerivingEigenvec£ors

Now we derive the eigenvectors yi =
corresponding to the eigenvalues Ai in (2),

matrix D as

    D = Idij] :wwrm Rxx ' Ail e C4×4,

then the eigeltvector yi

to the i--th eigenvalue can be obtained by

following matrix equa£ion:

    (R.. - Ail)yi == Dyi == O･

Equaeion (4) is generaliy solved by Gauss

method [4], however it is redundant since

D ks singula,r in this case. Instead,

(2)

(3)

                                   the functions

                                   parameters or
                                      procedure
   but such procedures are not required ift is numeri-

                                         C (also
                             the cubic-root is cal-

culated numerically by Newton-Rapson method [4]. On

                                     actually the
                                  Therefore, it is
                           to derive t numerica}ly,

[yi1,yi2,yi3,yi4]T

     DefiRe the

of the matrix D corresponding

                 so}ving the

                                            (4)

                                     elimination
                                     the matrix
                               we employ a faster

algorithm using an inverse matrix of the sub-ma£rix of

D.
    Since D is a singular matrix, the row-vectors
di,d27d3 and d4 of the matrix D are linearly de-
pendent, On the other haRd, those four vectors in-
c}ude three }inearly independent vectors. Suppose that

yi4 = 1 and the vectors di,d2, cl3 are linearly indepeR-

dent. Now (4) is rewritteR into the following equatioR:

                dl4

    D33g,=- d24 , (s)                d34

where
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             dn d12 d23
    D33= dn d22 d23 ,
             d13 d23 d33

     ll)i == [yil,yi2,yi3]T.

Since the iRverse of 3x3 matrices are easi}y derived us-

ing cofactors, (5) ca+R be rewritteB as

                 d14
    9i=-D3-31 d24
                 d34

     =-d.tB,, rmdtz'gii2 :dlii -d,k',}2 2i2,

where da･.ti denotes the cofactor of di.7･. Therefore, the

eigenvectoryicanbeobtainedas '

    yi = [9i, 1]T = [yii, yi2,yi3,1]T.

Note that the above method cannot derive eigenvectors

if the vectors di,d2,d3 are }inearly dependeRt. In this

case, the vectors d!, d2 and d4 become linearly kndepen-

dent irmstead, Denoting yi3 =1, the eigenvectors can be

derived simllar}y to the above inverpe matrix approach.

4. Evaluation of the Algebraic Approach in
DOA Estimation

4.2 Eva}ua･tion of the Quartic Polynomial Approach

Next, the quartic po}ynomia} approach is evaluated in

comparisoB with the general QR decomposition. Ta-

ble 2 shows the compntation time of £he two methods,
quartic polyltomial and QR decompositioB. From Table

2, the polyRomia} approach reduces the computational

cost to only 1.74% of that required in the QR decompo-

s}tion, This says the pelymomia} approach can greatly

shorten the computation time for eigenproblems. Note

that we £ested thousands of examp}e input vectors, and

£he result in the Tab}e 2 }s the average of those trials.

    The comparisoB of computational time might be
ambiguous but gives an eval¥iatioR frorn a certain sense.

More objective comparison woa}d be desired however it

deeply depends on the characteristics of imp}emented

devices. it shou}d be studled provided £hat the algo-
rit}nms are lmplemented oR a real device,

Table2 Computationtimereq"iredinthealgebraicapproach
and that in the QR decomposition [4]

QRdecomposition A}gebraic

computationtime
(ratio)

1.54msec
(1.000)

24.2pasec

(O.O174)

requiredmemories 560KB 572KB

( CPU: Inte} Celeron 433MHz, Memory:256MB )

in this sectioR, the a}gebraic

comparisolt with ehe geReral

computer simulatioll.

algorithm is eval!kated in

Rumerical algorithms by

4.1 EvaluationoftheImrerseMatrixAppreach

Rrst, the inverse matrix method for deriving eigen-

vectors is eva}uated iR comparison with general Gauss

e}irninatioR method. Table 1 shows the computation
eime ef those two methods. We sat from Tab}e i that

the inverse matrix approach can reduce the compu-
tational cost that required in the Gauss elimination

method, which rneans the inverse matrix approach can

be more effective. Note that we tested thousands of

example matrices, and the resu}t in the Table 1 is the

average of those trials.

5. Discussion

Suppose that the presekt a}gorithm is implemented
oR a finite word-length (digital) device. We confirm

in this section that the quantization noise caused by

DSP/FPGA imp}ementation does Rot make the DOA
estimation accuracy worse. SpecificatioRs of the simiiL

lation in Sections 5 are sumr[{arized ilt Table 3.

'fable3 Specificationsofthesimulation

anteltnaform 4--elementsiilteararray

elementinterval halfwavelengtheach

incidentwave 2waves(fromO/-30degree)
powerofwaves oneforeach

SNR 20dB(10dBaRd5dBinFig.7)
Numberofsnapshots 300times

thble1 Computationtimerequiredlntheinveysematrixap-
proach and that in the Gauss me£hed [4]

Gaussmethod inversematrix
computationtime
(ratio)

22.4pasec

(1.000)

17.2pasec

(O.768)

requiredmemories 560KB 556KB

( CPU: Intel Celeron 433MHz, Memory:256MB)

5.1 EffectoftheQuantizationNoiseinA/DConverter

Rrst, the effect of the quaRtization noise in A/D con--

verter is studied, The A/D converter and its quaRti-

zation noise are imperative in digital implemeRtatiolt.

Here we assume ehat several waves with power one are

coming to the array altterma from cer£ain directions.
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In this case, the distribu£ioR ef £he inpnt vo}tage be-

came as illustrated iB Fig.2. From Fig.2, we see that

the input vo}tage usua･l}y vibrates within -2 to 2 volts,

and we can adjust £he level of the A/D converter not
to make overflow. In fact, it did not matter if we roitRd

the values more than 2 to 2.

    Figure 3 il}ustrates the effect of quantization noise

in A/D comrerter to the estimated DOAs. As seeR in
Fig.3, eight quantizatiolt bit length in A/D coRverter

is enough fbr the accurate DOA estimation. A}though
the noise level in Fig.3 becomes slightly larger, it does

ne£ affectto the accuracy of eseima£ed DOAs.

Fig.3
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5.2 Effect ofthe Quantization Noisein ])SP

Next, we study the effect of the quantization noise in

DSP. In the algebraic approach, we should coitfirm the

range of parameters in the middle of digital process-

ing so that not to make overfiow and the caRcdl}ation
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of significa,nt digits. Figure 4 depicts the example dis-

tr}bution of inteermediate parameters. Eg.4 says the

parameters vibrates within about 10-times of the range

of the input vo}tage. GeRerally the operations kn the

fixed-pok}t DSP are performed with 16-bits (siRgle pre-

cision) or 32-bits (doyible precisioR). Considering the

raltge of parameters in Fig.4, 16-bits operatioB weuld

be enough for the accurate DOA estimation.
    Figure 5 shows the effect of the quantization ltoise

in DSP fbr algebraic approach. The quantization bit

length in A/D converter is set to be eight, Comparing

wkh the same effect for QR method illustrated IR Fig.6,

we coRfirm thatthe noise-level of MUSIC spectri}rn is

a}most same, and both of the methods can preserve the

accuracyoftheestimatedDOAs. ･
    Moreover, in the case of low--SNRs as seeR in Fig.7

for algebraic approach, the Roise-level of MUSIC spec--

trum becomes higher but it finally doeslt't affect to the

accuracy of estimated DOAs. This guarantees ehatthe

algebraic approach caR preserve high accuracy in the

case of }ow-SNR hke opeB-air.
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6. ConcludingRemarks

This paper studied en the fast approach to eigenprob-

}ems in DOA estimation a}gorithms for the case that

the number of array elemeRts is four or }ess, Regard-

ing the eigenproblem as solviRg the quar£ic algebraic
polynomial, the eigenvalvtes and eigenvectors could be

obtained in a very short time. Moreover, we confumed

that the algebraic approach does not make the accuracy

worse when it was implemented by finite word-leRgth

processors. This kind of approach woiild a}so be effec-

tive in ESPRIT [21 which requires two or three eigeBde--

compositions. Besides, we should expaBd the algebraic

procedare to correspond to matrices with higher orders,

as one of future stvtdies.
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PAPER SpeciaiissueonW2?ve 7?Bchnologies for Vlfireless and Opticai Communications

Implementation of FPGA
DOA Estimator

b ased Fast Unitary MUSIC

Miveseok KIMt, Student Member, Koichi ICMGEt, and Hiroyuki ARAE Members

SUMMARY DOA(DirectionOfArrival)estimationisause-
fu1 technique in varSous positioning applications inclllding the

DOA-based adaptive aryay antenna for wireless cellulax basesta-

tion. This paper presents the practicai imp}ementatioxx of FPGA

(Field Programmable Gate Array) bEmsed fast DOA es£imator
fer wireless cellli!ar basestation. This system incorporates spec-

tral unitary MUSIC (MUItiple SIgnal C}assification) algorithm,

which i$ one of the representative super resolution DOA estima--

tSon techniques. ']rhis paper proposes the way of digital sigRal

processor desigR suitable for an FPGA and Sts real hEtirdware im-

plemeRtation. In this system the fast compnta£ion perfoxmance
caR be achieved by the inherent paralle}ism of FPGAs, whiCh
can pTocess multSple tasks at the same time, r[ihe eigenvalue de-

composition (EVD) Emd MUSIC angular spectra geBeratioxx are
solved by Cyclic Jacob! processor based on CORDIC (COordi-
mate Rotation Dlgital Computer) Emd the spatial DFT (Discrete
Fburier 'Ilransfbrm), respectively. The perfomance wi}1 be ana-

lyzed by the hardware level simulations aind experiments in a
radio anechoic chamber. All digital signal processing procedures

are computed by the on}y fixed-poixxt operatlon w2th finite word-

leRgth for fbst processing air}d low power consumption.

key words; Adaptive Antenna, Smart Antenna, mpGA Imple-
mentation, DOA Esti7nation, MUSJC, EVD

1. Introduction

Adaptive array ax}tennas are expected to be a promising

technology in the wireless communication systems at
present and in the future. The radio system controlling

the radiation pattern of antenlla by softwaJre adaptively

will allow us to overeome a lack of reconfigurability and

flexibility in a fixed beam antenna system [1].

    DOA (Direction Of Arrival) informatioR of incom--

ing signals is frequently useful in variotts positioning ap-

plications snch as an emergency system, a radio surveil-

lance system, a radEtir system, a millitary system and so

forth. Moreover, from the theoretical point of view,

many excellent adaptive arrabr a,ntenna techniques for

wireless cellular communications also need'DOAs of
desired signa} and interferers in advance [21. As a

matter of fact, we have another choice of the MMSE
(Minimizing Mean Squaxe Error) based combining tech-

niques like LMS (Least Mean Square) and RLS (Re-
cursive Least Square). They employ a temporal refer-

ence signa} instead of explicit DOA informations, while

the DOA-based systems exploit the estimated DOAs

    Manuscript received January 16, 2004.
    Manttscript revised April 12, 2004.
   iThe author is with the Division of Electrical & Cem-

puter EngiReering Dept., Ybkohama National University,
Japan

in beamforming to separate the desired signal from in-

terferers spatially. Siich DOA-bEmsed systems, however,

have many advantages over the conventional temporal
reference based solutions. First ofthem is that they are

more applicable to the downlink (forward link) beam-

forming thanks to the knowledge of the explicit direc-

tional information, thusthe basestations can steer max-

imum transmitting power toward the desired user di-
rection. And it is also aready known that DOA-based
beamforming has superior SINR (Signal to Interference

and Noise Ratio) performance to that of other combin-

ing techniques for small angu}ar spread [3]. That may

be reasonable in macro cellular suburban environment

having far fieid scatterers. However, the drawbErck is

that it requires time-consuming task of DOA estima-

tion. But the lack of the eost efective digi£a} process-

illg devices to resolve the high computational burden

has been a distress in the applications to the practicai

systems commercially. With the general Vbn Neumann
architeeture processors, it may be dithcult to meet the

requirements of the high speed computation and the

compac£ architecture with low power consiimption at
the same time in the future communication systems
[4].

    Although the fast DOA estimator is indispensable

for the ideal beamforming with the explicit directional

informatioB, we have many di{fic£tlties of the actual im-

plementation. In fact, there haye been some practical

works with dedicated circuits [5]. However the quanti-

tative evaluation of the fixed-point operation of FPGAs

including the hardware implementation details have
rarely been described. The recent study implements the

DOA-based smart antenna for European GSM system
[6]. It made use of the unita,ry ESPRIT (Estimation

of Signal Parameters Rotational Invariance Techniqiie)

and MVM (Minimum Variance Method) as DOA esti--
mators. However, it used generai purposed processor

(DEC AIpha 50eMHz), which might not be optimized
for the dedicated tasiks and consume }arge amount' of

electrical power.

    In this paper, the FPGA based digital signal pro-

cessor design of the DOA estimator and its hardware

implementation will be presented. The inherent par-
allelism, reconfigrirability a[nd optimisability of FPGAs

give us more benefits than general purpose processors.

The specific circuit implementation of a DOA estimator

has not been published yet,thus the design concept and
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practicai implementation in this work will be a va,lu-

able example. This system will be usefu1 for high speed

DOA-based bea,mforming in wireless cellular systems.

It incorporates unitary MUSIC (MUItiple SIgnal Clas-

sification) algorithm, which is a sttper resolution DOA

estimation technique. MUSIUIike algorithm has many
advantages in the rea} hardware implementation due to

its simplicity compared with other well--known subspace

based techniques like ESPRIT. However, there still re-

mains the computational complication of the complex
number arithmetic, which is a great distress to the fast

computation and compact system scale. With a uni-
tary transform, the eigendecomposition of the correla-
tion matrix can be solved with real number only [7][8].

The unitary MUSIC processor (cal1 UMP, hereafter)
performs all digital signal processing procedures by the

only fixed-point operatioll with finite word-length. The

eigenvalue decompositioll (EVD) and MUSIC angular
spectra generation are soived by Cyclic Jacobi proces-

sor based on CORDIC (COordinate Rotation DIgltal
Computer) [9] and the spatial DFT (Discrete Foiirier
Tkransform), respectively.

    This paper is organized as follows. In Sect.2, the

data model and basic principle of imitary MUSIC DOA
estimator will be described. Sectioll 3 will present the

digital signal processing concepts and key features. In

this section, the fast EVD- processor incorporated in

UMP will be introduced briefly. In UMP, the DOAs
are treated as some number of discrete wavefroRts. The

compi2tation concept ofthe discrete angular spectra via

spatial DFT will be also descril)ed. Sections 4 and 5

wlll present the real hardWare implementation details

and the performance analysis, respectively. Ill Sect.6,

whole system operation will be demonstrated by exper-

iments in a radio anechoic chamber. Finally, Sect.7 will

conclude this paper.

2. Preliminaries

2.1 DataModel

We assume the basic model of the narrowband signal
si(t) for i-th source, where i = 1,2･･-,L. rll]he signals

received at K antenna array spaced by half wavelength

can be modeled by

    x(t) =Vs (t) +n(t), (1)
where the array output x(t) is a snapshot vector,
and s(t) and n(t) a2re the signal and complex Addi-

tive White Gaussian Noise (AWGN) vectors, at time
t, respectively. The colllmns of the challnel matrix
V =: [vi, v2, ･･･,vL] consist of the spatial channel vec-

tors for L sources. The spatial channel vector vi for

i-th source can be given by' the array response vector

ai ttnder the assumption that the plane wayes arrive at

an ideal omni-directional antenna array from the point

so12rces as
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    vi =: a(ei)

       =[1)e-e'Tsinei)...)e-3T(K-1)sine,]T7 (2)

where ei is the DOA for the i-th source and sup.erscript

T deno£es transpose operator.

2.2 UnitaryMUSICDOAEstimation

MUSIC algorithm is a kind of DOA estimatioll tech--

nique based on eigenva}ue decomposition, which is also

called subspErce-based method [10]. It has many advan-

tages ofthe implementation simplicity as well as the ca-

pabi}ity of estimating DOA in much higher resolntion

over a,ny other conventioital methods. The correlation

matrix of x(t) is given by

    R,,.:E[x(t)xH(t)l==VR.,VH+a2I, (3)

where E[･] and superscript M denote expectation and

Hermitian transpose operators, respectively. And
.R.. = E[s(t)$H(t)] is the signal covariance matrix and

ff2 is the noise variance. Since the correlation matrix

Rxx is a positive definite Hermitian matrix, it call be

decomposed to signal and noise subspaces by eigeRvalue

decomposition. The noise subspace eigenvectors of cor-
responding eigellvaiues of a2 are orthogonal to the sig-

nal siibspa£e, and eventually orthogonal to the array

resoponse vectors. From this fact, the MUSIC spec-
trum is typically given by

    phiu (e) =.H g,?i19', gi8Z(,)･ (4)

where E. is the matrix whose columns consist of noise

subspace eigenvectors. In the result spectrum of Eq.(4),

the peaks appear at the DOAs of incident signa}s.

    Generally the correlation matrix in Eq.(3) is
complex--valued. k is clear that the EVD with comp}ex-

valued correlation matrix shouid be high computational

burden. Reducing the computational complexity via
unitary transform ailows real-valued eigenvalue decomr

position with the tra=sformed real numl)er correlation

matrix [7]. Since the EVD procedure has a large por-

tion of whole computationaHoad of MUSIC--like stttv

spa£e based algorithms, real-valued eigenvalue decom-
position is attractive. If the steering vector of Eq.(2) is

rearranged in the coajugate centrosymmetric manner,
the correlation matrix R,,. becomes centro-Hermitian.
The real-valued correlation matrix k.. can be obtained

with an appropriate imitary transform Q as

    i2tvx == Re{QHR:uxQ}･ (5)

3. DigitalSignalProcessorDesignConcepts

The comp"tation flow of the unitary MUSIC DOA es-
timation is involved in 4 steps largeiy [7] [9]; (1) Estima-

tion of correlation matrix incliiding imitary transfoym
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and spatial smoothing, (2) EVD (Eigen Va}ite Decom-

position) of the correlation matrix, (3) Computation of

MUSIC spectrum a･Rd (4) 1-dimeRsional peak search.
In this section, the digital sigr}al processor desigR con-

cepts for the dominaltt procedures in the ttnitary MU-

SIC DOA estimatioR algorithm will be described.

3.1 CorrelatiollMatirixwithUnitaryTransform

In this time, UMP Was designed to discriminate some-

what correlated signa,ls from the mixed signals by us-

ing the spatial smoothing techniqi2e. By the unitary

trallsform, the EVD which takes the largest computa-

tional cost of the whole procedures can be solved in

real number arithmetic. In addition, with the selec-
tion of reai part only in Eq.(5) provides FB (Forward-

Backward) averaging, thus backward spaeial smooth-
ing can be achieved simultaneously [7]. The first step

in the unitary MUSIC algorithm is to transform the
input data vector x to y with a unitary matrix Q as

    yi =Qrrxi, (6)
where xi and yi (i = l, ･.･･,M) are the divided M sul>

vectors of the snapshot vector and the corresponding

transformed sul)-vectors, for spatial smoothing respec-

tively, as

    xi = [:ci,･･･,::i+KrmM]T,

    yi :[yi,･･･,yi+K-M]T.

By the kmitary traxisform, the real-valued corre}ation

matrix Ryy is computed as Eqs.(3) and (5). In reality,

however, it is approximated by the i2niform averaging

with some mimber of snapshots sampled at the time
nT, where T is a sampling period, as

    kyy(n)==ill>r£llll)Re{Ryy,(m)}, (7)

                     i=1                 m=               n-N+1

where

    .ky,,i(m) =: yi(m)y,H･ (m)

and N is the number of snapshots. This type of averag-

ing can be implemented by a sliding boxcar FIR (Finite

Impulse Response) filter with unit ga,in. From £he view

points of hardware implementation, however, this filter

iteeds such a long shift register that memory resoarces

turll ottt to be exhaustive. Thus the first order IIR (In-

finite Impulse Response) exponential aMeraging filter as

shown in Fig.1 is a reasonable choice. It requires single

register only. In this figure, the correlation matix can

be written by

    k,,(n) == 6jl2,,(n - 1) +

                     A4
              (1-i(3)2Re{y,(n)y,H･(n)}, (s)

                    i =1

Fig. 1

or

a=1-'B

 Z-1

(.RE6)

Diagram of Exponential Averaglng Filter

where 5 (< 1) axe a real number forgetting factor. This

type of filter can respond to the non-stationary environ-

ment qaickly if the smoothing factor P is determined

appropriately.

3.2 EigenvaiueDecompositionviaCORDICbasedJa-
    cobi Processor

In the next step, the correlatiolt matrix is eigen-
decomposed bythe EVD processor. In our former work,

the EVD processor design for MUSIC-like sttbspace
based techniqttes has been studied [9]. Ik2sed CORDIC

bEmsed Cyclic Jacobi method suitable for logic circuit

implemen£atioit with FPGA. Cyclic Jacobi method is
well known for the simplest algorithm, but usi2ally its

convergeRce time is slower than other factorization al--

gorithms like QR-method. Bnt if making use of the
high parallelism with a dedicated circuit like FPGA
or ASIC (Application Specific Integrated Circuit), it

would rather be a good choice. In this system, the EVD

processor computes real symmetric eigenvalue problems

by applying orthonormal rotations sequentially to the

target matrix. This system employed the hardware
friendly CORDIC algorithm for vector rotators and
arctangent computers, which were the basic processing
imits in this design. As far as the fixed--point operatiou

was applied, there exist the truRcation errors caused by

the fixed word-length. However, we cou}d confirm that

if the computation word-length was longer thall 16-bit,

it had reasonable performance throiigh the fixed-point

computer simulation. In UMP, the nttmber of iterations

and the computation word-length of the EVD processor
are 4 Jacobi sweeps and 16-bit long, respectively.

3.3 MUSIC Spectrum Computation via Spatial DFT

After the EVD step, the MUSIC spectrum of Eq.(4)
is compnted. In order to redttce the system complex-
ity, only deltominator in Eq.(4) is taken into accoimt.

This reciprocal spectrum can be generated from the
sum of spatial DFT spectra of (K L L) noise eigenvec-

tors retumed to complex values by the inverse unitary

transform as

                    K
    "P2¥4u,7'eciproeal=2)IDIFT{Q'Ei}I2, (9)

                  i=L-i-1

where Ei is the i--th eigenvector belonging to the Roise

subspace.
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    In specral MUSIC a}gQrithrn, in order to find out

the DOAs of the incoming signals, the angular spec-

trum should be computed. In fact3 there exist anotheic

altema£ive solntions in MUSIC algorithms. It is based

on solving roots of the ptiUSIC polynomial, called root-

MUSIC [8]. However the root finding problem of the
complex number coeMcient polynomial is less suitable

for the dedicated circuit computer with the fixed-point

operation like FPGAs. For fast digital signal proces--

sor implementation on FPGAs, a simple iterative algo-

rithm must be the best solution. In order to compute

the angular MUSIC speetrum, the spatial DFT tech-
nique may be an attractive solution dtte to the well-

known performance gttaralltee as well as the simplicity

with FFT algorithm. This subsection will describe how

to apply DFT to the computation of the MUSIC angu-
lar spectram.

    The simple continuous spatial signal model for 1-

dimensional distance is typically givelt by

    nd =u(t)･exp(-o'27r･f,.･d), (IO)

where 2L(t) includes ali complex-valued time-varying

components, and d and kp. are the distance from the
fust reference antenna element and spatial frequency,

respectively. In case of array antenna signa,l process-

ing, we can consider the snapshot vector elements as

the sampled data at the distance of m･Dspacing in each

element of antenna sellsors. Actually, however, the dis-

tance between each antenna is a discrete value as

    d--Sr Tn'Dspuacing) (11)
where m and Dsp..i.g are the index of discrete dis-
taRce a,lld the antenRa spacing (or spakial period), re-

spectively. Butthe spatiEd frequency depending on the
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(DOA) corresponding

incident DOA still remains continuoas value. In order

to apply digital signal processing, the continuous spar

tial frequency should be digitized by P discrete spatial

freqttencies as

                  2T
                        k, (12)    27r'.Espa -
              P'Dspacirtg

where k is the index of the discrete spatial freqtteRcy.

From this fact, l)y applying spatial P--point DFT, the

discrete spatial frequency domain components call be

obtained by

    xd[k] =: il; IS'Si xd[m] e-J gsi' rrt k, (i3)

             rrt==O

WheR Dspacing : A/2, eventually the discrete waye-
fro.nt 'e cancL be computed from the following relation-

ships of Eqs.(14)--(15).
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            sin e
kpa,di$erete=: A =:p.D

k

spaci'rbg

(14)

    e= sm mi (pk/2) (is)

    From above facts, in the MUSIC algorithm, it can

be seen that the spatial DFT of the noise subspace
eigenvectors in Eq.(9) gives the distribution of the spar

tial frequency. However the spatial spectrum obtained

by DFT of only a few spatial data as many as antenna

array length has coarse resolution not to estimate ccu-

rately. In reality, the antenna array length is limitted

for several reasons on hardware implementation. Thus
the high resok2tion estimation will not be available from

the coarse spectrum. In that regards, the interpolar

tion ofehe spectrum shoiild be taken into consideration.

According to digital signal processing theory, the DFT

spectrum can be generated fine and smoothly by adding

a few number of zeroes to the spatial data ofthe noise

eigenvector elements. The spectrum generated by the
spatial DFT is completely equivalent to the denorninar

tor of Eq.(4) which means scaRning main-beam toward
whole directions.

    Figure 2 shows an example of the relationship be-

tween the DFT index k, rearranged indexZ and corre-
sponding discrete wavefront 0 in the reciprocal MUSIC

spectrum (denominator of Eq.(5)) generated by spatial

DFT (DFT bin P =: 256). That is, Fig.2(b) is re--
arrEmged version of Fig.2(a) (actual order stored in a

memery) by the relation as

    i-{2±iill,i(3 k{.Pi3), (i6)

From Eqs.(15) and (16), the concrete discrete wEtve-

fronts (DOAs) in Fig.2(c) are obtained as

    e=: sm-i (i -p/IZf{2). (i7)

    As shown in Fig.2(c), the discrete wayefronts gen-

erated by the spatial DF7I" spectrum is Rot uniformly

spa£ed. Thus the estimation resolution becomes }ower
when the signals arrive from close to eltdfire direction,

since the angulatr spa£ing gets wider. That, however,
may be of no concern in the practical sectorized bases-

tation configuration. From Eq.(17), e is an inverse si-

misoidal function of l. Mgure 3 shows the ef}ect of

non-uniform discrete wayefront. In the region between

-30 to 30 degrees, the estimation reso}iition can be ap

proximated by linear function whose gradient is given
by the derivative of Eq.(17) at Z = P/2 (broadside) as

    de 1    'ZiT/ ,,,,.!, =p/2[rad]･ <ls)

In this linear regiolt, the estimation resolution (angula,r

spa£ing) can be regarded as almost uniform. Futher-
more, the estimation resolution becomes higher with
larger P of DFT bin length, because that is inversely

proportional to P. When P is 256, the estimation res-

olution is about O.4476 degrees from Eq.(18).
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Table1 CorePerfbrmancesofDominantProcedures
Required-
ClocksMcik)

LiEs(Logic

ElemeRts)
fmax
(MHz)

tmtn
(LLs)

.Ra,;y. N 8301 27,4 O.04xN
EVD 1836 4045 ne 16.69

FFrll]&

LMDet.
1356 2303 1!4 11.89

3.4 LocalMinimaDe£ection

Instead of finding peaks in the MUSIC spectrum writ-
ten in Eq.(4), local minima (LM) detection of the re-

ciprocal MUSIC spectrum generated by DFT in Eq.(9)

can be applied for the implementation simplicity. The

LM detection can be implemented by memory scanning
circuit consisting of 2-word shift register, comparator

and logic gates of XOR and AND as shown in LM de-

tection section of Fig.4. The comparator compares 2
words loaded in the shift register to output the 1-bit
decision result c(n), which means the sign of derivative

between at the indices (n - 1) and n. And then, the
Amo(O) output of c(n) and XOR(@) output ct(n) noti-

fies the the memory writting control}er ofthe transition

of c(n) (O - 1) as

    c(7?) = { ? i.ftfig7,L.TiJ,.1)>S(")

    d(n) :c(n-1) CD c(7}) (19)
    e(n) = c(n)ed(n).

This procedure can be implemellted by simple logic cir-

cuit with high speed operation.

4. PracticalHardwarelmplementation

Not only the theoretical study, we also tried to im-

plement it on single FPGA (STRATIX EP!S25, Al-
tera) which has about O.6 million equivalent gates, 200

Kbytes intemal memory blocks and optimised digital
signal processing (DSP) blocks [11]. The whole block

diagram ofthe digitad signal processing procedures de
scribed in previous section is shown in Fig.4. It is in--

volved in 4 majer procedure sections including Cor--

relation Matrix Section, EVD Section, FFT Section
and LM Detection Section. The word-leRgth of ev-
ery section is also shown in this figure. In this time,

it is assumed that the exact number of waves were
predetermined and known akeady from any other pre-

processing. We described the procedures with VHDL
(Very high speed integrated circuits Hardware Deserip-

tion Langttage). The V]I{DL sources were synthesized

and place-and-routed by Leonardospectrum (MeRtor
Graphics) and Quartus II (Altera), respectively.

    Table 1 illustrates the roughly estimated perfbr-

mance of the dominant processing core, where LEs
(Logic Elements) means the nilmber of occupied logic

IEICE TRANS. ELEC[I]RON., VOL.E82-??, NO.1 JANUARjY 1999
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tr.

Appearance of UMP Digita[L Processing Unit

blocks in FPGAs and A,,.. 2s the maximum clock
frequency at which normal operation can be guaran-

teed, respectively. The minimum comptttation time
trrtzrb is calculated 1)y Anik/Artax and N is the num--

ber of snapshots. We assumed that 1ess than 2 coher-
ent/incoherent wayes arrive at only 4-element uniform

linear array (ULA) antenna in order to reduce system

complexity. For spectrum generation, 256-point radix-

4 complex FFT was employed [12], and the FFT with
256 spatia} data composed of 3 elements of the noise

eigenvector (1 dimension of array is used for spatial

smoothing) and (256 - 3) zeroes interpolates the spec-

trum fine and smoothly. AII computations were per-
formed by fixed--point arithmetic with 12-bit input data

from ADCs. As shown in Table 1, EVD took the longest

computational time if the FFT was perfbrmed oltly one

time (in case of two incident waMes). The pipeline

scheduling can allow us to divide the whole process-

ing into some sul>blocks. That is, if considering 3 sut>

blocks as illustrated in Table 1, this system can perform

single realization of DOA estimation within about 17

ILs. In this result, the inherent paral}elism and optimis-

ability of FPGAs provided the fast computation perfor-

mance. Additionally, the recent FPGA manufacturing

technology allowed the electric power consumption to

be dramatically low by abont 2 watts below. Figttres 5
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and 6 show the whole evaluation system configuration

and its appearance, respectively. The system architec-

ture is a super--heterodyne IF sampling ･receiver with

quasi-coherent detection. RF (Radio Frequency) sig-

nals received at antenna array are down-converted to IF

(Intermediate Frequency) band in analog DC (Down-
conversion) receiver, where the RF and IF frequencies

are 5 GHz and 40 MHz, respectively. And then the IF
signals are digi'tized by ADCs (Analog to Digital Con--

verters) at the rates of 32 MSPS. The imdersampled IF

signals are digitally down-converted (DDC) again to

complex baseband and then downsampled by L-times,
where L is an appropriateinteger number. IF passballd

processing includillg DDC in FPGAs has been studied
in [131. As shownin Fig.5, single FPGA on AD board
performs the digital signal pro6essing of UMP. The user

terminal PC communicates with the CPU SH4 via Eth-
ernet, and CPU controls the UMP via direct 32-bit data

bus connection.

5. PerformanceAssessment

Ilt this section, the estimation performance ofUMP will

be discussed by the hardware level simulations with ofi

fiine PC with Matlab (Mathworks). The hardware level

simulation means that the fixed-point operation behav-

ior of enIP in VHDL was described exactly in Matlab
m-file. It was assumed that the antennas and aRalog
components prior to U)v{P had ideal characteristics or

they were well calibrated. That is to say, this Ema}-

ysis considered only the digital signal processing part

and neglected system-specific effects of analog parts.

It may be eMcient to assess the system without work-

ing the whoie system components in various sceRar-
ios. The input level adjustment circuit like AGC (Au--

tomatic Gain Control) was considered in order to make

use of fu11 sca}e rag}ge of ADCs (12 bits), otherwise the

performance of UMP will be degraded because of the

low dynamic range ofthe fixedrpoint operation with bit

truncation. In this section, all simulations inchided 200

burst frame data altd single burst consisted of 136 snap

shots (symbols). The soRrce waves were a r/4 QPSK
modulated signals.

5.i AWGNChannel

in AWGN channel. the standard deviation of the es-

timated DOA when the single wave impinging from
broadside is a good oyerall performance assessment as

an estimation variation to SNR (Signal to Noise Rarv

tio). The same approach has been used in [6]. Fig-

ure 7 shows the simulation results computed by the
4--element UMP with 16-bit fixed･-poipt operation with

spatia} smoothing (SS) and the oMine PC with 64-bit

fioating--point (doub}e precision) operation, where the

diamonded, right-triangled Etnd left-triangled lille de-

Rote the incident DOAs of O, 30 and 50 degrees, re-
spectively. In addition, the resuks of 4- and 8-element

UMP without SS at e degree are also illustrated by the

sqaured and circulasr }ines, respecively. in this results, it

is clear that the estimation accuracy is below 2 degree if

the input SNR is greater than 5 dB in the linear regioR

between -30 and +3e degrees. And it can be also seen

that the UMP has a pretty good performance for the
offtine PC, although the estimation variation is larger

to some degree because of its finite word--length (16-bit)

fixed-point operation. As a matter of fa£t, the fioating-

point operation has the SNR gain of about 10dB more
than the fixed-point operation, but it is an unavoidable

trade-off between them. In Fig.7, it can be seeR thatthe

estimation variation becomes larger as the DOA angle
gets far off from the broadside. That is caused by only

non-uniform discrete wEvsirefronts generated by the spa-

tial DFT if considering ideal omni-directional antenna

pattern. Non-imiform discrete wavefront effect is illus--

trated well in Fig.8, which shows the DOA dependency

of the mean DOA deviation ", where
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Separability Performance of two incident waves

    ?9 =" E{IeEstirrtated-eDoAI}･ (20)

When there existed two incident wayes, the separal)il-

ity performance which represented how spatially close

signals can be discriminated from ea£h other was as-
sessed. The criteria of the successfu1 estimation was

    rP = arg meax{Rgetd<p fi n%...<p}, (21)

where g, e aRd p are a given SNR, iRcident DOA
and condition value, respectively. r9 altd R9 denote

the separable angle and the range of e satisfying sul>

scripted condition to each estimatioR at a givell SNR g,

respectively. Herein, the colldition of (mean < p) elimi-

Rates far-off estimation with sma}1 estimation variation.

Figure 9 shows the separability performance of UMP
where solid line and dotted line denote incoherent and

coherellt, respectively. Two waves had the same powers

and temporally correlated with each otheer. The spatial

smoothing (SS) capability of UMP reduces the corre-
lation to some degree. In Fig.9, the separable perfor-

mance of UMP increases as the EVD word-leAgth gets
longer. And it can be also seen that the separability

performance with highly correlated (cohereRt) signais
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was degraded. That is because the spatial smoothing
with two suk)-matrices in fixed-point operation could

not provide suMcient reduction of the correlation be-

tween each signal. But it will be imp!oved if with
larger number of sut)-matrices in longer array antenna

and lollger word-length. On the other hand, the 16-
bit fixed-point UMP can separate two incoherent waves

close by about 10 degrees when the SNR more than iO
dB under the condition of p : 30, but the separai)il-

ity performance can be imploved with more antenna
elements as shown in Fig.9.

5.2 RayleighFadingChannel

Above analyses may be quite meaningfu1 to evali2ate
the behavior of the fixed-point UMP at a given SNR.
Actually, however, the realistic channel was not mod--

e}ed appropriately iR above analyses. In wireless cel-

k21ar communication, a fading phenomenon occurs by
multipath propagation. However, in such a fading en-

vironment, the SNR becomes a random variable with
any distribution. In additioll, the great number of co-

herent signals caused by far field local scatters arrived

from spread DOA angle to reduce the fading correlation

between antellna elements. From this fact, the plane

waye model from a point source may not be valid any
more, thiis the estimation performace will be degraded

in m"lti-path fading eitvironment [14]. In that regamd,

it is important that we investigate the behaviour of

UMP assumming multi-path fading environment. In
multipath propagation, by lleglecting the time delays

between sul)-pathes, the chamnel vector for i-th source

iR Eq.(2) call be rewritten approximately by

         ag

    vi :26ija(0i+bj), (22)
        j' =Ni

where Pij, eJ･ and A7b are the complex amplitude with
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'thb!e2 ExperimentalParameters

AntenBas 4-element sleeveantennainULA
Antennaspacing . A/2
RFIJIrequency JrGHz
IFFIrequency 4eMHz
Modulation CW
SamplingIlrequency 32)･Mz
ADCresobu#ion 12bits

herein) were i27 and 2e8. With these indices, the con-

crete discrete wayefronts could be converted to -O.4476

and 38.6822 degrees from the relationship of Eq.(17),

respectively. It was reasonable that the estimation er-

ror was cai2sed by lack of the fine caiibraition for the

anten;}as and analog components, but the system oper-

ation could be confirmed to some extent. The caiibrar

tion of whole system should be cleared for practical use,

and the digital calibration processor wi11 be our future

works.

Rayleigh distributed magnitude of o'-th scattered sul>

path, DOA variation and number of the stt1>pathes,
respectively. In Fig.10, the relationship between the

angle spread and the estimated mean DOA deviation
as Eq.(20) is shown, where AIj = 30 sub-pathes are uni-

formly distribiited at the center of single wave source

ei = 300 and Ewerage SNR was 10 dB, respectively. In

this figure, the diamond line is theoretically approxi-

mated result [14]. The UMP result had a good agree-

ment to the theoreticai approximation. Thus it ca,n be

seen that the functionality of UMP in a realistic multi-

path channel model is still valid.

6. ExperimentalExample

In this section, the whole system operation of UMP
will be demonstrated experimentally in radio anechoic

chamber. We used 4 omni-directional sleeve antennas
which were half wavelength spaced in ULA. In this ex-

periment, the fine calibration procedure was not con-

sidered,-biit the coarse adjustment of amplitude and

phase was just conducted manually before measure-
ment. In this example, it was assumed that there exy
isted 2 incideAt wEwes. 'I]he data snapshot vector oftwo

incident wayes was generated by linear combination of

each data snapshot vector of sigle incident waye. Tarr

ble 2 illustrates the experimental parameters. The RF

carrier frequency was 5 GII{z. r]]he traBsmitted wayes

were CW (ContiRuous Wave) at different ftrequencies

(the differellce was about 1.3 MHz). Figure ll shows

an experimental result. The DOAs of each waMe were
set by O and 40 degrees, respectively. Two wayes were

transmitted at the same power and the average SNR
at each antenna element was aroimd 19 dB. Ilt Fig.11,

the indices of the DFT spectrum corresponding to the

LM points below any aEppropriate threshold level (5, OOO

7. Conclusion

In this paper, the FPGA design of the fast DOA es-

timator using the unitary MUSIC algorithm was pro-
posed and its real hardware implementation was also
introdiiced. The uniq{ie features of this system a,re the

fast computation and compact architecture ofthe EVD
and MUSIC angular spectrum generation with Cyclic
Jacobi processor based on CORDIC and spatial DFT,
respectively. All procedures of digital signal processing

were computed by only fixed-point operation with finite

word-length for high speed and low power consump-
tion. As far as the optimization depends on the design

technique, the hardware friendly parallel algorithm alld

processing concept will be still valid and outperform

the serial computer like general purpose CPU. Finally,

we are expectiltg that this system provides a useful e>e-

ample of the real hardware implementation of a high
speed DOA estimator for the wireless communication
applications with dedicated circuits.

Referenees

[1] R. Kohno, "Structures ax}d Theories of Softwance Antennas

  for Software Defined Radio," IEICE [I]raRs. Commun,, vol.

  E83-B, No. 6, pp. 1189-1199, Jun 2000.

[2] N. Kikuma Emd M. IFLijimo£o,"Adaptive Antennas," IEICE
  Trans. Commun,, vol, E86-B, No. 3, pp. 968-979, March

  2003.
[3] S. Anderson, et al,, "An Adaptive Array for Ailobile Com-

  munication Systems," IEEE 'Ilrans. VIDhicular Tech., vol. 40,

  No. 1, Feb'l991
[4] M. Cummings and S. Haruyarna, "FPGA in the Software

  Radlo," IEEE Commun. Mag., vol. 37, No. 2, pp.le8--M2,
  IFIeb 1999.

[5] T. Asai, S. Tomisato, T. Matsumoto, "Field '[Iiest Results for

  a Beam and NuR Simultaneous Steering S/T-Equahaer in
  Broadband Mobile Communication Environments," IEICE
  'Tlirans. Commun., vol. E84-B, No. 7, pp. 1760-1767, July

  2001,



IEICE rlrRANS. ELECrl['RON., VOL.E82-?? NO.1          1 JANUARjY 1999
io

,

[6] A. Kuchaer, M. TEmgemann and E. Bonek, "A Real-Time
    DOA-Based Smaart Antenna Processor," IEEE ']}rans. Ve-
    hicular Technology, vol. 51, No. 6, pp. 1279-1293, Nov 2002.

 I7] M, Pesayento, A. B. Gershman, aRd M Haardt, On Unl-
    tary Root--MUSIC with a rea}-valued eigeRdecomposition:
    A theoretical and experimental performance study," IEEE
    'll aRs. Signal Processing, vo}. 48, pp. 1306-1314, Ma;y 2eoo.

 [8] M, D. Zoltowski, G. M. Kautz, ar}d S. iD. SilveTstein,

    "Beamspace root-- MUSIC," IEEE 'llrans. Signal Process-
    ing, vol. 41, pp. 344-364, Jan 1993.

[9j M, Kim, K, Ichige, H. Arai, "Design of JaK obi EVD pro-

    cessor based on CORDIC for DOA estimation with MUSIC
    a}gor!£hm",IEICE 'ftans, Cornmun., vol. E85-B, No,l2, pp.

    2648-2655, Dec 2002.
[10] R.O. Schmidt,"Multiple emitter locatlon and signal param-

    eterestimation," IEEE [[lrans. on Antenna and Propag., vol.

    34, no. 3, pp. 276-280, March 1986.

[21] "Stratix Device Handbook," A}tera Corp., Web decument

    is available at http://www.aitera,com/literature/hb/stx/

    stratlx-}}air}dbook.pdf,

[12] "YFT MegaCore Function User's Guide," A}tera Corp.,
    Web document is available a#
    http://www.a}tera.com/literature/ug/fftug.pdf.

[13] M, IKim, K. Ichige, iE{. Arai, "Adaptive Arraty ARtenna

    Exper!mental System based on FPGAs alld its evaluatioR

    thyough implementation of MRC beamformer," IEICE An-
    tenna and Propagation ']]ech. Report, AP20e2-38, June
    2002.
[14] D. Astely and B. Ottersten,"The efiiects ef Loca} Scattering

    on DirectioR of Arriva} EstimatioR with MUSIC," IEEE
    ']]ralts, Signa} Processing, vo!. 47, No. 12, pp. 322e-3234,

    Dec 1999.

ing, image processing, approximation theory, communication aBd

electyomagnetic theory. He is a member of IEEE.

                   HireyulciArai receivedtheB.S.dG
                   gree in Electrical Emd Electronic Engi-
                   neering, M.E. and D.E, jn Physical Elec-
                   tronics from 'fokyo Instkute of 'Ilechnol-

                   ogy in 1982, 1984 and i987, respectively.
                   After a research associate in 'fokyo Ins#i-

                   tute of Technology, he joilled Ybkohama
                   Nationa[! Vniversity as a lecturer in 1989.

                   Now he is a pTofessor in Division of Elec-

                   tyical and Computer EngiReering, Ybko-
                   hama National Univer$ity. He investi-
gated microwave passive componeRts for high power handling
applications such as RF plasma heating in 1arge [[bkamaks, He
developed a fiat diversity base station antenna for JapEmese PDC

systems, aBd smal1 baise s£ation antenRas of IR-bui}ding micro
cellular system. He was awarded the"Meritorious Award on Rth

dio" by the Assocjation of Radjo Industries a[nd Businesses in

1997 for the development of po}arization diversity Emtenna. He

is collaboratSng with a large nnmber of companies for mobile

termSna} antennas, cellular base station aRtennas, antenna mearr

surement techniques, iRdoor / outdoor propagation measurement

and simulation, and EMC measurements and wave absorbers. He
published more thEun 50 reviewed journal papeTs and about four

hundreds international and domestic conference papers. He is the

cilalithor of four textbooks about electromagnetic waves, and he

holds several US and JapaRese patents of anteRna.

MinseekKim wasbominSeoul,
Korea on June 16, 1973. He received
the B,S, degrees in ElectricaJ Engineer-

ing from Hanyallg University, Seoul, Ko-

rea, M.E. degree in DivisSon of Electrical

and Computer Engineering, Ybkohama
National University, JapEm in 1999 and
2002, respectively. He is currently work-

ing toward Ph. D. degree from Ybko-
hEuma Natlona} Universi£y. His research
interests are hardware implementation of

'

adaptive antenna system and softwarG defined radio,

of II]echnology

searcher. His
Lausanne
eresearch

Koichilchige receivedtheB,E.,M.E.
and Dr. Eng, degrees in e}ectronics and
information engineerlng from the Univer-

sity of Tsukuba in 1994, 1996 Emd l999,

urespectively. In 1999,'he joined the De

paxtmeRt of Electrical and Computer En-

gineering, Yokohama National University
as a research associate, where he is cur-

rently an assistant professor. In 2001-

2002, he has been oR leave to Sc}iool
of EngineeriRg, Swiss federal Institute
  (EPFL), Switzerland as a visiting re-

 interests include digttal signal process--

'

-



PERFORMANCE EVALUATION OF DOA ESTIMATION ALGORIMMS
                    IN DIGITAL IMPLEMENTATION

Masashi SHINAGAVVA(i), Koichi ICMGE(2), Hiroyuki ARAI(3)

av De:partment ofElectrical and Cbmputer E}zgineering fokohama Alintional Uitivei:sity lbkiwadai 79-i

         Hbdo.aaya-ku, fokohama, 240-8501 .lapan, ELmaiL' masa@arailab.`bj.ynu.ac,Lp,
                      (Z) As (l;} abovq, but ELmait: koichi@tby1pmu.aojp

                   (S} As (D abovq b"t ELmaib arai(!paraitab. dbj.ynu.ac,ip

ABSTRUCT

In this paper, we study the properties and drawhacks ofrepresentative DOA (direction ofarrival) estimatioR algorithms

such as MUSIC, Root-MUSIC [l][2], and Unitary-ESPR[{T by investigating the influence of quantization errors in

digital operations for vario"s cases. We also verify which algorithrn is the most suitable for the implementation by finite

word-length digi'tal processors. First vve examine the characteristics of DOA algorithms throt}gh somg computer

simulation [4]. TheR we study the iRtemal quantization error of DOA algorithms, aRd derive the bit length required fbr

the accurate DOA estimation.

ilNfTRODUCTION

Recently eigeBdecomposition based algorithms sueh as MUSIC, Root-･MUSIC, and Unitary-ESPRIT have been used in

DOA estimation. MEmy authors examine the characteristics on each algorithm. But few quaRtitative investigations for

digital implementation are done. At the same time, FPGA has attracted the attention as low power and high speed device

which is based on parallel prooessing aRd fixed-peint operation.

In this paper, we study the properdes and drawbacks ofrepresentative DOA estimation algorithms by investigating the

influence of quantization errors in digital operations for various cases. We also verify which algorithm is the most

suitable fbr the implementation by finite word-length digital processors. First we examine the characteristics of DOA

algorithms through some compu£er simulatioR. Here we change DOA angle, the Bumber of snapshots, SNR, array
elements, and the correlation of incident waves. Then we study the internal quantizatioR error of DOA algorithrns, and

derive the bit length required for the accurate DOA estimation. We change a bit length of the intemal operation ofeach

algoritlm in fixed-point operation, and examiRe the relation betweeR estimatiolt accuracy aRd bit leRgth.

SPECIFICATIONS OF SIMULATION

Simulation on Characteristics ofDOAAIgorithms

in this simulation, as it is given in Fig.I, we used uRifbrm linear array antenna. The algorithm used iR the simulation is

as fo!lows: Spectral (original) MUSIC, Root-MUSIC, Unitary Spectral MUSIC, Unitary Root-MUSIC, ESPRIT, ar}d

Unitary ESPRIT. Here we change anival angles, the rmmber of snapshots, SNR, array elemenis, and the correlatioR of

incident waves. We used (he FB (fbrward-backward) space averaging technique [3] as a correlation suppressing ritethod.

We defined D()A angle as {9Don and estirnation angle as 0EsT.The estimation error used fof mis evaluation is:

0Do,`a - 0EsT [deg] (l)

                   l, e/6,      "tksg{E･,i sc(,t ,illlx, g.i.l e//M":.. .... ge

                '<i, 'l'";YL-fl,r.,,"s"U

                 1>N`'･･i// ..."S'
                 il･ be l," ･"C

         .j"K ,tSs',f･2 pt,I.
      xsww/} "kww/) xww

                     l･ l

Fig.I. K-elements unifbrm linear array aritenna



SimulatioR en The Internal Quantization Error ef DOA AIgerithms

We studied on the required bit length for the intemal operations of each DOA algorithm. We examined the relation

between estimation accuracy altd bit length, when we changed a bit length of the decimal part and the iRteger part

respectively in a fixed-point operation from 4bits to 32bits. But we calcvilated MUSIC spectrum in a fioating-point

operation, becaBse the value of MUSIC specmm was very large. Moreover, we used the values of V- and sin0,

cos0 , tan 0 which were transfo;med from the calculation results in PC into the fixed--point values.

RESUL[rS OF SIMVLATION

Simulation on Characteristics ofDOAAIgorithms

Firs£, we investigated the accuracy of DOA estimation whelt we changed ardval aRgles, the mumber of snapshots, and
SNR to see how the above algorithms work. Fig.2 shows the characteristic when changing arrival angle. We verified

that the estimation accuracy deteriorates iR nearly ± 90 degrees, Fig.3 shows the characteristic wheR chEmging the

number of snapshots. Fig.4 shovvs the characteristic when changing SNR. We verified that the estimation accuracy

could be improved by increasing the number of snapshots or SNR. These simulation conditions are giveR in Table 2.

The obtained eharacteristios by the algori£tms using MUSIC spectrum are different from those by the algorithrns
estimating DOA numerically. in other words, the estimation accuracy of the algorithns using MUSIC spectrum depends

on how precise we measure the steering vectors. Wk) used the steering vectors whose rninimum interval ofvalue was O.5

degrees that can be coRsidered suilliciently precise.

Fig.5 shows the characteristic when changiRg SNR in the case where gncorrelated 3 waves come. Compared with Fig.4,

we verified that the estimation accuracy deteriorates by increasing the number of incident waves. Fig.6 shows the

characteristic wheR changing SNR in the case where full-correlated 3 waves come. Compared with Fig.5, we verified

that the estimation accuracy deteriorate when incident waves were correlated.

Table l. Meanings ofAbbreviation

Abbr. Meanins
s SectralMUSIC
us UnitarySectralMUSIC

R Root-moSIC

UR UnitRoot-moSIC
E ESPRIT

UE UnitaryESPR[{T

Table 2. Settings ofParameters in SimBlation

Fi.2. Fi.3. Fi,4. Fi.5, Fi.6. Fi,7, Fi.8. Fi.9,

ArraElements 4 4 4 4 6 Chane Chane 10

Sub"hrTaElements 4 4 Chane
Incidentwaves i 1 1 3 3 2 2 2

-35.2(1.0) -35.2(1,O)

ArrivalAngle[deg]
(Power)

10,2(i.O) iO,2(i.O)

15,2
(1.0)

15.2
(1,O)

l52
(1.0)Change

(l.O)

-35.2
(1.0)

-35.2
(1.0) 25.2(1.0) 25.2(1.0) Chane Chane Chane

Snashots 300 Chane 300 300 300 300 300 300
SNR[dB] 7 7 Chane Chane Chane 7 7 7
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Next, for the cases thattwo incident waves were uncorrelated aRd fu11-correlated waves, we investigated the relatioR

between the nu}mber of array elements and the range of angles which could be achieved eRough accuracy (the range of

angles which can be estimated with the error less than 1 degree). Fig.7 shows the characteristics in the case where

uncorrelated 2 waves come. As shown in. the previous simulation result, we confirmed the difference of the
characteristics betweeR what use MUSIC speetrum for DOA estimation, aAd what estimate DOA ltumerioally. Note that

the estimation accuracy can be improved in any algorithrri by increasing tihe number of elements.

Especially in the case where full-correlated 2 waves eome, we simnlated two cases. One is that chaRging the number of

array elements (the number of sub-array elements are fixed to 4 elerneRts), and the other is that chaBging (he Rumber of

sub-array elements (the number of array elements are fixed to IO elements). Simulation resglts are given in Fig.8 aRd

Fig.9 respectively. Consequently, we observed the followings: When incfeasing the llumber of array elements, the

algorithms not employing unitary transform (non--unitary algorithrns) cannot improve the DOA estirnation acouracy at

all, they ji}st keep the accuraey at the same level, but the algorithms employing unitary transform (umitary algorithms)

can improve the estimation accuracy. On the other hand, when increasing the number of sub--array elemeRts, the

non-unitary algorithms can improve the DOA estimation accuracy, while the unitary algorithms cannot impfove the

estimatioR accuracy. From this fact, we caR remark that the estimation accuracy for the Aon--unitary algorithns and that

fbic the unitary oRes are dependent on the number of sUb--array elerrients and the number of s"b-arrays, respectively, in

the case that full-correlated waves come.
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Simulation on The internal Quantization Errer ofDOA AIgerithms

Wk) derive t}te bi£ lefigth required for the accurate DOA estimati6n for implementatioR iR fixed-poiRt opefation.
Simulation condition is as follows: fu11-correlated 3 waves corne becavise the estimation accuracy when 3 waves come is

lower than that when l wave comes, and the estimation accuracy when correla{ed waves come is lower than £hat when

uncorrelated waves come. Arrival angles are -5.2 degrees, l5.2 degrees aRd 35.2 degrees (intervals of 20 degrees).

SNR is 7 dB because we consider actual environment. The nurnber of snapshot is 300 because we consider that 300

snapshots are proper fbr the estimation accuracy and the araouRt ofcalculation.

Fig.1O shows the characteristic when chaRging a bit length of the decirnal part in a fixed-point operation at 6 elements

array and 4 elemeRts sub-array (a bit length of integer part is fixed to 64 bits). Wk) confirmed, as compared to

non-unitary algorithms, unitary algoriltihnis could estimate with the error less than 1 degree with 16 bits. So only about

iini£ary algoriims, we simulated the characteristics when chaRging a bit leRgth of the integer part in a fixed-point
operation in the case where a bit lengh of deciK{al part was fixed to l6 bits. The result is given in Fig.I1. We confirmed

that we Reeded 12 bits to estimate with the error less thalt l degree.

Fig.12 and Fig.13 show the characteristics when changing a bit length of the decimal part and the iRteger part
respectively, at IO elemeitts array and 6 elements sub-array (in Fig.I3, a bit length of decimal part is fixed to 12 bits). In

Fig.13, we confirmed, by iRcreasing the Rumber of array elements, the required bit length of Root MUSIC aRd Unitary

Root-MUSIC were very large because the calculation amount of Root-MUSIC polynomial depended on the number of

array element: 2(K- l).

As far as the result of our simulation, in the case where fu11-correlated 3 waves corae at 6 elements array and 4 elernents

sub-array, at least 28 bits (16bits + 12bits) is necessary for the DOA estimation with sufllicient accuracy.
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CONCLUSION

In this work, we investigated the characteristics of various DOA estimation algorithms. Throughout the simulations, we

conhrmed and summarized that unitary algorithms were s}j}perior to the others, and unitary algorithrns were more

effective fbr finite bit-length operation but as the number of array elements iRcreased; the required bit length of Uni£ary

Root-MUSIC inoreased. Consequently, we conclude that UAitary ･ESPRIT is the best algorithin in 6 algorithms we

examine for digital implementation. In the case where full-correlated 3 waves come at 6 elements array and 4 elements

sub-array, at least 28 bits (l6bits + l2bits) is necessary for the DOA estimation with sufl}icieRt accuracy.
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ABSTRACT
This paper discusses the eigenprobleins of correlation matrices in direction-oflarrival (DOA) estimation algo-

rithms, especially fbr the case that the number of arriving waves is a few. The eigenvalues and eigeltvectors

can be obtained in a very short time (only 1,74% of the time by the conventional method) by regarding the

eigenproblem as solving a fourth-order algebraic polyRomial. It is also confirmed that the proposed a}gebraic

approach does not make the accuracy worse when i£ is imp}emented by finite word-length processors like digital
signal processor (DSP) or field programmable gate array (FPGA).

INTRODUCTION
Mobile commur}ication systems are intensively developing toward the next generation techltology. [[b distinguish

the target wave with the interference wayes, DOA estimation is very significant for digital beam fbrming (DBF)

array antenRa system. Many DOA estima£ion algorithms have been aiready proposed [1]-[3], nowadays MUSIC

[1] and ESPRIT [2] are two representative algorithms that can estima£e DOAs accurately. The prob}em of the

DOA estimation algorithms with correlation ma£rices (Iike MUSIC and ESPRIT) may be the computatioltai
complexity. One of the time-consuming processes kn DOA estimation is computing eigekvalues/eigenvectors of

correlation matrices.

Recalling that the derivation of eigenvalues is equivalent to solve the characteristic polyn6mial ofthe coyrelation

matrix, the a}gebraic solvent can be applied if the order of the polynomial is fbur or less. This corresponds

to the situatioll of DBF array antenna with fbur or less aRteltna elements (also valid when xtsing a space

averaging technique for every four or less elements). This paper presents a fast algebraic algoriehm to derive

eigenvalues/eigenvectors ofcorre}ation matrices, supposed £o be used in the real-time DOA estimation for a small

number of arriving waves [4]. The proposed algoritim employs the a}gebraic solvent of fourth-order characteristic

polynomia} to derive eigeRvalues of eorrelation matrices instead of the numerical QR decomposi"on algorithm.

The algebraic approach tends to make the accuracy worse whelt it is implemented by a digita1 device .due to

the quantizatiolt, however, the proposed approach guaralttees that the quantization error does Rot affect to the

estimated DOA when it is implemented by finite woTd-}eng£h processors }ike DSP or FPGA,

PRELIMINARIES
Figure 1 Mustrates the configuration of an (lineaer) array anteltna system. The computation procedure of MUSIC

me£hod can be roughly summarized as the following three steps, for imstance to see how the eigeRva}iies and
eigenvectors are used ik DOA estimation,

[STEP 1] The correlation matrix R.. of the input vector X is obtained by

R.. = E [X(t)X"(t)] == ASA" + a2I,

          where X, A and S are so-called the sigRal, the direction and the signa! correlation matrices,

          respectively.

[STEP 2] Derive the eigenvalues Ai and the corresponding eigenvectors yi ofthe correlatioR matrix R.x.

ISTEP 3] Using the direction matrix A and the eigeltvectors yi, ca}cula£e the MUSIC spectrum P(e).
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Figure 1: Configuration of array antenna system (with four e}ements)

in MUSIC method, the time-consuming process is usuaBy either STEP 2 or STEP 3, and some fast algorithms

have been aiready proposed fbr STEP 3. Representative olte wou}d be Root-MUSIC method [3] which is an
algebraic algoritlm without the direction search. Simllarly, in the next section, we aim at deve}opikg aR algebraic

                    nyapproachfbrSTEP2tomakethisprocessfaster. ' ''

PROPOSED APPROACH
In this section, a fast algebraic a}gorithm is investigated for the DOA estimatiolt by array antenna with four

elexnents. The eigenvalues Ai ofthe ma£rix R.. cait be derived by so}ving the characteristic po}ynomial

                                       det(R..-AI) =: O. (1)
If the size of the matrix R.. is n × n, the characterisstc polynomial becomes n-th order polynomial of A, aBd it

has n solutions. ffere, we adopt the we}1-known mathematical techRique that the polynomials of up to fourth-

order can be solved by an a}gebraic procedure. For the DOA estimation problems, we can establish an algebraic

approach to derive eigenvalues ofcorrela£iolt matrices in case of four antenna e}emeRts, a}so when using a space

averaging technique for every four elements. Now we iRvestigate the a}gebraic approach,

Deriving Eigenvalues

Ilt case ef four anteitna elements, (1) can be reduced into the following fburth-order polynomial equation of A:

                                 A`+aA3+bA2+cA+d=O. (2)
Since the matrix R.. is a Bon-negative Hermitialt matrix with a fu}} rank 4 [5], it has four rea} eigeBvalues

diferent to each other. By simply selving th equation (2), it's simple aitd we}1-kltowB, the eigenvalues of the

matrkx R.. calt be derived as

                                  Ai==v/l± hiri2h2-[i

where hi, h2 aAd t are the ihnctions of a,b,e aitd d.

Deriving Eigenvectors

Define the matrixDby ,                                  D = [di.i]::Rxm - Ail E C4×4,



-

then the eigeltvector yi : [yii,yi2,yi3,yi4]T ofthe matrix P correspondiRg to the i-th eigenva}ue can be obtained

by solving the following matrix equation:

(R.. - Ail)yd =Dyi =: O･ (3)

Equation (3) ls generally solved by Gauss eliminatioll method, however itis reditndant since ehe matrix D is

singular in this case. Hence, we employ a faster algorithm using an inverse matrix of the sub--matnx of D.

Since D is a singular matrix, the row-vectors di, d2, d3 and d4 of the matrlx D are 1inearly depeltdent, On the

other hand, those four vectors include three 1inearly independent vectors, Suppose that yi4 :1 and the vectors

di, d2,d3 are linearly indepeBdent. Based on this relation, the eigenvectors yi can be calculated, (Indeed it's

faster than Gaussian method, however space does not prove to show the results.)

SIMULATION
The proposed fburth-order polynomial approach is evaluated in comparison with the general QR decompositioR.

Table 1 shows the computation times of the two methods, polyRomial aRd QR decomposition. From Tab}e 1,

the polynomial approach requires only 1.74% of the computation time that required in the QR decompositioR.

IF¥om this .fact, the proposed polynomial approach is very effective to shorteR the computatkon time to soive

eigeltproblerns. Indeed the compntation tix[te ofthis process can almost be igRoTed. Also note that we tested

thousands of example input vectors, and the result in the Tab}e i is the average of ehose trials.

Tal)le 1: Comparison of the required computai]ion time

QRdecomp. Proposed
computationtime
(ratio)

1.54msec
(1.000)

24.2pssec

(O.Oi74)

requiredmemories 560KB 572KB

(CPU: Intel Celeron 433MHz,

           Memory;256MB)

DISCUSSION
Assuming to irnplement the proposed algorithm by fuite word-length (digital) devices, we confirm that the

quantization noise caused by DSP/FPGA implemeRtation does not make the DOA estimation accuracy worse.

Effect of the Quantization Noise in A/D Converter

First, the effect ofthe quantizatioB noise }n A/D converter is studied. The A/D converter and its quantization

noise are imperative in digital lmplernentation. Here we assume that some signa}s with power one are comkng

to the array aBtenna. In this case, the distribueion of the input voltage becomes as illustrated in Fig, 2(a).

I]lrrom Fig. 2(a), we see that the input vgltage "sually vibrates within -2 to 2 volts, aRd we can adjust the level

of the A/D converter ltot to make overfiow, Actually, it does not matter }f the ltiimbers more than 2 is roimded

to 2. Figure 3(a) shows the effect of quantization ltoise in A/D converter to the estimated DOAs. As seen kn

Fig.3(a), eight quantization bit length in A/D converter is enoRgh for £he accurate DOA estimatioR. A}though
the itoise }evel in Fig.3(a) becomes s}ightly larger, it does ltot affect to the accuracy ef DOA estimation.

Effect of the Quantizatiolt Noise in DSP

Next, we study the effect of the quantizatiolt noise in DSP, In the proposed algebraic approach, we shou}d
coltfirm the range of parameters in ehe middle of digital processing, not to make overfiow, Figure 2(b) shows

the exarnple distribiitiolt of intermediate parameters. From Fig.2(b), the parameters vibrates within about

10-times ofthe range ofthe input voltage. GeBerally the operations in the fixed--point DSP are performed with

16-bits (single precision) or 32--bits (double precision). Considering ehe range of parameters, i6--bits operation

would be enough for the ac'cura£e DOA estimatiolt, Figure 3(b) shows the effect of the quan£izatiolt noise in
DSP. The quantizatiolt bit length in A/D converter is set to be eight. Frorn Flg.3(b), the fixed-point DSP

operation does not make the accuracy ofthe DOA estimation worse.

e
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CONCLUDING REMARKS
This paper focused on the eigenproblems fbr that the number of the aniving wave was a few, say, the order

of the correlation natrix was four or less. Regarding the eigenprob}em as solving the fourth--order algebraic

polynomial, the eigeltvalues and eigenvectors cou}d be obtained in a very short time (only 1.74% of that by

the conventiokal method). Moreover, we coBfirmed that the proposed algebraic approach does not make ehe

accuracy worse wheR it was implemented by finiee word-}ength processors,
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Abstract ･- ComputiBg the Eigen Vlilue Decomposition

(EVD) of a syrnrnetric matrix is a frequently encountered

problem in adaptive (orsraart or software) antenna signal pro-

cessing, for example, super resolutioft DOA (DirectioR OfAr-

rival) estimatioR algorithms such as MUSIC (MUItiple Slgnal

Classification) and ESPRJT(Estimation of SigBal Parameters

via Rotational lnvartance Technique). In this paper the hard-

ware architecture of the fast EVD processor of a symrnetric

correlatioR matrix for the application of an adaptive an£enna

technology such as DOA estimation is proposed and the basic

idea is alse presented.

Keywords - Adaptive Anterma, Smart Antenna, FPGA lm-

plerRefitation, DOA Estimation, MUSIC, EVD

                 l. INTRODUCTION

  An adaptive aRtenna technology can provide a solutioR ef

multi-path fadiRg. The adaptive antenna can suppress the

adverse effect of multi-path delayed coherent signals and

interferences by steering beams toward intended directions

and nulls toward the other undesired directions se that it

can achieve high comrnunication quality. This operation can

make the receiving sigfial strength almest flat and stable over

a threshold level. Therefore it is necessary that an adaptive

antenAa sho}ild find the DOAs ofsignal$ and form beams aBd

steer nulls within a fading period. Considering mobility of

several hundreds of kmth, the fading period becomes very

short time. It is very dizfficuit to compute them by general

sertal architecture DSP processors, and hence the high-speed

parallel computing processor with a specified function must

be needed.

  In this paper, the implementation issue in MUSIC (MUIti-

ple Slgnal Ciassification), a super resolution DOA estimation

method, aRd the examination ofhardware design based on FP-

GAs are presented. MUSIC method is eRe of the subspace-

based methods [i]. Generally the subspace-based rnethods

are based oR the EigeR Valile DecompositioR (EVD) of the

covariaitce or correlatien mauix. In the EVD based system,

real-time processing is very difflcult to be realized because of

its complex logic and heavy compi}ta£ional load. This paper

proposes the hardware logic design ef a fast EVD processor

which is suitable for realtime processing and can be imple-

mented fbr adaptive antenlta technolegies practically. I£ uses

Cyclic Jacobi method. Cyclic Jacobi method is well known

for the simples£ algorithm aBd easily implernented but its con-

vergence time is slower than other factorization algorithms

like QR-method [2]. But if considering the fast parallei com-

putatioR of the EVD with a dedicated circuit like ASIC or

FPGA, the Cyclic Jacobi method can be a good choice, since

it offers a very l!igher degree of parallelism and easier im-

plemefitation than QR-method [3]. This paper uses hardw2[re

fuendly CORDIC (COordinate Rotation DIgi£al ComputeD
algorithm for vector rotators Emd arctarigent computers, which

are the basic processors of this design.

  This paper is organised as follows. Sect.II presents the

principle and cornpg£ation flow ef DOA estimationin MU-
SIC Method briefly. Sect.Ill introduces Cyclic Jacobi EVD

algorithm and Sect.IV describes the basic ideas of CORDIC

algorithm and the circuit implementatiofi. For simple 2[rchi-

tecture and practical realizability, the paper uses fixed-point

or fixed bit-iength arithmetic instead of fleating-point op-

erations. With fixed-point arithmetic i£ is desired to over-

corne processing speed limitation and power consumption.

In Sect.V {he number of Jacobi sweeps is determined, that

is, the computa£ioRal lead is coAfiRed constantly, and £he

errors caused by the fixed-point operations are discussed.

Sect.VI proposes the hardware architecture and circviit design.

Sect.VII yields its computational load discussioit.

     ll. DOA ESTIMATION BY MUSIC METHOD

  The computatien fiow of DOA estimation by MUSIC
method is as follows. First, the correlation matrix R.x(t)
is computed by E[X (t)･Xll (t)] where X(t) is the data vec-

tor received at array antenna, E[･] is the expectation operator,

and the superscript H denotes Hermitian transposition. Ac-

tually, the finite average of the correlation mauix is used to

approximate a stochastic process. Then the spatial smooth-

ing process suppresses the correlation betweeA iBcident sig-

nals, which enables the estimation when the signals are corre-

lated with one another. The correlation matrix is decomposed

into signal and noise sub-space eigenvectors by EVD, and the

DOAs can be found by computing the angular spectrum with

inner preduct ofRoise sub-space aAd array mode vectors [1].

  Itseems to be no£ difiicult to implement the computation of

correlation matrix, spatial smoothing filter and spectrum syn-

thesis with dedicated circuit usiRg any fast algorithm, thanks

O-7803-7589. -OI02/$17.00 @2002 IEEE PIMRC 2002



to the simplicity of their logics. But especially EVD com-

putation is Rot so simple but rather complex. Generaj[!y it is

thought that the EVD process has 30 nJ 5e% of the whole

compgtationaHoad of DOA Estimatioit. In fact, there are

many algorithms for EVD problems biit they are just numer-

ical solutions for serial processing oA genera1-purpose com-

puters. Therefore it is necessary to rnodify and reconstruct

the serial.algorithm to be suitable for para1}elisra ofdedicated

circuit in order to meet the performance requiremeR£ for the

prcatical use of an adaptive emtenna in the next geReration

commvmlcatlon system.

            M. CYCLIC JACOBI METHOD

  This section describes the basic principle of Cyclic Jacobi,

ene ofthe EVD computation methods. It can be implemeR£ed
with the simple iterative process of plaAe rotations. Cyclic

Jacobi method computes symmetric eigenvalue problems by

applying a sequence of orthonormal rotations to the left aRd

right sides ofthe target N × N matrix R as

                 ET･R#E == D, (1)
         r･.･E==Jl･J2･J3･･･, 1
         K J:Wi2･Wi3-WN-i,N1
where Wpg is an orthonormal plane rotation over an angle e

in the (p,q) plane whose elemeltts are wpp == cose, wpq =

sine, wqp == -sine, wqq = cose (p > q), aRd defined as

Eq.(2). J is the muitipie retation of Wpg's in the cyclic--by-

row manner of (p, q) which is called a Jacobi sweep, and the

superscript T aRd subscript N denote transpositiolt and array

length respectively.

           1

Wpg :

cos e

- sin e

1

sin 0

cos e

          1

  of matrix R,

(2)

Theoretically, by £he infinite transform it is cer-
£ain £hat E and D converge ime the matrix whose column
vectors are composed of eigeiwectors and the matrix whose

diagoRal elements are eigenyalues, respectively. A symmetrtc

matrix R is transforraed to R' by plane rotation as

              R' = W,T,'R'Wpq (3)
By the above transforrn, enly p-th aRd q-th rows and colurrms

of R' are changed as Eq.(3). The optimal rotation angle in a

(p, q) plai3e is determined by Eq.(4). It is the basic strategy

of Cyclic Jacobi method that the iterative process ef the plane

rotation corwerges (p, q) and (q,p) elements ofa target matrix

mto zero.

                 7'Sg =" 7'qp =O (4)

IR above mamier rfiatrix R coiwerges into a.diagenal eigen-

vali}e matrix. This is called Cyclic Jacobi method.

  in Cyclic Jacobi methed, £he offLdiagonal quantity S(h) is

defined by

S(h)
g [IIR(h)H2. - £.,{7S,h)}2].

(5)

where Il ･ ilF denotes the Frobenius norm. Therefore, if S(h)

corrverges into zero, the targe£ mauix R becomes eigenvalue

diagonal manix as

 ,}rmi,mcoS(h)-Oe,3-i.m..R(h)-diag[Ai,･･･,AN]. (6)

On the other kand, the execution of a simila2rity transform

yields

   [s(h+i)]2=[s(h)]2m[{rS',')}2-{rSi,'"i)}2]. (7)

From Eq.(7), obviously £he maximal reduction of S(h) is ob-

tained if rSJq'a-i) = o. The conditioR for an optimal angle,

rnaximal reductioR ofS(h) is achieved as
                      ,

eopt == ll tanrmi [rpp27ilPt grgq] = ll tan-i T;

vvhere T == ;,;:Sf &#;;;:,?,rrm.,, [2][3]･

(8)

IV. CORDIC AL60RITHM FOR VECTOR ROTArlON AND
             COMPUTING ARCTAN6ENT

  The CORDIC algerkhm is operated in one of two modes
[4]. One is the rotatioR mode and the other is the vectoring

mode. In this paper, the rotatien mode is used for vector ro-

tations and the vectoring mode for compu£ing the optimal ro-

tatiolt aBgle by arctangent of 7, as mentioned in Sec£.III. For

the rotation mode, the CORDIC equations are

       (i.liiiill.i･g,ii･I:･:･{e･;11,-,,･ (g)

        di ur -1 if zi < O, +1 otherwise

where di : ±1 (direction of rotation) aRd z is called an-
gle accumulator. It provides the fo11owiRg results after finite

number ofiterations as much as tlte bit-length.

nn

Y7X

Zn

An

= A.(xocosxo-yesinzo)
= An(yecoszo+xosinzo)

== n:L., 1+2-2i

where A. is a compu£ational gain.

(lO)
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  After the last step, the scaling operation must be periiormed

elsewhere in the syssem. Frern Eq.(1O) the scaling factor K.

is ebtained by

K'x :in =: ll.l)le 1

1 + 2-2i
; ScaZing Factor. (i 1)

  The CORDIC algortthm performs only shift and add oper-

ations and hence it is easy to implement and suitable for ded-

icated circuit. in the impiementation of CORDIC algorithm,

there can be vaxious architectures depending on which is more

serious coRsideration, circuit resource or petfbrrriance. There

are a few kinds ef architecture for implementing a CORDIC

algorithm, fbr example, bit-serial or bit-para}lel, and umolled

or rolled(iteratiye), and so on [5]. This paper uses the bit-

parallel uixroiled CORDIC archisecture for high performance.

It is a cascade structure of the consecutive CORDIC stages,

where arctangent val"es are precomputed and stored at any

memory block. The uarolled design consists ofonly com-

binatorial logic compoBeBts and the results cag} be computed

fast witk pipelined process.

  If the angle accumulator x is initialized with zero (zo =

O), the arctangent, e == tan-i(y/x), is directly computed

using the vectomig mode. The result is taken from the angle

accumulator as Eq.(12) [5].

            zn ur zo+tan-2(yo/xe) (12)

  ln COIll)IC process, a scaling mus£ be required because
the bit length of the processor mi}st be fiRite. As Eq.(ll)

the scaling and normalizing "sing pre-compv}ted scaling value

coi}1dn't pembrm only with shift and add operatioRs. It may

be not easy to be implemented with a dedicated circuit.

  Twice executing rota£ioA by zo/2 caai solve this problem

[3]. Let aB elerneRtary rotation by aRgle zo be composed of

twice executing a rotatioR by zo/2. Hence Eq.(9) is rewrkten

as

   1;i+l

  3/i-}-1

  Zi-l-1

 : (1-2-2i)xi-yi･di･2wwi+i
 : (1-2-2i)yi+ ci･di･2-i+i .
 " zi-di･tan-i(2-i)

di ww- -1 if zi < O,+1 otherwise

(13)
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It requires 4-shift and 5-add operations per an iteration stage

as shown in Fig.1. The results after a finite number of itera-

tlons ls as

      x. == AS3i)(xocoszo-yesinzo)

      y. = A53i)(yocosze+xosinze)
                                        . (l4)
      xn nce
      AS}ii) =: {An}2 =llII'1.e(l+2rm2i)

ln Eq.(i4), the cerr}putational gain A5pt) becomes square root

free. In addition, twice rotation gives the scaling factor of di-

visiolt opera£ion firee as well as square root free as Eq.(15). It

is because for a given precision b of the shift aRd add opera-

tioRs, all factors (1 - 2-'}) with n > b do not con{ribute to

KJLii). so the scaling factor can be approximated by simpli-

fied form as Eq'.(l5) [3].

   KlisLzt) : {K.}2=Ifi1,+i,rm,, :gfiIli;Iil

                     i==o                                     i =1

         ,. s7fl' 1/4(1-2-(4z-2)) (ls)

               i==1

Eq.(15) can be also computed only with shM and add opera-

tioms. Fig.1 shows the k-th stage of the twice rotation. In this

paper twice executiRg rotatiog unirolled architectx[re is used

for efi}cieltt circuit implemegtation.

     V. EXAMINATION OF CORDIC-JACOBI EVD
     PROCESSOR WITK FIXED POINT OPERATIONS

  This section desctibes the practical implemeRtation of Ja-

cobi EVD precessor based eR CORDIC witk a fixed-point
arithmetic operation. The required Rumber ofJacobi sweeps,

the appropriate precisioR fbr the desired accuracy and appli-

cability £o MUSIC DOA estimator are examined. The first



thing to determine is hew maRy times ofJacobi sweeps can

achieve the desired convergeRce.

  Fig.2 illustrates £lte reduction of offdiagonal nomi to the

iteration number ofJacobi sweeps wi£h a 6 × 6 random real

symmeuic rnatrix of 12-bit precisioll. IR case of 4-element

1inear array anterma, the dimensioR ofthe correiation matrix

is 6 × 6 after spatial smoothing with 3 subelerneltts. The

offLdiagonal reduction is defined as Eq.(5) in Sect.III aBd

the lower value means that it is closer to the diagonal ma-

trix. The 32-bit fioating-point operation on general comput-

ers by C laRguage corwerges to the machine zero within a

giveg precision after several number of Jacobi sweeps, but

Fig.2 shows that flxed-poiiR opera£ions do not corwerge but

only keep oA vibrating after aroixid 4 Jacobi sweeps regard-

less of the precision from l2 to 36 bits. This is caused by

the limited--precision ofthe fixed-point operatiolt. At the cost

of compRtation accuracy, the fixed-point operation ackieves

simpler circi;it impelementation, high performance and low

power consumptioB. Without using addi£ional corwergence
decision circuit, fixing the llumber efsWeeps by 4 cannot oBly

be a proper choice, but more computations mi}st be needless

for efflcieBcy in hardwaire reseurce. Since the finite nurnber of

opera£ion determined in advance provides the same computa-
tion time in any cases, the realtirne processing caR be realized.

  The next thing to examine is the precision offixed-point op-

eration. 'Ib validate fixed-point operatioR, the accuracy within

allowable error range mi}st be s,uaraRteed. Eq.(16) yields the

error ratio where v's are the vectors whose e}ements consist

of eigervalues computed in respective subscrip£ed ways and
ll + ll denotes vector norm where the error between vectors is

defiRed as

                   llvfioat rm vfimedil
                                  ･ (16)           Error =:
                       Il'vfioatil

  Fig.3 shows the error ra£io of fixed-point operatioBs with

various bit-iengthes on the CORDIC-Jacobi EVD processor

with respect to the 32-bit floating-point operatioR on general

computers. Fig.3 uses an 6 × 6 randem reai symmetric rnatrix

of l2-bit precision as afi input matrix. Of course, the longer

is the giveR precision in the fixed･-point arithmetic, the more

accuracy we can achieve. When it is implemented with 16-

bit precisioll, it has several % of error for the fioating-point

eperation, but in reality, around 16-bit precision is desired

for prac£ical uses. Ia this paper, the ptocessor's computa-

tional load and the bit-length are 4 Jacobi sweeps and i6-

bitfixed-pointoperationrespectively. insteadoffioating

point arithmetic, the comp"tatioR accuracy rnay be doubtfu1,

but as shown in Fig.4 the simulation results are quite satis-

factory. In Fig.4, DOA estimation is per formed by spectral

MUSIC method assuming that any 2 electromagnetic waves

anive at 4-element array aBteima. The EVD compu£ations are

perfbrmed with 32-bit floating-peint operatioR on a general

computer by C ianguage and 16-bi£ fixed-point operation on

proposed design, Jacobi EVD computer based oR CORDIC.

Except fer EVD computation, all the other processes ofMU-
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Fig. 4. MUSIC Spectrum in case of4 elemeRts aRd 2 incident

waves (DOAs are -50 and 200); (a) 32-bit floating-point ep-

eration with general computer and (b) 16-bit fixed-point op-

eration by CORDIC-Jacobi EVD precessor

SIC method such as correlation matrix, spartial smoothing

and MUSIC specturm were computed on general computer

with flea£iRg point operatioR. Fig.4 (a) and (b) show the re-

sults respectively.

VI. HARDW]ARE DESI6N OF EVD PROCESSOR FOR DOA
                   ESTIMATION

  Jacobi type EVD is very simple, just a sequence of vec-

tor rotations until achieving corvergence. From Eq.(8) the

optirnal rotation angle is determined agd then the processor

performs the similar transform of correlation matrix R and

unitary mauix E(initial value is identity raatrix J) of eigen-

vectors. After 4 Jacobi sweeps the computation complete, the

resulting matrix R corwerges the diagonal matrix ofeigerwal-

ues and E becomes the unitary matrix ef eigervectors.

  The EVD processor coiisists ef CORDIC mauix rotators

aRd CQRDIC arctangent. With the optimum angle obtained
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by Eq.(8), the rotation Wpq is determined as Eq.(2). The

transform Wpg in Eq.(3) changes only p-th and q-th rows

aBd columns of the matrix R. Therefore･ the transform can

be simplified as

(r.Pi,) =: w.T, (r.",)=(&O..See -..Si,noe) (17)

              (Ilz', Il:; ',l:g Ilz")･

where rk and wpq denote the k-th row vector of the matrix

R agd the (p, q) plane rotation that is a submatrix of Wpg in

Eg.(2), respectively. Thanks to the symmetry of the matrix

R, the right side transfbrm in Eq.(3) yie}ds the same result,

so it is not necessary airy more if the second rotations of only

two vectors [rpp 7'qplT and Irpq 7'qq]T are perfbrmed one more

time. In tke CORDIC matrix rotator, using dedicated circutit's

parallelism multiple CO]RDIC vector rotators are performed

simultaneously. It takes N(.IV - 1)/2 mauix rotations per one

sweep to compute R and E respectively. Fig.5 illustrates the

architecture of the EVD processor core.

            VII. COMPUTATIONAL LOAD

  Basic arithmetic operatioit ef EVD processor consists of

only shifts and adds. In twice executing rotation CORDIC

stages, the computational ioad yields

(4B+iB) Shzftsand (sB+2B) Adds.
(l8)

where B is the bit length and 1/4B is approximately taken

for sca}iRg operation {]rom Fig.l and Eq.(l5). The number

of vector rotations required computing both eigerwali}es and

eigerwectors is 4N(.IV - 1)(.IV + 2). It is because E per--

forms 4 J's, J consists ofN(N - i)/2 W's and W reqi}ires

(N + 2) vector rotations from Eq.(1), where N is the double

Aumber ofthe length ofarray agtemaa (ifthe length ofantenna

array is N, N × N cerrelatioR matrix of complex numbers is

converted into the extellded forai of2N × 2N matrix ofonly

real numbers [2]). By addition ef arctangent, therefoTe to-

tal computational load of CeRDIC-Jacobi EVD processor is

{4N(N - l)(N + 2) + i} × ("i'fB Shifts + llt' B Adds).

  Covesidering high-speed mobility mider the higher fre-

quency area of the next generation commimication, it is very

difficult to realize £he required performance for fading free

system with general pwposed processor. If DOA estimation

of incident waves and beamforming toward their directions

are complete within that period, fading free systern cag be

realized. This proposed EVD processor is a combinatorial

logic circuit, aAd hence the improvement of the performance

by pipeline scheduled processing can be expected. At present,

it is said that the advance of circuit technology can offler high

speed operation of general combinatorial logic circuit. The

EVD is the rnQst dominant proccss in the whole processing

}oad from DOA finding to beamforming. This fast parallel

cemputation processor can provide eMcieRt ilse.

                VIII. CONCLUSION

  ln this paper the circuit desigR of fast EVD computadon

processor for MUSIC DOA es£imator was proposed. It uses
CORDIC based Jacobi method and it is suitable for hardware

implementation for realtime processing. Taking the practi-

cal uses in wireless communication in£o considera£ion, it is

desired that arithmetic processor should perform fixed-point

operation with appropriate precisioB below l6-bit. Adopting

fixed-potnt arithmetic causes some error but rnakes the im-

piementation easy aRd kence the kigh performaltce and low

power consumption caB be achieved. ln addition, the fuac-

tiokaiity for the appiication of spectral MUSIC method was

validated.
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                   ABST]RACT
in this paper, we try to implement RLS (Recursive Least Square)

algorithm on FPGA with fixed-point operation to be used in 4-

elements MMSE (Miltimum Mean Square Error) adaptive acray
anterma. RLS algorithm is known to the fast convergence property

and broadly used in the optimization piocess of MMSE adaptive

array. An inherent problem ofRLS algorithm is the large computa-

tional cost. Hence it was difficult to implemeitt oR fixed--poiRt DSP

(Digital Signal Processor) or FPGA (Fleld Programmable Gate Ar-

ray). However, the computation mmst be simplified for the case

wnh smalinumber of array elerReRts. Through some simulatlens

with 4-elements ari ay antefma, we confirm that RLS algorkthm can

be accurately implemented on fixed-point digital processors.

1. INTRODUCTION

MMSE adaptive array antenna optimizes the array weigkt param-

eters in ofder to discriminate a desired wave from interferences by

digital beamfoming, and is now broadly used in mobile comniuni-

cadon. ln MMSE adaptive array, IU.S algoritim is often used for

optimization procedure due to its fast convergence property [l],[2].

Bgt its computational cost is stlll large for digital implementation

[3]. Since 'RLS algorithm contains many vector and matrix opef-

ations ilt optimization procedure, FPGA would be suitable to im-

plement RLS algoritlmi.

   We have already implemented some adaptive algoritims on
FPGA [4]-[6]. in this paper, we aim at implementiRg RLS algo--

rithm used in MMSE adaptive array on FPGA, and st[tdy the case

of 4-elements astray anterma . Throughout seme simulations, we

conirm that RLS algorithrn fof 4-elements adaptive array can be

accurately lmplemented on fixed-point digital processofs.

2. SYSTEMCONFIGURATION

Consider 4-elements MMSE adaptive array as shown in Fig. 1.

lacident waves are reqetved at acray elements, then downconverted

to baseband signals, digitized by AID coftverters, and finally sent

to FPGA. RLS algorithm implemented on FPGA determines the
optimum weight. The basebai}d signals are synchronized with the

reference signal which is known beforehand and memorized [7].

3. FIXED-POINT OPERATION OF RLS ALGORITHM

In this section, we see that RLS algorithm for 4--elements adaptive

array can be implemented on fixed-point digital processors. Speci-

fications of fixed-point simulation is shown ik 'fable 1. We assume
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      l i, FP(iFAIVi
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Figure 1: Circuit diagram

'Iletble 1: SpecificatioRs of simulation

Arrayform A/2imSformlilteararray

Numberofelements 4

Incidentwaves 2correlatedwaves

DOAs
30Ideg](desired)-1O[deg](iRterference)

SNR 5[c(B]

forgettingfactor q=O.8

the situatiok that 2 correlated incident wayes anive at 4-elements

axay antenna.

3.1. Caseofsinusoidalincidentwaves

E{ere we stt{dy the case of sinusoidal incident waves. RLS algo-

rit}mi is generally implemented by the double precision fioating-

point operatioR [1]. Figure 2 depicts the'convergence property of

raainbeam (the beam fof the direction of desired wave) and Kull-

bearn (for that ofinterkrekce wave) calculated by RLS algornhm

with the do"ble precision floating-point operation. We conim

that both ofthe main- and null-beams converge very quickly.

   In order to use fixed-point operation on FPGA, all the input

signals are normalized to integer values. in case RLS algorithm is

executed witk fixed-point operation, the coRvergence property of

main-- and null-beams deeply relates on the bit length.

   Figufe 3 illustrates the convergence property of the mainbeam

for the cases with 4, 8, 12 and 16bits fixed-point representation

including oRe sign bit. SimilEurly, Figure 4 shows the convengence

property ofthe nullbeam for the sarne cases. From Figs.3 and 4, we

see that the case of 4 or 8 bjt cannot achieve enough accuracy and

make the convergeRce property worse. In cases of12 and 16 bits,

the coirvergence property is fast enough and close to the fioatixg--

point case in Fig.2. From the above discussion, we hereafter use

12-bit A!D converters to input 12--bit integer signals to FPGA.
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3.2. Case ofmodulated incident wayes

Next, we test the case ofmodulated incidekt waves because T14--

shift QPSK modulated waves are ofteR used in real communica-

tion system. Preserviltg tke condition in "fable l but with 7r14-

shift QPSK modulated incideRt wayes, we again evaluate RLS al-

gorithm with fixed-point operatien. The corwergence property is

drawn in Fig.5. Figure 5 shows that the intefference wave can be

well suppressed similarly to the case ofsinusoidal incident waves.

3.3. Required bit length for multipliers and diyiders

Ifwe implement long-bit nmltiplicatioR or division on FPGA, they

require huge number ofgates. Therefore, the bit-lengtk of signals

must be as short as possible.

   The left col"mm of 'fable 2 rep!esents the originally required

bit length fer multipliers and dMders. The input signal from AID

corverter is with l2-bit only, but some sigrials become httge and

require very long bit in the middie ofRLS algorithm. The follow-

ing operatiolts are adopted in order to reduce the requifed gates in

multipliers axd dividers.

18×12 18×12 16×l2
16×12 16×l2 16×12
12×31 12×24 12×16
50×50 38×38 16×16
50×31 38×24 16×16
18×31 18×25 16×l6
18×34 18×29 16×16
102/101 86/77 38/25

   1. For rmtltipliefs and dividers, the higher bits (superior dig--

     its) become always fedundant, in other words, never used.

     After removing those redundaitt bits, the required bits for

     multipliers and dividers are reduced te the center colRmn of

     Iletble 2. i
  2. Wheft we de the rmltiplication of32 × 32bits, fbr example,
     the lower bits (inferior digits) don't affk)ct to the higher bits

     of the multiplication result. Therefore, we caR remove the

     lower bits in advaRce and execute 16 × 16bits rmiltiplication

     instead. After that the removed bit length is added to the

     result ofmultiplicatiolt. With these simplincation process,

     tke required bits can be imer reduced to the right columa

     of T}able 2.

Figure 6 shows the convergence property ofmain- and null- beams

in the case the above procedure is adopted in rrmltlplications and

divisions. We see from Fig.6 that tke above redrced-bit operation

does not affect to the convengeRce pfoperty.

4. CONCLUSION

We discussed the problems of the fixed-point digital signal pro-

cessing ofRI.S algorithm. Weconfirmed that RLS algofjthm for 4-

elements adaptive array could be accurately implemented on FPGA

with fixed-point operation. Moreover, we consider implemeRting

RLS and synclironous scheme oA FPGA of 600,Oee gates devel-
oped in [6] (as seen in Fig.7).
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  Abstrac"---- This paper proposes the practical implementation of

DOA estimation system using FPGA (Field Progran}mable Gate
Array) that is a key teehnique in the realization of the DOA-based

adaptive array antenna for cellular wireless basestation. It incor-

porates spectral unitary MUSIC (MUItiple SIgnal Classification)

algorithm, whieh is ene of the representative super resolution

DOA estimation techniques [1]. This paper describes the way
of DSP design and real hardware implementatien of the unitary
MUSIC algorithm. This system aehieves the high perfbrmance in
the eigenvalue decomposition (EVD) and MUSIC angular spectra
computation with Cyclie Jacobi processor based en CORDIC
(COerdinate Rotation DIgital Computer) [2] and spatiaE DFT
(Discrete Fourier Transforn}), respectively. AH DSP functiens are

cempllted by oniy fixed-point operation with finite bit-length

to meet the requirements of fast processing and lew power
consumptien due to the simplified and optimized architecture.

                 .I. INTRODUCTION

  Exploiting adaptive array antenRa technologies, the wireless

system capacity will be dramatically iRcreased and the harmful

effects by mul£ipath fading can be comba£ed as well. From
the theoretical point of view, maRy useful algorithms of the

adaptive array antenna techniques need DOAs (Directions Of

Arrival) ef desired and interferer signals in advaRce. Of course,

the practical researches ofteR have asecl Wiener-solutioR based

algorithms like LMS and RLS erfiploying a temporal reference

signal instead of the DOA informations, while the DOA-based

systems exploit the exact DOAs in a beamformer to separate.

the desired sigltal frorn interferers spatially. However the

DOA-based systerns have many advantages over the conven-

tional temporal reference based soltttions. For exapie, they are

more applicable to the downlink solution thanks £o the exact

directional information. And the performance of DOA-based

beamforming is sttperior to that of other types of algorithms

for small angular spread, while it has time--consuming task

of DOA estimatioR [3]. In order to implement such a DOA-

based system, the most time-coRsuming DOA estimation step

shoud be processed as fast as possible. Bu£ such processing

has been very di£f}cult to realize in the practical systems from

the lack of cost effective digital processing devices to solve

the hard computational burdeR. We believe that generai Vbn

Neumann architecture processors can ltever ttsually meet the

requirements of the fast and compact architecture and low

power consumption at the same £ime.

  Thus, in this paper, the FPGA based DSP (Digital Signal

Processing) design and kardware implemen£ation of the fast

DOA estimator will be presented. It can be applied to cel-

lular wireless basestation for DOA--based beamforming aRd

a realtime DOA monitoriRg system usefully, if it is tuned

up appropriately correspoding to the appied eRvironmeRt. It

iBcorporates Enitary MUSIC (MUItiple SIgnal ClassificatioR)

algorithm, which is one of the representative super-resol"tion

DOA estimation techniques. MUSIC based algornhm has
many advantages in the real hardware implemeRtation due

to its simplicity compared with other well･-kRown subspace

based techniques ffke ESPRIT. }{owever, there still remains the

computatioRal complication of the complex n"mber arithmetic,

which is a great distress to the fast and compact architecture.

With a uRitary mansform, the eigeRdecomposition of the cor-

reladon (or covariaRce) matrix in the MUSIC algerithm can

be solved with real number oRly [1] [6]. The unitary MUSIC

processor (UMP) performs all DSP functions with only fixed-

point operation with finite bit-length in order to meet the

requiremeRt of fast processing and low power consumption by

simplified and optimized architecture. This system performs

the fas£ computation of EVD and MUSIC aRgular spectra
with Cyciic Jacobi processor based on CORDIC (COordinate

Rotation DIgital Computer) [2] and spatial Dff (Discrete

Fourier TraRsforrr}), respectively.

        II. UNITARY MUSIC DOA ESTIMATOR

  MUSIC algorithrn is a kind of DOA (Direction Of Ar-
rival) estimation techRique based on eigenvalue decomposi-

tion, which is also called subspace-based method [5]. It is

well knowR for the implementation simplicity as well as the

capability of estimating DOA in rnuch higher resolutioB than

any other conventional algorithms.

  We assurRe the basic model of a ltarrowband sigRal s(n).

The signais received at K antenna array spaccd by half

wavelength can be written by liRear combination of L incideRt

signals from far-field and white Gaussian noise as

            X(n)=A･S(n)+N(n), (1)
where S(n) is a signal matrix and X(n) is a K × 1 vector
of arrtdy oBtput at any sampiiRg time'n, whick is called a

snapshot. The columns of A = [a(ei),a(e2),･･･,a(eL)] are

the steering vectors. The correlatioR matrix of X(n) is giveR

by

     Rmx=E[X(n)XH(n)]=AR,,A"+a2I, (2)
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bitt, in reality, the correlation matrix is approximated by

uniform averaging by some number of sRapshots as

    Rmx(n)xs,..8,h.t,S"a,2fl'iO`Sx(.)xH(.). (3)

where E[･] aRd superscript H deRote expecta£ioR aRd hermitian
operator, respectively. And R.. : E[S(n)SH(n)] is signal

covariance matrix and a2 is noise variance.

  Since R.. is a positive defiBite hermitian matrix, the coK'e-

lation manix of X(n) can be decomposed to signal and noise

subspaces. The Roise subspace eigellvectors of coirresponding
eigeRvalue of u2 lies iB the nullspace of A"Ei, that is to say,

they are orthogonal to the signai subspace, and cventually

orthogonal to the steeriRg vectors of incident signals. UsiRg

this principle, the MUSIC spectrum is computed using noise

subspace eigenvectors as

            RA(iu - .. (a,") ileli/ :;l(iit(,), (4)

where EN is the matrix whose column vectors are noise sub-

space eigenvectors. In the result spectrum of Eq.(4), the peaks

appear at the corresponding aRgles to the DOAs of incident

signals, since they are reciprocal of the Rulls. Exploiting null

steering toward DOAs makes the super-resolutioR estimation

avai!able.

  GeRerally the correlation matrix in Eqs.(2)-(3) is complex-

valued. It is certain that the EVD with compiex-mvalued corre-

lation matrix should be high computatioAal burden. Reducing

the computatioRal complexity via uBitary traRsform allows

real-valued eigenvalue decomposition of the traRsfoimed real

number correlation matrix [1]. Since the EVD process has

a 1arge portion of £he whole computationaHoad of MUSIC
based algorithms, the real･-valuecl eigenval:e decomposition

can provide the fast and compact compxxtatioR. If the steering

vectors are arranged coajugate centro-symmetric as

    a(et).,[ee'TSISEI!)sinet,...,e-3'T(K2rmi)sinet]T, (s)

the correlation matrix R.. becomes centro-Herrnitian. The
real-valued correlatioit matrix R.. can be obtained via aBy

unitary transform Q as

              kmx =Re{QHRxxQ}, (6)

The uni£ary transform Q can be chosen as

           Q == $(fi -Sin)'

           Q-tsi,ki,i,o,. (7)

 according to the even and odd Rumber of arrays respectiveiy,

 where the vector e = [O,O,-･･,elT, aBd l aRd II are the

 identity mauix and colttmn fiipped identity matrix iR the left-

 right direction, respectively. IR Eq.(6), the selectiop of the real

 part only provides FB (Forward-Backward) averaging [1].

      III. DSP DESIGN CONCEPTS FOR DOMINANT
                    PROCEDURES

  The unitary MUSIC computational flow is involved in 4

steps largely; Estimation of correlatioR mauix iBclBding uni-

tary transform aRd spatiai smoothing if Reeded, EVD (Eigen

Value Decompositiolt) of the correlatioR matrix, Computatien .

of MUSIC spectrum and 1-dimeRsional pe,ak search (local

maximgm detection). IB this sectiolt, the DSP concepts for

the dominant procedttres in the uBitary MUSIC algorithm will

be described.

A. Eigenvalue Decomposition via CORDIC based lacobi Pro-

cessor

  In our former work, the circuit design of EVD computation

processor for MUSIC DOA estimator was studied [2]. It used

CORDIC based Jacobi method, aRd it was suitable for hard-

ware implementatiolt for fast parallei processing. Cyclic Jacobi

processor coll}putes real symmetric eigenvalBe problems by

applying a sequellce of orthonormal retatioRs to the left and

right sides of the target matrix (unitary tranformed K × K real

symmetric correlation matrix Ryy) as

                  ET'Ryy'E :D? (8)
           r･.･E-Ji･J2･J3･･･, X
           K J:iWi2･Wi3･WK-i,K1
where Wpq is an orthonormal plane rotation over aR aRgle e iR

the (p, q) plane whose elements are wpp == cos e, wpq == sin e,

u)qp == -sine, wqq = cose (p > a). J is the multipie
rotatioll of Wpq's iit the cyclic-by-row manRer of (p, q) which

is called a Jacobi sweep, and the sgperscript T aRd subscript K

denote transposition and array leRgth, respectively. This pro-

cessor employed the hardware friendly CORDIC (COordinate

Rotatioit DIgita1 Comp"ter) algorithm for vector rotators and

arctangent computers to solve Eq.(8), which were the basic

processing unit.'Because the fixed-point operation is applied,

of course there exist the approximation errors. But when it

was implerr}ented vvith above 16-bit precisioB, we could get the

reasoAable performance. IR this EVD processor, the number of

iterations and the computation bit-length are 4 Jacobi sweeps

and 16-bit loBg, respective!y.

B. MUSIC iSpectrum Computation via ,!lpatial DFT

   In specral MUSIC algorithrn, in order to fud out DOA

 angles of the incident signals, the angular spectmm should

be computed after the EVD step. Of course, there exist
 afiother alternative solutions for direction findlng problem iR

 MUSIC based algorithms. It is the technique based oB root

fillding of the MUSIC polynomial, which called root-MUSIC

 [6]. However complex number coefficient polyfiomial is very

 complicated and Rotsuitable to solve with the dedicated circuit

 computer with the fixed-point operation 1ike FPGAs.

   For fast DSP implementation on FPGAs, a simple i£erative
 algorithm should be the best solutiolt. To cornpute the angular

 MUSIC spectmm, spatial DFT (Discre£e Fourier Transform)
 technique is very attractive due to the well-known performaRce

 gBarantee as well as the simplicity. This section will describe
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how to apply DFT £o the computatioit of the MUSIC aRgular

 spectrum.

   The simple continuous spatial sigRal model of ULA (URi-

 fbrm Linear Array) is givell typically by

           xd == U(t)･exp(-2'27T･f.,.･d), (9)
                               awhere U(t) includes all time varying components and complex

 ampli£ude, and d and f,p. are the distaRce from the first
reference anteRna element aRd spatial frequency of sine/A,

respectively. By applying spatial .P-point Dpt, the discrete

 spatial freq:ency disuibution fuRction can be obtaiRed by

          xd[k]=;;ISi'iiixd[7n,]ein7i}8'mfo. (io)

                    m =O
where k altd m is the ifidices of the discrete spatiai frequeRcy

altd discrete distance, respectively. When the anteRRa spacing

Dspaeing = A/2, eveRtually the discrete wavefront e can be

computed from the relatioR of Eqs.(11)-(12).

                      sine k
         fspa,dalscrete=A==p.D,p..i.g (11)

                 e== smrmi (pk/2) (n)

From above, in the MUSIC algorithm, it is certaill that

the spatial DFT of the noise subspace eigenvectors as Eq.

(10) provide the distriblltion of the spatial frequency. But if

DFITed with only a few spatial samples of antenna array, the

resolution of the spatial spectrum becornes very coarse. Thus

any estimation will not be available from the coarse spectn}m.

IR that regards, the interpolation ef the spectrum should be

taken into consideratioR. AccordiRg to digital signal processing

theory, tke DFT spectrum can be generated fue and smoothly

by adding a few number of zeroes to the spatial data of the

neise eigenvector elemeRts. The spectrum generated by the

spatial DFT is completely eq"ivaleRt £o that by steertBg main-

beam toward whoie directioRs as Eq. (4) rneRtioned in Sect.II.

  IRstead of finding peaks iR the MUSIC spectrum wrttten in

Eq. (4), local minima (LM) detectioft of the DFT spectrum as

Eq. GO), which is equivalent to the denominator of Eq. (4),

can be ttpplied for irnpiepaentation simplicity. Rearranging the

spectrum of Eq. (10) the concrete discrete wavefronts (DOAs)

are obtaiRed from Eq. (12) by

              e=sinwwi (i -p/P2/2), (i3)

As shown in Eq. (13), the discrete wavefronts from spatial

DM spectrum are Rot uniformly spaced. That, however, rnay
be of no coRcern in the practical sectorized basestation config-

uratioR. From Eq. (i3), e is an inverse sinusoidal fuBction of l.

In the region between -30 to 30 degrees, the function of Eq.

(13) car} be approximated by li"ear fuRction whose gradieRt

is giveR by derivative of Eq. (l4) atZ =: P/2 (O degree) as

         de 1         Zir/,.../,==p/27'ad--"O･4476deg. (14)
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In this linear region, the angalar spacing can be regarded

as almos£ uBiform and the estimation resolution is inversely

proportional to DFT length P. When P is 256, the estimation

resolution is about O.4476 degree.

  IV. PRACTICAL DSP DESIGN AND HARDWARE LEVEL
                      SIMULATION

  In this time, DOA estimation under stationary case witho:t

aRy fading was assBmed for the simple implemeRtation, aRd

the system was designed to classify highly correlated (coher-

ent) sigBals via spatial smoothing technique for easy experi-

ment with single wave source only. in unitary MUSIC, with

the forward only spatial smoothing of the corre!ation matrix,

backward spadal smoothiRg can be achieved simultaneously

as mentioRed in Sect.n. The first step of the uBitary MUSIC

procedures is to transform the iBput data vector X to Y vvith

a unitary transform Q as written by

                   y,=QHx,, . (ls)
where Xi and Yi are the sub-vectors aRd the comesponding

traltsformed sub-vectors divided by A4 for spatial smoothing,

respectively, From above unitary £ransform, the correlation

matrix Ryy can be obtained by

       R,,(n) == 5R,,(n-1)

                           M
                + (1-5)2Re{Yi(n)y,"･(n)}, a6)

                          i==1

where 6 is an appropriate real smoothing factor aRd A4 is the

number of sub-matrices. It was implemented by first-order IIR

(Iltfinite impulse Response) expoRential averaging filteer.

  Next step, the correlation matrix is eigen-decomposed by the

EVD processor. As described in Sect.III-A, CORDIC based

Jacobi EVD processor was incorporated in this system. It had

enly simple iterative process of vector rotation after obtaining

optimal rotation aRgle. After the EVD step, the reciprocal

MUSIC spectrum written in Eq.(4) of Sect.II is computed via
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Fig. 2. DSP block Diagram

spatial DFT of the noise eigenvectors resurRed to complex

values by the unitary inverse transform as

                       K
      PMu,reciproca,l==2iDFT{Q'Ei}l2, (17)

                     i :L+1

where Ei is the i-th eigenvector belonging to the noise

subspace, K and L are the nurnber of antenRa eiemeRts and

the Rumber of waves, respectively.

  Figure l shows a hardware level simulatioR result. Hardware

level simulations were performed by the direct measuments

with only DSP part of a real hardware to evaiua£e the validity

of the system eihcieRtly avoiding working the whole system

componeRts, We used the iRput data made by aR offline PC in

advance aRd obtained the resBlts with real hardware operation.

With these hardware level simulations, we could verify the

function of the digital sigRal processor. in thi$ simttlation, it

was assumed that 2 coheren£ (or fully correlated) waves were

impingiRg at 4 ULA anteRRas from the DOAs of -i5 and 20

degrees, respectively. And two waves were same powers and

the input SNR was IO dB. For the spectrum computation, the

FFT (Fast Fourier TraRsform) of 256 points including 3-spatial

data of the noise eigeRvector's elements (1 dimensioR was "sed

for spatial smoothing) and 253 zeroes, was appiied.

  Ia final step, we found out the DOAs by the detection of

{ihe LM (Local Minirnum) points in the reciprocal MUSIC

spectrum as shown in Fig.i. It could be easily implemented

with whole memory scanBing circ:it. In this case, as shown in

Fig.i, the index mumbers of the DFT spectmm corresponding

to the LM points below aRy approprtate threshold level are

95 and 170. With these index values, the concrete discrete

wavefronts could be obtained as -l4.94 and 19.16 degrees

respectively from the rela£ion of the spatial DFT iBdex (er

discrete frequency number) and discrete wavefront (DOA

aRgle) as Eq. (13)

    V. FPGA IMPLEMENTAI['ION AND PERFORMANCE

  Not oRly the theoretical design, we aiso tried to implement it

on 2 FPGAs (EP20K600, Altera) which had abo"d.2 rnillion

equivalent gates aBd 8e Kbytes interltal memory block totally.

The whoie block diagram of the DSP procedures described in

previous sectiolls is showR in Fig.2. It is involved in 4 major

procedure sections including Correiation Matrix Section, EVD

Section, [EIFT Section aBd LM Detection Section. The bit
precision of every section is also shown in this figure. For the

preseRt, it was assumed that the exact number of waves were

predetermined and knowR already from any other process.

  In our evaluation testbed as showg in Figs.3 aRd 4, the

RF (Radio Frequency) sigmals are down-converted to IF (In-

termediate Frequency) signals ceRtered at le MHz in aRalog

DC (Downconversion) receiver, and then digitized by ADCs

(Analog to Digital CoRverters) at the rates ef 4e MSPS. The

4 times oversampled IF signals are digitally dowR-coitverted

oRce again to complex baseband aRd theR dovvnsarnpled by L-

times, where L is an appropriate integer number. The FPGAs

perform the digital signal processing of the unitary MUSIC

algorithm.

  "Ihble I illustrates the roughly estimated performaAce of

the dominant core functions, where LEs (Logic Eiements)

meaBs the number of occupied logic blocks in FPGAs and

f}nam is the maximum clock frequeRcy at which normal
operation can be, guaraRteed. And the rninimttm compgtation

time t.i. is calculated by required clks xA.... IR this time,

we ass:med tha£ less than 2 cohereBtiincoherellt waves arrive

at only 4-elernent uniform linear array anteRna. For spectmm

generatioR, 256-point radix-4 complex Fur was empioyed [7],

O-7803-7955 --1/03/$17.00 (C) 2003 IEEE
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Fig. 4. Appearance of UM}? Digi{al Processing Uni{ (AD board)

and the FFT with 256 spatial data composed of Ai elemeRts

of the noise eigenvector and (256 - N) zeroes iRterpolates the

spectrum fine and smoothly. All computatioRs were performed

by fixed-point arithmetic with 12-bit input data from ADCs.

  On the other hand, the estimation accuracy of this system

depends oR so many factors that the proper assessment has

some difficulties in detail analysis. For example, the effect

of f}nite bi"length and bit-truRcation by scaling in the fixed-

poiRt operation, the estimatioB errors caEsed by Ron-uniform

discrete wavefroBt, and so forth. Thas, in order to assess

them totally, we would better evaluate the overall accuracy.

As [4], the standard deviatioR of the estimated DOA when

the single wave impinging at O degree from broadside was

oBe of good overall performance assessment methods of the

estimation accuracy. Fig.5 shows the hardware levei simulation

results, where the squared, diamoltded and triangled line at

O, 3e and 60 degrees respec£ively were processed by UMg
and the circled line was obtained by an offline PC with 64-

bit fioating-point operation. This measurement included 1000

uials(bursts) data of 32 snapshots. lhe source wave was a CW

signal. In this result, it is clear that the estimation accuracy is

below 2 degree if the input Sww is greater thaR 5 dB in the

linear regioR betweeB -3e aRd +30 degrees. And it caR be also

seen that the UMP has a good perforrnance for the othiRe PC

iR spite of the compact fixed-point operation.

                  VI. CONCLUSION

  In this paper, the FPGA design of the fast DOA estimator

using the unitary MUSIC algorithm was preposed aRd its real

hardware implementation was also introduced. The unique
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               £ABL[EI
CORE PERFORMANCES OF DOMINANT PROCEDI.fRES

Reguired

CLKg
LEg(Logic
Elements)

frnax(MHz) trnin(paS)

32 8301 27.4 1.28

EV[D 1836 4045 110 l6.69

wr 1102 2303 l14 9.67

features of this system are the fast and compact compEtation

of the EVD and MUSIC aRgular spectmrn generation with

Cyclic Jacobi precessor based on CORDIC and spatial DFZ

respectively. All DSP functions are computed by oRly fixed-

point operation with finite bit-length in order to meet the re-

quiremeltt of fast processiBg and low power consumptioR dBe

to the simplified and optimized architecture. we are expecting

that this system design provides a usefui application of a kigh

speed DOA estimator for the wireless communicatioR.
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In recent and future wireless cellular commBnicatioAs, Co-Channel Intembrence (CCI) is

very crkical problem. At basestatioR, adaptive array anteima technology exploiting spatial

domain filtering with aRterma array and digital signal processiRg can corribat the CCI,

thrs the system capacity can be increased. Most algorithms for adaptive array antenna

system have been studied, Most algoritims Bsually need directions of arrival (DOAs) of

desired and interferer sigmals in advance. The DOA-based adaptive array anterrna systems

make use of the estimated DOAs in a beamformer in order to sepaiate the desired signal

from interferers spa{iaily. But, of course, there are other types of algoritlwns that exploit

terr}pora1 reference and Rot need the DOA ir}fbrmation The pembrmaAce of DOA-based
beamforming is superior to that of other types of algorithms for small angrElar spread,

while it has time-consuming tasks due to its large amount ofcomputational burden [1].

In this papeg the real hardware basestation testbed system of DOA-based adaptive array

antenna is presented. This system includes transmitting part for downlink as well as

receiving one for uplink. The efliicieirt beamfoming based on the estimated incident'

signals' DOAs separates only the signal of iRterest from CCIs. To estimate DOAs, we

chose unitary MUSIC (MUItiple SIgnal Classification) algorittm because it can achieve

super-resolution estimation and be irnplemented relattvely simple with fast dedicated

processor such as FPGA (Field Programmable Ga{e Array). The schematic diagram ofthe
system architecture and photograph of digital sigma1 processor are illus{rated in Figs. 1

and 2, respectively. The geometry of antennas is a uniform linear array consisting of 8

aRd 4 antermas equally spaced by half waveleRgth fbr receiving and transmitting,
respectively. In this testbed system, the carrier frequency is 8.45GHz. In the receiviRg

part, the filtered aRd ampljfied RF signals are downcorwerted to low-IF of IOMHz. The

resolution and conversion rate of ADCs (Analog to Digha1 Coffverters) and DACs
(Digita1 to Analog Converters) are 12 and 14 bits, re'spectively, and both 40MHz. In the

receiving part, the low-IF signals captured by 4-times oversampling scherne are
dowllconverted again to baseband and detected by digital dowllcenverter (DDC) oR

FPGAs. Reciprogally, in {he transmining part the digital baseband signals are modulated

and upconverted by digital upcollverter (DUC) on FPGAs, and converted analog low-IF
signals by DACs. After a few stageS of upconversion to RE the transminillg signals are

emitted from array antenna. In this system, QPSK and 7u14-QPSK modulation is applied
[2][3].

In receiving part, uplink processing is perfbrmed vvith dowAconverted and calibrated

complex digital low-IF or decimated baseband sigRal. Some memories store finite length

of symbols, e.g. some timeslots of a frame data. Thas burst-by-burst real-time processing

is available. I" burst-wise communication system, if assuming that the charmels are

stationary withill burst duration, the burst-by-burst processing will be sufliicient to the

bearnforming. However, consideriAg severe multi-path propagation eRvironment and the

channels become non-sta{ionary, it is desired that adaptive array antenna systems should

complete beamformiRg includiRg the DOA estimatioR vvithin a very short time to track

fading. In this system, {he dedicated signal processor with FPGAs can be applied in order

O-7803-8197-G/03/$17.eO (c)2003 IEEE



to pembnn faster time-consuming task s"ch as DOA es{imation procedure. General
purpesed processor (RISC CPU SH4, Hitachi) is also available for arry tasks demandiRg

high precisioll floating point calcula{ion. In order to achieve high-speed compu{ation, this

system estima{es DOAs with unkary MUSIC processor (Ume) that is peiformed with
only fixed-point operation with finite bit-length on FPGAs [4]. We are expecting that

various adaptive antenna technologies can be applied aRd evaluated usefu11y oll this

system.
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