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A New Design Approach for High-Throughput
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Abstract—We propose a new design approach for high-
throughput arithmetic circuits based on state transitions using
single-flux-quantum (SFQ) logic circuits. Microprocessors have
several complex interconnects in datapath including loops of data,
to which only one SFQ pulse is allowed to be confined, and the
loops can spoil the high-throughput nature of SFQ circuits. In
our new approach, we regard an arithmetic circuit with loops
as a sequential logic circuit, and we use nondestructive readout
gates (NDROs) as storage elements of the internal state. We can
eliminate the loops and achieve high throughput by translating
calculations into transitions of the state stored in the NDROs.
We have implemented a bit-serial adder with the proposed ap-
proach, and demonstrated 36-GHz operations using the niobium
2.5-kA /cm? standard process technology.

Index Terms—Arithmetic circuits, high throughput, micropro-
cessor, single flux quantum (SFQ) logic.

1. INTRODUCTION

MPULSE-SHAPED voltage pulses with a width of a

few picoseconds transmit binary information in the
single-flux-quantum (SFQ) logic circuits [1], and permit
ultrahigh speed operations over several tens of GHz. In partic-
ular, multiple SFQ pulses can be sent out serially on a single
interconnect, resulting extremely high throughput performance
even if the circuits have very long wirings. This feature is
significantly powerful in applications with a unidirectional data
flow in conjunction with the flow-clocking scheme. Several
component circuits toward the network router, which is a
representative unidirectional data flow application, have been
already demonstrated over 40 Gbps/ch [2], [3] using the nio-
bium 2.5-kA /em? standard process [4].
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In the microprocessor application [5], [6], in contrast, highly
complex interconnects are required, and loops of data usually
appear in the circuitry to perform arithmetic operations called
datapath. The loops make it difficult to keep throughput high,
because multiple SFQ pulses are not allowed to travel in each
loop simultaneously. For instance, a serial adder, the core part
of the arithmetical logic unit (ALU) of the microprocessors we
demonstrated [7]-[9], has a loop path to calculate the carry
signal from input data and the previous carry. The loop of the
carry is occasionally the critical path of serial adder.

A simple, trivial approach is to reduce the number of
Josephson junctions in the loop, by optimizing geometric
wiring and physical pin alignments of logic gates. In the actual
design, we experienced that the delay time of the loop path
of the carry was improved from 63 ps to 25 ps by reduction
of junctions. However, this simple approach has an obvious
drawback of limitation in the number of removable junctions.
We will be obligated to decrease throughput, as the circuit
becomes more complex and the number of logic gates in the
loop increases. In design of deeply pipelined bit-serial micro-
processors, we must control the propagation of the carry signals
in order to avoid the interferences between serial data such as
overflow. We do not estimate that the serial adder with such a
carry controller will work over 20 GHz as long as we take the
simple approach.

At the gate-level design, an advanced approach to exclude
loops from SFQ arithmetic circuits was proposed, called the
“push-forward” design, by A.F. Kirichenko and O. A. Mukhanov
[10]. By using a specific type of interaction of SFQ pulses, the
high-throughput carry-save serial adders with a remarkably
small number of Josephson junctions was demonstrated.

Here we propose another new design approach to achieve
high-throughput performance in SFQ arithmetic circuits
with excluding loops. Although this approach requires more
Josephson junctions, it is suitable for implementing easy-to-ex-
tend circuits at the cell-based design with short turnaround
times, because of usage of the standard SFQ logic gates and
a logic simulator in a digital domain. We present the design
scheme of serial adders based on the new approach as an
example, and demonstrate the extensible, high-throughput
bit-serial adder.

II. ARITHMETIC CIRCUITS BASED ON STATE TRANSITIONS

In the SFQ logic, unique, excellent nondestructive readout
flop-flops can be constructed. An NDRO [1] is such an SFQ
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Fig. 1. Block diagram of our new design approach. The internal state is stored
in SFQ nondestructive readout flip-flops.

logic gate, which can be rapidly set or reset. In our new design
approach, we regard an arithmetic circuit as a sequential logic
circuit, and store the internal state in NDROs. Our approach is
made up of three steps illustrated in Fig. 1. At the first step,
we convert the calculations into logical operations on the in-
ternal state. In other words, we decode inputs into the actions
such as set, reset, or retention of the binary state. In general, the
state transition also includes invert. The SFQ gate with these
four functionalities is easily realized by modification of a toggle
flip-flop (TFF). The second step is to update NDROs according
to the results of the first step. Finally, we obtain outputs by de-
coding the outputs of NDROs and input signals. As a result, we
can eliminate loops from the circuit. Each of steps can be pro-
cessed in pipeline, namely the high-throughput nature of SFQ
logic is fully utilized.

Here let us take serial adders for example of our approach.
We select the carry signals as the internal state, because as men-
tioned in Section I, the part to calculate the carries makes a loop.
For ease of explanation, we start with a bit-serial adder. Each
condition of killing (%), propagating (p), and generating (g) the
carry is calculated as below:

Ek=X+Y, p=XaY, g=XeY €))
where X and Y are inputs; +, &, and e denote logical OR, XOR,
and AND operations.

Fig. 2(a) shows the implementation of the bit-serial adder.
We store the carry in an NDRO, and set or reset it in accor-
dance with the conditions of & or g. The nondestructive readout
functionality of the NDRO corresponds to the condition p. It is
easily possible to control the carry externally by inserting con-
fluence buffers before the NDRO. Although insertion of such a
carry controlling circuitry makes the latency slightly larger, the
throughput as high as 30 GHz or more is still expected.

This scheme is applicable to bit-slice adders, which perform
addition by breaking a word into several contiguous bit groups,
called slices, and by processing them serially. Because of the
nature of high-speed operations of SFQ circuits, such a bit-slice
computation can achieve better performance than a parallel one
when data bits become much wider [11]. As well as carry-looka-
head adders[12], we can compute the conditions of propagating
and generating the carry signal of group of bits with numbers
from 4 to j, denoted as p;.; and g;.; respectively, as follows:

Diij = Dik—1 ® Prkejs  Gij = Gh:j + Gick—1 ® Py (2)
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Fig. 2. Implementations of bit-serial adder (a) and 4-bit-slice adder (b) based
on state transitions. In the bit-slice adder, ND and D represent an NDRO and a
D flop-flop; PG or KG surrounded with circles and squares are circuit elements
to calculate conditions of p and g, or k and g, respectively.

In order to manipulate the NDRO storing the carry signal to
the bit with number j + 1, ko.; and go.; are required. Because p
can be calculated most easily, it is better to obtain & not directly
but indirectly by computation from p and g at the final stage
of the first step: ko.; = po:; + go.j. We may calculate p and k
at first. Fig. 2(b) illustrates the implementation of the bit-slice
adder whose slice is four-bit wide. At the first pipeline stage, we
calculate p and g of each bit by XOR and AND operations of
inputs, respectively. We compute p and g using (2) in the next
two stages, then calculate k£ and determine the state transition
required for each NDRO. The final sum of each bit is obtained
by XOR of the carry signal in each NDRO and the partial sum
of X and Y calculated at the first stage as p. The D flip-flops
(DFFs) on horizontal paths in Fig. 2(b) are introduced to make
the number of pipeline stages equal.

The downward-sloping paths transmit the signals from the
previous to the next slices, with delayed by a clock cycle by
DFFs surrounded with double circles. It is also easily possible to
break the chain of the carry signals between slices by replacing
these DFFs with resettable ones.

III. DEMONSTRATION

We have designed the bit-serial adder based on state transi-
tions shown in Fig. 2(a) using the CONNECT cell library [13].
We have not implemented the carry controlling circuitry. The
target frequency is 30 GHz.

Fig. 3 is a microphotograph of the test circuit of the adder.
The circuit includes shift registers and a ladder oscillator for
on-chip testing [14]. The bit-serial adder itself is made up of
142 Josephson junctions on a 280 x 320 zm? area. The number
of junctions and circuit size are almost the same as those of a
conventional bit-serial cell-base-designed adder.

Authorized licensed use limited to: Nobuyuki Yoshikawa. Downloaded on May 31, 2009 at 20:39 from IEEE Xplore. Restrictions apply.



518 IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY, VOL. 17, NO. 2, JUNE 2007

L
L
L
alyim
felm
asgm
,o
ol
e}
ol
Jelm
|
|
L)

Fabricated using the NEC 2.5 kA/cm? Nb sta ar

Fig. 3. Microphotograph of test circuit of the bit-serial adder. The circuit is
made up of the designed adder and several components for on-chip testing. On
the upper left corner, the closeup of the adder is located with the logic gates
marked with frames.
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Fig. 4. A testresult of the bit-serial adder. The data are 4-bit wide, and always
started with the least significant bit (LSB). First, we have written data X', Y into
the input shift registers, then triggered the ladder oscillator to make a high-speed
calculation. At each rising edge of inputs, an SFQ pulse is generated. We have
confirmed the correct operation by reading Sum from the output shift register,
where transitions represent arrival of SFQ pulses.

Fig. 4 is one of test results. Here addition of two 4-bit inte-
gers has been successfully performed with high-speed clocks:
1001 4 0011 = 1100. Note that all of the data in Fig. 4 start
with the least significant bits.

The dependence of the operating range on the bias currents
and clock frequencies is shown in Fig. 5 The area surrounded
by two lines represents the operating range. As a result, we have
found that the designed bit-serial adder could operate up to 36
GHz, as high as the maximum frequency expected for the bit-
serial adder with minimized junctions in the loop by using the
simple approach.

IV. CONCLUSION

We have proposed a new design approach for high-throughput
SFQ arithmetic circuit. In the new approach, we regard the arith-
metic circuit with loop paths as a sequential circuit. We store the
internal state in the SFQ nondestructive readout flip-flops, and
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Fig. 5. The frequency dependence of the bias margin. The bias currents are
normalized by the designed value.

focus on transitions of the state. By translating the calculations
into state transitions, we eliminate the loops and achieve a high
throughput performance.

We have described the serial adders as the applications of the
new approach, and have implemented a bit-serial adder by using
the niobium 2.5-kA /cm? standard process. We have demon-
strated its correct operations up to 36 GHz. The obtained op-
erating frequencies of the newly designed bit-serial adder is not
only as high as the maximum of those of the conventional ap-
proach, but also expected to be kept high even if we add some
functional circuitries such as a controller of carry propagation.
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