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IT IS FREQUENTLY ASSERTED that mean-variance criterion is a valid
efficiency criterion if and only if distributions are normal or utility functions are
quadratic. For example, the proposition of the sufficiency appears in Fama and
Miller [1], Chap. 6; the proposition of the necessity appears in Tobin [18],
Samuelson [7] and Kroll et al. [5]; furthermore, Hakansson [3], Levy and
Markowitz [6] claim the equivalence. However, these authers did not give
the rigorous proof and, as far as I know, it does not exist.

The purpose of this paper is to show that the sufficiency is correct, but
the necessity is not correct.

It is assumed throughout that any utility function «(zx) is of the von
Neumann-Morgenstern type, nondecreasing and concave. The risks considered
are random variables X with given probability distributions F(x).

Mean-variance criterion is called walid if it can achieve consistency with
the von Neumann-Morgenstern postulates ; increasing variance o2 (or ¢) decreases
(or increases) the expected utility Eu(X) for a given expected return g (or
a?).

Of course, we must assume that the distribution functions are completely
determined by the two first moments g, ¢?; otherwise, mean-variance criterion
would not necessarily be valid.

THEOREM 1. If the utility functions are quadratic, then mean-variance
criterion is valid.

Proof: Consider the quadratic utility function

u(x) = a+bx—cx?
where 6 > 0, ¢ > 0, and x is constrainted to amounts less than 5/2c. Admit-
tedly, the domain of f(x) is also an interval (—oo, b/2¢).
Then we get

Eu(X) = | "’:” (a+bx—ca®)f(x)dx

= a+bp—c(o?+p?) .
If ¢ and ¢? show a functional relationship, the result is really trivial by the
quadratic form of u(x). Therefore, we assume that g and o% are independ-
ent variables.
Taking derivatives we find
0Eu(X) .
0o o

—2co < 0, %2 =b—2c£>0.

Q.E.D.
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Before proceeding to the next theorem, we need the following prelimi-
naries (Hammond [4]) :

LEMMA (Hammond). Suppose that
(a) the probability distribution functions of random variables X and Y cross
at most once
(b) E(X) = E(Y)
(c) as w increases from —oco, Fy(w)—Fx(w) is first negative
(d) a utility function is nondecreasing and concave
Then Eu(X) < Eu(Y).
THEOREM 2. If the distributions are normal, then mean-variance cri-

terion is valid.
Proof: Suppose that X and Y are independent, normal N(0, ¢,%) and

N(0, 6,?), 0,2 > 0,% respectively. Then, we get
d
E[Fy{w) — Fx(w)]

1 w? 1 w?
- V2ro, exp {—2022]_ V2rao, CxP {_ 2012} )
Therefore, the sign of values of (d/dw)[Fy(w)—Fx(w)] changes from —,
through +, to —. Then we can show that, by Fy(—oo)— Fx(—o0) = 0 and
Fy(oo)—Fx(o) = 0, X and Y satisfy the conditions (a) and (c) of the Ham-

mond’s lemma.

Therefore, (6Eu(X))/(do) < 0.
Next, suppose that X and Y are independent, normal N(y,, ¢%) and N(g,, %),

> ps.  Clearly, Fx(w)<Fy(w) for all w. Therefore,
Ex[u(w)]— Exlu(w)}=— _[Fx(w)—Fy(w)lu (w)dw>0.  QED.

THEOREM 3. A valid mean-variance criterion does not necessarily entail
the normal distributions or the quadratic utility functions.

Proof: We shall give the following counter-example. The lognormal
distribution defines a two-parameter family

1 (log x—m)?
fla)= v2msx exp{ 252

where m is the expected value of log X and s* is the variance of log X.
There exists a one-to-one mapping between a 7—s? pair and the corresponding

moments of X, p—a? pair:

ﬂ=em+32/2 , o2= (em+s2/2)2(es2__l) .
Now we assume that the utility function is u(x)=log x. After some com-
putations, we have (Feldstein [2])

1 2
Eu(X)=log Y log (i;—l—l) .

Since 0Eu(X)/06<<0 and 0Eu(X)/du>0, mean-variance criterion is valid while
the distribution is not normal and the utility function is not quadratic. Q.E.D.



A Note on the Validity of Mean-Variance Criterion (Akira Higashida) (125) 13

References

E.F. Fama and M.H. Miller. The Theory of Finance. Dryden Press, 1972.
M. S. Feldstein. “Mean-Variance Analysis in the Theory of Liquidity Preference and
Portfolio Selection.” Review of Economic Studies 36 (January 1969), pp.5-12.
N.H. Hakansson. “Mean-Variance Analysis in a Finite World.” Journal of Financial
and Quantitative Analysis 7 (September 1972), pp. 1873-1880.
J.S. Hammond III. “Simplifying the Choice between Uncertain Prospects where Preference
is Nonlinear.” Management Science 20 (March 1974), pp. 1047-1072.
Y. Kroll, H. Levy and H.M. Markowitz. “Mean-Variance versus Direct Utility Maximiza-
tion.” Journal of Finance 39 (March 1984), pp. 47-61.
H. Levy and H.M. Markowitz. “Approximating Expected Utility by a Function of Mean
and Variance.” American Economic Review 69 (June 1979), pp. 308-317.
P. A. Samuelson. “The Fundamental Approximation Theorem of Portfolio Analysis in
terms of Mean, Variances and Higher Moments.” Review of Economic Studies 37 (October
1970), pp. 537-542.
J. Tobin. “Comment on Borch and Feldstein.” Review of Economic Studies 36 (January
1969), pp. 13-14.

[Akira Higashida, Associate Professor of Statistics,

Yokohama National University]



