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Nowadays, semiconductor technology has developed at a rapid pace because of
high integration and stable performance. Moore’s law even has been confirmed that
the number of transistors in a dense integrated circuit (IC) doubles about every two
years. Traditional computer become smaller and faster. However, with the reduction
in size of transistors, Moore’s law seems to be broken down soon. Besides, the problem
of power consumption should be paid attention caused mainly by accumulation of
data in the future. For low power consumption society, people start to focus on the
superconducting circuits which owns the potential to relieve this problem. On the
other hand, quantum computers appear to be capable, at least in principle, of solving
certain problems far faster than any conceivable classical computer. This may reveals
a new way to achieve quantum computer using superconductor circuits where both of
them works within cryogenic temperature.

In this thesis we introduce the research process on quantum bit control and readout
system using cryogenic circuits. We suggest a feed back schematic within the cryogenic
temperature so that it save lots of cables. THe schematic contains the SFQ,AQFP,and
Cryogenic CMOS circuits. Microwave generator as core part designed with SFQ is ap-
plied to control qubit. AQFP and cryogenic CMOS circuits is applied to control the
generator. The measurement result confirm this circuits operation. Detail data of each
circuits is in each chapters. Besides, we present suggestion to improve the charac-
teristic of microwave generator. The SNR is higher than before and initial phase of
microwave is controllable.It has been shown that quantum error correction (QEC) can
be realized with cryogenic temperature, where it enables the possibility of performing
fault-tolerant quantum computing in future.
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Chapter 1

Background

1.1 Introduction

Quantum computer owns the advantage of parallel calculation so that the it can solve
the development potential problem in the future[1]. It will play an ever more impor-
tant part in the behaviour of many emerging forms of artificial nano-technology, and in
our understanding of the nano-machinery of biological molecules [2]. The engineering
of the ultra small will continue to advance and change our world in coming decades,
and as this happens we might use quantum computers to understand and engineer
such technology at the atomic level[3]. The context for the development of quantum
computers may be explained by a more familiar quantum technology: the laser[4].
Laser’ advent reveals a phenomenon: light was always ’incoherent’,which means that
the many electro-magentic waves generated by source was emitted at completely ran-
dom times with respect to each other. Quantum mechanical effects allow these waves
to be generated in phase, and the light source engineered to exploit this concept was
the laser [2]. Based on that, quantum computer,which is engineered to control coher-
ent quantum mechanical waves for different applications, will be quite different with
ordinary computer.

The example task for quantum computers which has provided the foremost motiva-
tion for their development is Shor’s quantum algorithm for factoring large numbers[5].
For example, Shor’s algorithm addresses the computational challenge of factoring by
exploiting quantum interference to measure the periodicity of arithmetic objects[5][6].
This is one among several quantum algorithms that would allow modestly sized quan-
tum computers to outperform the largest classical supercomputers in solving some
specific problems important for data encryption[2]. On the other hand, another appli-
cation should be paid attention which brings a high impact: Feynman’s 1980s proposal
of using quantum computers for the efficient simulation of quantum systems[7].

Such as quantum computing ’software’ is under research nowadays. Quantum
computing ’hardware’ is worth to be discussed as well. There are many possible ma-
terials for lasers — crystals, organic dye molecules, semiconductors, free electrons —
and likewise there are many materials under consideration for quantum computers[2].
Quantum bit is usually recognized to be constructed from the smallest form of matter
and an isolated system or unit, such as in ion traps and optical lattices[8].. Besides,they
may likewise be made far larger than routine electronic components, as in some super-
conducting systems[9]. Based on the study of superconductors, we will mainly discuss
the control of superconducting qubit in this thesis.
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1.2 Requirements For Quantum Computing

To quantum computing, the most strict requirement is the ’closed box’. That means a
quantum computer’s internal operation, while under the programmer’s control, must
otherwise be isolated from the environment[10]. There is a phenomenon called de-
coherence excited in quantum computer. It is caused by small amounts of informa-
tion leakage form the ’closed box’. Then it can disturb the fragile quantum mechan-
ical waves where the quantum computer depends on. Decoherence comes in several
forms. At first state, the quantum mechanical waves, or the oscillations of the con-
stituents in quantum computers will reveal the interference phenomena. Because the
constituents process in experiments, the phase of the waves loss the ’cohere’ after a
certain time. Thus, in an ensemble experiment. trial-to-trial variations in oscillator
frequency lead to an apparent damping of wave interference on a timescale called T2
[11]. Then people discover that once a signal trial of a single quantum oscillator will
keep the phase coherence longer than T1. Finally, random process change the energy
from oscillator,bring the system to thermal equilibrium on a timescale called T2 [11].
FundamentallyT2 ≤ 2 × T1 and for most system, T1 will be much larger than T2. To
prolong the T2 becomes a research subject nowadays.

Besides the coherence time, there are some features which is people nowadays care
about. The first thing is scalability. People expect the quantum computer operate in
a Hilbert space. One single qubit can be simulated by LC classic oscillator. Because
the quantum mechanic allows the entanglement, the logic space can potentially be de-
scribed by a very large group[12]. This entanglement state can not be described by
many signal classical oscillators or qubits[13]. Finally it is the large Hilbert space of
a quantum computer that allows it operations unavailable to classical computers. For
qubits, the size and energy of a quantum computer generally grows linearly with N
and the resources to define or control the qubit are diverse[13]. They may include
space on a microchip, classical microwave electronics, dedicated lasers, cryogenic re-
frigerators, and so on. For a scalable system ,these resources must be made scalable
as well, which invokes complex engineering issues and the infrastructure available for
large-scale technologies. That leads it difficult to make quantum system scalable.

The second thing is Universal logic. This is particularly important in quantum com-
puters. To standard quantum computing„ it is sufficient to have available nearly ‘ana-
logue’ single-qubit gates. For example, arbitrary flux direction for one flux qubit. Al-
most any ’digital’ entangling two-qubit can be described logically, such as controlled-
NOT gate. People use the logic gate to structure the quantum algorithm such as Quan-
tum Neural Network (QNN)[14]. On the other hand, not all quantum computer is
need quantum getes [15]. In adiabatic quantum computation, one defines the answer
to a computational problem as the ground state of a complex network of interactions
between qubits, and then one adiabatically evolves those qubits into that ground state
by slowly turning on the interactions. In this case, evaluation of system is different
with first case. Whether the system is complex enough and how long it takes to keep
the temperature or turn off the temperature to search the best value of problem be-
come main object detected[16]. Adiabatic quantum computers is near to gate-based
computer in power consumption,but it is simpler for technologies.

The most important requirement for quantum computer is correctability[17]. It
means that quantum computer must be possible to extract the entropy of the computer
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FIGURE 1.1: A systems view of a QEC processor

to maintain the computer’s quantum state. Even if it is possible to achieve excellent
isolation of quantum computer from environment, no one can execute quantum logic
gates with perfect accuracy. Like an analog classical computer, the errors in the quan-
tum gates form a continuum. Errors accumulate over the course of a computation
in the gates and cause fault. A device that works effectively even when its elemen-
tary components are imperfect is said to be fault-tolerant[18]. Actually,similar prob-
lem arise in the theory of fault-tolerant classical computation. However, silicon-based
circuitry is remarkably reliable, fault-tolerance is not essential to the operation of mod-
ern digital computers[19]. In 1952, Von Neumann suggested improving the reliability
of a circuit with noisy gates by executing each gate many times, and using majority
voting[20]. Although Von Neumann’s theory has a shortcoming that he assumed per-
fect transmission of bits through the “wires” connecting the gates the assumption was
proved by G´acs in 1983[21]. It gives us a enlightenment that fault-tolerant process-
ing of quantum information may be achieved. The main challenge is to construct a
universal set of quantum gates that can act on the encoded data blocks without intro-
ducing an excessive number of errors[18]. Some schemes for universal computation
are outlined[22].

1.3 QEC For Fault-Tolerant Computer

As mentioned that the main challenge to achieve fault-tolerant process is to avoid
large errors in basic quantum gates. Except the incomplete isolation environment,
the increasing of qubit numbers will arise the noise. Some significant steps has been
achieved such as Alexei Kitaev[23]. The reason is that the information is stored in the
qubit as a quantum computer. Qubit is required to interact with each other strongly,
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FIGURE 1.2: The physical qubit processor

external inputs for control, and outputs for detection. It is hard to balance the enough
control and coupling because of preserving quantum coherence. This conflict repre-
sents a fundamental impediment to reducing the physical qubit error rate low enough
to perform long/difficult/large-scale/practical quantum computations with them directly[24].

Fortunately, it has been shown that with quantum error correction (QEC) it is pos-
sible to perform fault-tolerant quantum computing[25]. The essential idea for QEC is
to store information using a larger physical space that are isolation to noise. The par-
ticular architecture for implementing a fault-tolerant operating scheme has bearing on
the requirements necessary for the underlying physical qubits[26]. A full fault-tolerant
quantum computing system is presented within a layered structure as shown in Fig.
1.1. QEC can achieved by two primary layers, a physical qubit layer and a logical
qubit layer[27]. Physical layer contains the qubit which constitute the physical quan-
tum processor. The processor uses the measurement outcomes of the physical qubits
to realize a QEC code. This classical processor keeps track of the physical errors, and
implements the appropriate feedback on the controls of the physical qubits[27]. On the
other hand, logical layer functions through control of the physical layer. Logical qubits
are encoded within the physical qubits, and logical controls and readouts are governed
through a processor that determines how to implement difficult quantum algorithms,
e.g. Shor’s, Grover’s, and quantum simulation[28][29]. Many types of qubits has been
explored applied in experimental systems, such as superconducting qubits, trapped-
ion and so on. For purpose of quantum computing, it is important to normalize deco-
herence time to the quantum gate lengths. That means the longer decoherence time for
qubit, the more operations can be finished. As now, the superconducting qubits holds
the potential of hundreds µs decoherence time and each quantum gate takes several
10 ns, the number of operations per coherence time becomes a very promising number
(almost 1000 operations).

Fig. 1.2 presents the physical qubit schematic. Microwave pulses are generated
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FIGURE 1.3: Approach to interfacing the quantum process and classical
computer

at room temperature using synthesizers, arbitrary waveform generators, and mixers.
These pulses are filtered and attenuated to input to the qubit. High-fidelity readout
of the qubit state requires quantum-limited and other cryogenic amplification to over-
come thermal noise for digitization and weighted measurement[30]. Physical control
and readout function is orchestrated by digital process (FPGAs) to perform the error
correction protocol.

1.4 Researc Purpose

As presented in Fig. 1.2, the microwave generator is placed at room temperature. How-
ever, it is possible that these feedback loop can be implemented within low tempera-
ture although it is start from Cryogenic-CMOS technology[31][32]. Fig. 1.3 presents
the traditional and proposed approach to achieve the loop which connect the quantum
process and classical computer. Currently,quantum process system can be realized by
using signal from room-temperature. Here, quantum process is connected to classical
computer using meters of lossy coaxial cables which is shown as (a). In the future,the
quantum process will be scaled to million qubit level. The control and readout system
must be integrated and implemented in "near" to quantum process to avoid too many
cables. For this purpose, several research propose that to scale the quantum control
and readout system within cryogenic temperature which is shown as (b). If the control
and readout system is implemented within cryogenic temperature, the circuit based
on Josephson Junction (JJ) becomes feasible.

Our work seems to be significant which is currently underway toward implemen-
tation of the schematic presented in Fig. 1.4. The room-temperature continues signal is
applied to cryogenic microwave generator which is designed by single flux quantum
circuits (SFQ)[33]. And cryogenic microwave is generated and drive qubit which is
under 15 mK. The driven qubit will cause the Ribi oscillation so that qubit state can
be readout by Josephson parametric oscillator (JPO) by compare the phase shift[34].
AQFP cell can readout the oscillation phase and to improve the sensitivity, we design
the integrator. On the other hand, the there are two sides to control the microwave
generator. We design the microwave duration controller using AQFP circuits and mi-
crowave envelope controller using Cyro-CMOS technology. Thus, we can structure the
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FIGURE 1.4: QEC system using superconducting and Cryo-CMOS hybrid
circuits

simple feedback loop to achieve qubit controlling. Besides, we suggest some improve-
ment to this system and fabricate the chip using HSTP process.

This thesis is divided into 5 parts and content of each chapter is list as follows:
The first chapter describes the background about the quantum process
The second chapter describes the microwave generator design within 4.2 K and

measurement result.
The third chapter describes the microwave duration controller and integrator ap-

plied in JPO using AQFP including measurement result.
The forth chapter describes the microwave envelope controller using Cryo-CMOS

technology including measurement result.
The fifth chapter describes the improvement of this system.
The sixth chapter describes summary of this thesis.
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Chapter 2

Microwave Generator Using SFQ

In this chapter, we describe the microwave generator structure with fundamental ele-
ments. We will start from characteristics of superconducting circuits based cell which
including JJ and SFQ family cell. Then we will introduce the operation principle of mi-
crowave generator. Finally we will state the measurement environment of microwave
generator and show the measurement result

2.1 Josephson Junction

FIGURE 2.1: Model of Josephson junction

The most important cell of superconducting circuits is Josephson junction (JJ) and
model is presented as Fig. 2.1. JJ consists of two superconductors where there is a in-
sulator between them. This structure is know as SIS and if the insulator is thin enough,
electrodes in superconductor can tunnel though the barrier. This phenomenon is called
quantum tunneling effect and if allows current crossing the insulator barrier even if
there is no external biased voltage. The crossed current of JJ is called Josephson cur-
rent and the value can be given as follows:

I = Icsin(θ1 − θ2) = Icsin(φ) (2.1)
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Here θ1 and θ2 is the phase factor of two superconductor, φ is the phase difference
between θ1 and θ2. Ic is the critical current of JJ. Phase changes with time will arise the
voltage linearly in superconductor with following formula:

∂∆φ

∂t
=

2e
h̄

V (2.2)

Here V is the voltage caused by switching JJ, e is elementary charge and h̄ is the
reduced Planck constant. From the previous formula, one thing is revealed that alter-
native current cross though the junction, which is also called AC Josephson effect.

FIGURE 2.2: Equivalent circuit of a Josephson junction

To achieve the small-signal analysis of JJ, we present the equivalent circuit model of
JJ which is shown as Fig. 2.2. Here the resistance R and capacitance C is shunted to JJ
and φ is phase difference of two ports of JJ. We analyze this model based on Thevenin’s
equivalent theorem and the formula can be presented as follows:

I = Icsinφ +
V
R
+ C

dV
dt

(2.3)

Then we can combine the two formula (2.4) and (2.5), the formula can be presented
as follows:

I =
h̄C
2e

d2φ

dt2 +
h̄

2eR
dφ

dt
+ Icsinφ (2.4)

The new time variable τ is available as follows:

τ = ωc =
2eIcR

h̄
t (2.5)

In conclusion of these formula, we can get as follows:

I
Ic

= βc
d2φ

dτ2 +
dφ

dτ
+ sinφ (2.6)

The parameter βc is McCumber parameter defined as

βc = ωcCR =

(
2e
h̄

)
· (IcR) · (CR) =

2eIcR2C
h̄

(2.7)
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Besides the AC Josephson effect, there is also a DC Josephson effect. It is much easy
to understand that if the current I cross though the junction is smaller than Ic , there
will be no voltage because circuits is under superconducting state. On the other hand,
if the current I is larger than Ic, the superconducting state will be destroyed and there
is voltage arisen on JJ.

FIGURE 2.3: I − V characteristic of Josephson junction

βc is mainly decided by shunt resistor R because capacitance C is almost decided
by process. According to formula (2.6), the I −V characteristic of JJ can be calculated if
we set the βc to a constant. However, the the I − V characteristic of JJ will be changed
in different case of βc. If βc is about constant 1, the voltage of JJ will decay to 0 very
fast once the large current I cross though junction. On the other hand, if βc is about
constant 0, the voltage of JJ will holds on a time until the current decay significantly.
For these two different cases, we can present the figure which is shown in Fig. 2.3.
Over-damped Junction is the situation that βc is smaller than 1 and Under-damped
Junction is the situation that βc is bigger than 1.

2.2 Signle Flux Quantum Logic Circuits

Based on magnetic flux quantization theory, magnetic flux exists in a superconducting
contour loop can be quantized and the minimum magnetic flux unit is shown as Φ0.
Based on this character, we can store information in the loop with form of magnetic
flux. Once a magnetic flux escapee from the loop, there is a pulse signal generated by
JJ because junction switches. So that we can transport the flux message by switching
the JJ. The imagination photo of SFQ circuits is presented as Fig.2.4. The value of Φ0 is
presented by following formula:

Φ0 =
h
2e

= 2.07 × 10−15Wb (2.8)
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Φ =
∫

V dt =
∫ Φ0

2π
dφ = Φ0 (2.9)

The escape flux value is Phi0 when JJ switches. Besides, we can get the flux on JJ
according to the Faraday’s laws which is presented in (2.9). The phase of JJ changes 2π
once the JJ switches. JJ phase changing cause the voltage of JJ changing, which means
the pulse is generated on junction. Thus, we can set one Φ0 as an information carrier
to achieve the SQF logic, where the generated pulse signal represents the logic "1".

Fig.2.4 presents the physical layer of SFQ circuits and the superconducting circuits
loop are connected serially. Adjoining loop use the same junction (grey) and junction
connect to junction with inductance (blue). Extra bias current is required to each loop
because it can provide an initial current to JJ so that it can switches more easily. When
there is a flux (red) escape from the loop, the current in the loop rotate clockwise and
the value can be calculated as follows:

I ∼=
Φ0

L
(2.10)

Here the L is the inductance of superconducting loop. If the I > Ic, JJ switches and
delivers the quantum flux to the next loop. On the other hand, if the I < Ic, JJ will
not switch and the flux will store in the loop. Generally, this case is caused because
the inductance L of loop is very big so that the current changes very small according
to (2.10). Both two situations can be used to design the SFQ circuits. The time of
JJ switches is very fast, which is about several picoseconds. The amplitude of SFQ
voltage can arrive about hundreds of microvolts according the formula (2.9).

FIGURE 2.4: Imagination of SFQ circuits operation
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2.3 SFQ Logic Gate

As mentioned, we can use the characteristic of flux transmission in superconducting
loop to achieve logic message. Nowadays we have build up the SFQ cell library based
on the transmission and storage functions of SFQ circuits. The section we will intro-
duce some basic SFQ logic cell which is the elements to form the digital applications.

2.3.1 Josephson Transmission Line (JTL)

FIGURE 2.5: Josephson transmission line

The structure of Josephson Transmission Line (JTL) is presented as Fig.2.5. It con-
tains just two JJs and several inductance. When there is one pulse input though the
inductance L1, the loop which contains the L2 and J1 will store this flux message and
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the current which across though the J1 becomes big. When current is beyond the crit-
ical current of J1, J1 switches and phase of J1 turns 2Π. Then there will be a flux store
in loop which contains the J1,L3,J2 because of J1 switches. The changing phase of J1
also cause the changing phase of J2 if inductance L3 is not too big to store a flux. With
this processing the JJ will switch one by one and propagate SFQ pulse. The simulation
result is presented at bottom of Fig. 2.5. As the result, JTL can propagate an SFQ pulse
from port “input” to "output".

2.3.2 Confluence Buffer (CB)

FIGURE 2.6: Confluence buffer

Here we present a structure of confluence buffer (CB) to discuss the situation that
two pulses input to one superconducting loop. The structure is presented in top of
Fig.2.6. The input A and input B propagate a pulse though inductance L1 and L2. The
loop which contains the J1, J3 and J7 propagates the pulse signal when there is a pulse
exist at input A. With the same operation, the loop which contains the J2, J4 and J7
propagates the pulse signal when there is a pulse exist at input B. Thus, the SFQ CB
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cell can reproduce an SFQ pulse once there is an incoming SFQ pulse input from any
input. To prevent the wrong direction of transmission such like pulse pass though the
J7 and pass though the J8, the J5 and J6 are inserted between the L7 and L8. Because
the J6 switches earlier than J4, it disrupts the loop and prevents the SFQ pulse from
propagating in the wrong direction. In addition, J5 perform the same function with
J6 to when an pulse signal is propagated from input B. If the pulses are input at the
same tame, the error will occurs because CB just can generate one pulse at one time.
The simulation is presented at bottom of Fig.2.6. Output hold the almost same time
interval between both sides of SFQ pulse input.

2.3.3 T-Flip Flop (TFF)

FIGURE 2.7: T-flip flop

Here we introduce the T-flip flop (TFF) whose function is inverse with CB. The
structure is presented at top of Fig.2.7. Pulse is propagated though inductance L1 from
input port. There are two loops share one JJ (J1), which are J1,J2,J4 and J1,J3,J5. When
first pulse is propagated, the J2 will switch earlier than J3 because the critical current
of J2 is smaller than J3. So that the phase of J2 turns 2Π. Thus, the phase of JJ (J5) will
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switch and propagate one pulse signal though the inductance L14 to output B. On the
other hand, the loop which contains the J5, L8, L10, L9, L7, J4 store a flux because the
phase of J5 turns 2Π. This case the J4 does not switch so that there is a large current
store in the inductance L9 and L10. When second pulse is propagated though L1, the J4
becomes much easier than J5. Thus, the J4 switches and J5 keep the state in this case.
The pulse signal generated by J4 is propagated though inductance L13 to output A.
After that, the loop of J5, L8, L10, L9, L7, J4 recover initial state and current in L9 and
L10 reduce. Therefore, the function of TFF can be realized that input pulse is divided
in two parts in sequence. The simulation of TFF cell is presented at bottom of Fig.2.7.
The function can be confirm according to the simulation result when the frequency of
pulse signal arrives about 10GHz.

2.3.4 Non Destructive Read Out (NDRO)

Here we preset the structure of Non Destructive Read Out (NDRO) at top of Fig.2.8.
Generally, the continues pulses sequence is propagated though the inductance L3 from
CLK port. Because the critical current of J6 is smaller than J10, J6 will switch earlier
than J10 when J3 switches. Thus the flux in loop which contains the J10,J6,J3 will not be
propagated into next loop. Oh tne other hand, if there is a pulse which is propagated
though the L1 from input port, junction J7 will switch. In this case the loop which con-
tains J3,J6,L4,L9,J5 stores a flux. The current in inductance L5 will increase and current
inductance L4 will decrease. That means the junction J3 become hard to switch than
J2. Thus, next pulse which is propagated from input again will not impact the state
because J4 switches earlier than J7. So the current in the inductance L12 will increase
and junction J10 become easy to switch. So after that if pulse is propagated from CLK
port, junction J10 switches earlier than J6 and pulse signal can be propagated to output
port.

On the other hand, if there is a pulse which is propagated thought L2 from reset
port. The junction J8 will switch and it leads to L9 switch. Then the stored flux escapes
from loop which contains the L10,J7,J8. The current in inductance L10 decreases and
junction J10 becomes hard to switch. So after that if pulse is propagated from CLK port,
junction J6 switches earlier than J10 and pulse signal can be prevented to propagate to
output port.

The simulation result is presented at bottom of fig.2.8. According to result, we can
get the pulse sequence (black) only can be propagated during the period between the
input and output. NDRO can be used as a switch to control the pulse sequence or
registration which can store the information.
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FIGURE 2.8: Non Destructive Read Out

2.3.5 DC/SFQ Converter (DSC)

Here we present a SFQ cell which can convert the non-SFQ signal to SFQ pulse. The
structure is presented as top of Fig.2.9. The signal come from input port, generally it is
current signal. Once the current is big enough, the junction J2 will switch and generate
a pulse signal to output prot. When the voltage drops, the current flows in the DC
direction, so the SFQ is released by switching the escape junction J1 so that no output
can be obtained. The simulation result is given at bottom of Fig.2.9. When input signal
arrives at top, one pulse will be generated and propagated from output port. This cell
realize the function that converter current signal to SFQ pulse signal.
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FIGURE 2.9: DC/SFQ Converter

2.4 Qubit Control

In this section, we will mainly introduce the Microwave pulse generator. Firstly, we
will discuss the generated microwave’s to state of qubit. Thus, we will decide the
parameter of microwave which we should pay attention. Then we will present the
structure of microwave pulse generator and explain the operation function. Last we
will present the measurement environment and result.

2.4.1 Flux-Tunable Transmon Qubit

Here we present the schematic of a flux-tunable transmon qubit which contains the h
XY-drive, Z-drive, and readout ports at Fig.2.11. The target qubit consists of capacitor
LQ in in parallel with a Josephson junction loop. The JJ can be thought of as a non-linear
inductance which formulla is given as follows:

LJ =
Lc

cos(2πΦE/(Φ0)
(2.11)

Lc =
Φ0

2πIc
(2.12)
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FIGURE 2.10: Flux-Tunable Transmon Qubit

Here,the ΦE is the external flux across the loop, Φ0 is the flux quanta. Lc is decided
by critical current of JJ which is influenced by proportional junction area. Based on
that, the flux-tunable transmon qubit can be thought of as a frequency-tunable non-
linear LC resonator. The transom qubit will behave quantum mechanically when the
temperature is cooled to suppres the thermal population of the non-linear resonator.
Generally, the effective photon temperature is approximately 250 mK for the typical
qubit frequency of 5GHz. Thus, if the devices are close to several mK, the thermal
excitations are sufficiently suppressed.

To control the qubit state, the XY-drive (red) should be used which is presented in
Fig.2.11. The excitation frequencies of XY influence the spectral width of microwave
excitation pulses. Generally, the the anharmonicity of qubit should be as large as pos-
sible in order to achieve more operations before the decoherence time.

The Z-drive (blue) port provides control of the qubit frequency by using an external
current. This play an important role in system which can realize several operations:
control of the qubit frequency, multi-qubit connection and qubit initialization. In this
research we assume that the Z-plane can set the qubit frequency of 5Ghz and do the
initialization.

Actually, the qubit state can be readout by capacitively coupling an ancillary linear
resonator (black).The coupling between the readout resonator and the qubit will cause
a dispersive frequency shift of the readout resonator up or down in frequency. The
readout resonator will interrogate at the average of two frequencies which behave the
qubit state |0〉 and |1〉. Then dispersive frequency shift will produce a state-dependent
phase shift on the interrogation signal, which can be detected and used to determine
the state of the qubit.

2.4.2 Control of Transmon Qubit

Here we will discuss quantitatively about the control effect by XY-plane microwave
signal. Assuming that voltage driven signal can be given as follows:

VD(t) = a(t) sin(ωDt) + (π − φD) (2.13)
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Then the Hamiltonian of the driven circuit in the rotating qubit by the drive signal
can be written as follows:

HD ≈ g
a(t)

2
(cos(ϕDσX) + sin(ϕDσY)−

hπ∆ω

4
σZ (2.14)

Here the g shows the drive coupling strength which is decided mainly by capaci-
tance CD and CQ. ∆ω is the offset frequency which is the difference of driven frequency
and qubit resonant frequency. σX,σY,σZ is the Pauli spin matrices and formula is given
as follows:

σX =

[
0 1
1 0

]
, σY =

[
0 −i
i 0

]
, σZ =

[
1 0
0 −1

]
(2.15)

FIGURE 2.11: Rotation of Qubit

Pauli spin matrices are always used in QEC system to perform the quantum error
and quantum correction. It is also the basic quantum gate to achieve the quantum
algorithm. Here we give the qubit rotation Imagine figure which refers to the thesis[9].
Once the microwave drive the qubit, the qubit which is shown at Bloch space will start
to rotate. The Hamiltonian inflect the rotation and the formula is consisted by Pauli
spin matrices. Here, Pauli-X gate perform the state reversal according to the formula
(2.15). So turn back to the formula (2.14) we can get that the initial phase of microwave
decides the qubit rotation direction. For example, if the initial phase is 0, the HD is
almost decided by σX. On the other hand, if the initial phase is π, the HD is decided by
−σX. It is desirable to only discuss rotations about the XY plane of the Bloch sphere.
In Fig.2.11 ,/thetaR reveals the rotation angle. According to the thesis[9], /thetaR can
be presented as follows:

θR = 2π
g
h

∫ t

t0

a(t′) dt′ (2.16)

The formula shows that the amplitude of microwave and the time which microwave
keeps deciedes the state of qubit. The qubit is almost driven by XY-plane. On the other
hand, the Z-plane can be calibrated by software[9] so that the qubit should nominally



Chapter 2. Microwave Generator Using SFQ 19

be driven on resonance (∆ω = 0). Although the amplitude of microwave and time
duration do the combined action on qubit, the decoherence time of qubit limits the
time duration. So the shorter time duration, the more power of microwave is required.
Besides, during the time of microwave duration, the amplitude of microwave will in-
fluence the quantum fidelity[35]. Gate fidelity is a measure of how close the effect of
an applied gate is to that of the desired unitary and can be limited by a number of
factors, including control errors, noise, and decoherence[36]. Generally, the envelop of
microwave, which behave the amplitude changes via time, is set to Gaussian function
because it can arrive high fidelity though experiment[37]. In conclusion, we need the
microwave signal which the duration and envelope can be controlled within cryogenic
temperature.

2.4.3 Filter Response of Pulse Signal

There is only pulse signal exist in SFQ circuits. To generate the microwave signal,
we suggest a method that using pulse signal though the filter and we can get the mi-
crowave response. Here we analyze the different types of filter’s impact on generated
microwave. Here, we assume the the SFQ Pulse is ideal and response function of each
types of filter can be given as follows:

F(ω) =

{
K −ω0 < ω < ω0
0, others (2.17)

F(ω) =

{
K others
0, −ω0 < ω < ω0

(2.18)

F(ω) =

{
K −ω1 < ω < ω2
0, others (2.19)

F(ω) =

{
K others
0, −ω1 < ω < ω2

(2.20)

Here, the K behaves the loss constant. Function (2.17) perform the frequency re-
sponse of Low-pass filter. Function (2.18) perform the frequency response of High-
pass filter. The ω0 is the cut frequency of filter. Function (2.19) perform the frequency
response of band-pass filter. Function (2.20) perform the frequency response of Band-
stop filter. The ω1 and ω2 is the bandwidth of filter. SFQ pulse can be thought as
an ideal impulse impact function (δ(t)). Thus one pulse input to filter, the response
function can be presented on frequency domain as follows:

H(ω) = 1 × F(ω) (2.21)

Then we do the Fourier transform to the (2.21), the function on time domain can be
given as follows:

h(t) =
1

2π

∫ ∞

−∞
H(ω)× e−jωt dω (2.22)

High-pass filter and Band-pass filter is not to be applied because the δ(t) is high
frequency signal. We can not obtain the microwave signal With the high frequency
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component. Thus, we just discuss the Low-pass filter and Band-pass filter’s impact on
generated microwave.

To the low-pass filter, the function (2.22) can be presented as follows:

h(t) =
K × ω0

π
sa(ω0 × (t − t0)) (2.23)

Here sa(x) = sin(x)/x.
The cut frequency influence the output amplitude. However, the larger cut-frequency

will arise external frequency component. Generally, we set it to from 5.5 to 7.5 GHz be-
cause of 5GHz qubit oscillation frequency. We can plot the function (2.23) and compare
it to simulation result as Fig.2.12.

FIGURE 2.12: Mathematical model and simulation of One pulse response

In this case, the cut frequency of filter is 6.5 GHz and the loss constant is Indepen-
dence with frequency. We use the JTL cell to generate a standard pulse and input to
filter. The waveform of (a) and (b) is similar. According to the mathematical model,
the approximate microwave can be generated and simulation result can be used to
confirm. However, it is hard to control the amplitude of microwave only by one pulse.
Lots of pulses are required to input to filter. We present the schematic as Fig.2.13.

FIGURE 2.13: Mathematical model and simulation of one pulse response
for low-pass filter

To control the amplitude of microwave, we suggest the schematic that pulse-pair to
input to filter. The duration between each pulse-pair is main frequency component. It
is obvious that time δ(t) is smaller than T. Thus, the frequency component of δt will
be removed by filter at output and keep the main frequency component of T. What’s
more, if we can control the interval of pulse-pair, the amplitude of microwave can be
changed because pulse density changes. To confirm this theory, we present the Fig.2.14

In this case, we set the same filter to calculate the mathematical model and we input
one pulse-pair. The interval of pulse-pair (δt) decreases from the 0.1 nanosecond which
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FIGURE 2.14: Mathematical model and simulation of pulse-pair response

is the maximum value because we assume (T) as 0.2 nanosecond. Confluence pulse
will increase the pulse density near-double so that the amplitude of microwave be-
comes double than before. Than interval of pulse-pair become longer which leads the
pulse density smaller so that the amplitude of microwave also decreases like Fig.2.14
(a) shows. We also do the simulation to compare the waveform which is presented
in Fig.2.14 (b). In this simulation we input two pulse (A and B) and use the Conflu-
ence Buffer to combine them. We have three examples to show the larger interval of
pair-pulse, the smaller amplitude of microwave. Fig.2.15 present the relationship of
amplitude of microwave and interval of pair-pulse in normalization. As the Fig.2.15
shows, the simulation variation trend is almost the same with theoretical value. The
simulation value is smaller than theoretical value because the SFQ pulse is not ideal
pulse signal. The circuits reflection is bigger than ideal model.

FIGURE 2.15: Mathematical model and simulation of pulse-pair response
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On the other hand, if we change the low-pass filter to band-pass filter, the mi-
crowave will be generated by applying the pair-pulse. The formula is given as follows:

h(t) =
K × ω0

π
(sa(ω2 × (t − t0))− sa(ω1 × (t − t0))) (2.24)

Here, we assume ω2 is bigger than ω1. The waveform is present in Fig.2.16. It is dif-
ferent with low-pass filter response as there is minus component in the function (2.20).
Using one pulse into filter, the near-microwave signal can be generated directly. How-
ever, the amplitude will decrease largely using one pulse response. Besides, the tail
can be found behind the main microwave. The tail lead to the transmission latency.
We do the same simulation of band-pass filter response using one pulse. The result
is similar with mathematical model. The reason why simulation microwave is asym-
metric is that the initial state of circuits is start from 0. Also the circuits component
such as impedance mismatch will arouse the asymmetric microwave.The amplitude is
decrease to about 0.1 µ A which is match to calculated results.

FIGURE 2.16: Mathematical model and simulation of one pulse response
for band-pass filter

So if we input the several pair-pulses into filter, the pair-pulses will be superposed
and form the microwave signal both of low-pass filter and band-pass filter. The math-
ematical model is presented in Fig.2.17. The response of low-pass filter (a) has less
latency because single pulse owns less ripple which can be found in Fig.2.12. How-
ever, the microwave generated by low-pass filter owns the DC component because the
main value of pair-pulse is positive. Lots of pair-pulse sequence will lead the average
value of microwave to positive which can be though the DC component. On the other
hand, band-pass filter will avoid this phenomenon because single pulse response is
longitudinal symmetry. However, the latency exist obviously which can be explained
using formula (2.24). And the tail can be found which may influence the subsequent
microwave form if the sequence is close to each other.

Both filter can generate the microwave to drive qubit by input the pair pulse. How-
ever, there is no consensus that which filter is better to generate microwave. Gener-
ally, People using the filter to decrease the thermal impact of quantum process. Most
people use driven microwave generated by signal generator which is under room-
temperature. Thus, it is meaningful that apply two types of filter driven and compare
effect in measurement. The amplitude of microwave can be controlled by changing



Chapter 2. Microwave Generator Using SFQ 23

the interval of pair pulse. Thus, the superconducting circuits to control the interval
becomes very important.

FIGURE 2.17: Mathematical model and simulation of one pulse response
for band-pass filter

2.4.4 Delay Generator (DG)

Here, we will introduce the designed delay generator using SFQ circuits. As men-
tioned, the amplitude of microwave can be controlled by changing the interval of pair
pulse. So if there are two same pulses sequences, and we just make some controllable
delay between these two pulses sequences and combine them using confluence buffer.
The two pulse can be seen as a pair pulse and the delay is ∆t which is the same with
Fig.2.13. Original interval of pulse sequence can be seen as T which is the same with
Fig.2.13. In our design, the time T is 0.2 nanosecond and ∆t is less than 0.1 nanosecond.
The large range of ∆t is required.

The Structure is presented in Fig.2.18. Here, we input two sequences pulse se-
quences from inductance Lin1 and Lin2. The initial interval of pulses of In1 and In2 is
set to δt0 which is equals 0.1 nanosecond. The first pulses (blue) is propagated though
inductance into loop which contains J1,J2,L2,L4.The J1 and J2 switches will switches at
same time because the current cross the L2 and L4 is the same. It is the same situation
of J3 and J4. However, once there is control current input as Fig.2.18 shows, the ini-
tial state of JJs will change. With the current input, there is external flux input to the
loops so that the current in the inductance L2 decrease because the opposite coupling
between the L2 and L1. On the other hand, the current in the inductance L4 increase.
Thus, J1 will become switch harder than before. According to that the, the pulse which
is generated by J1 will propagate slower than before and the pulse which is generated
by J2 will propagate faster than before. Here, we choose the slower pulse to output
and sink the faster pulse. The next pulse (red) input to the loop which does the same
effect. The different thing is that we choose the faster pulse to output and sink the
faster pulse. Thus, the original pulse interval (∆t0) becomes ∆t by reconstruction of
pulse sequences.
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We need two loops to construct the DG. Although one loop can realize the pulse
delay function, the latency is very small so that we have to connect several DGs to
achieve enough range latency of pair-pulses. Small latency will also cause the error
of confluence buffer which will be connect to DG easily. Therefore, that means the
number of input ports and output ports should be same. Thus, we need two loop
which own one input pulse and two output pulses. So that there will be two external
outputs which should be sink.

FIGURE 2.18: Delay Generator (DG)
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2.5 Microwave Generator With Pair Pulses

In this section will introduce the microwave generator structure and operation princi-
ple. Besides we will give the photo of fabricated chip and measurement result.

2.5.1 Microwave Generator

FIGURE 2.19: Microwave generator and operation principle

Here, we present the structure of microwave generator designed by SFQ cell in
Fig.2.19. Here the SG is the signal generator, IMC is the impedance matching circuits.
The structure is presented in Fig.2.19 (a).

The point of the PP-MPG is that (i) the output microwave amplitude can be con-
trolled by the time difference ∆t between paired SFQ pulses, and that (ii) the out-
put microwave frequency fout is separated from the input microwave frequency fin
as fout = fin/2 to prevent the crosstalk between the input and output microwaves. The
operation of the PP-MPG is as follows: A continuous microwave with a frequency of
fin from a signal generator (SG) is applied to the DC/SFQ converter (DSC). Then, the
DSC produces a continuous SFQ pulse train with an iteration frequency of fin, and the
following SFQ switch chops the continuous pulse train into a pulse train with an ap-
propriate length. Furthermore, the two-output T flip-flop (TFF) lets the pulses from the
SFQ switch travel to the two output ports alternatively, thus making two output pulse
trains. Each pulse train includes half the number of the input pulses and thus has an
iteration frequency of fin/2. Moreover, the two pulse trains have a phase difference of
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π, i.e., a time difference of ∆t0. ∆t0 is then changed to ∆t by letting the two pulse trains
travel through cascaded delay generators (DGs), the details of which will be explained
later. Moreover, the confluence buffer (CB) merges the two pulse trains from the DGs
and thereby produces a train of paired pulses, each with a time difference of ∆t. Finally,
a microwave pulse with a frequency of fout = fin/2 and an amplitude determined by
∆t is generated from the pulse-pair train by the filter and impedance matching circuit
(IMC).

Figure.2.19 (b) and (c) show simulation waveforms of the PPG by a Josephson
circuit simulator, JSIM, for fin = 10 GHz and fout = fin/2 = 5 GHz, where Vin, Vcb,
and Vout denote the input microwave, the SFQ pulses from the CB, and the output
microwave, respectively. The left-hand waveform are for ∆t = 85 ps , and the right-
hand ones are for ∆t = 96 ps . The comparison between the left-hand and right-hand
waveform clearly indicates that Vout changes with ∆t. This is because as ∆t decreases,
the fin component in Vcb decreases whereas the fout component in Vcb increases.

Low pass filter is presented at Fig.2.20. The typical T Type low-pass filter is applied
with 2 stages. The simulation of S-parameter result is given at bottom. Simulator is
Advanced Design system (ADS). Cut frequency of filter is about 6.5 GHz. Attenuation
gradient is about 40dB/dec with 2 stages of filter for saving chip area. Here we use the
low-pass filter to generate microwave. This part can be exchanged to band-pass filter
and there is an improvement about removing the IMC which is applied in band-pass
filter. This method will be introduced in the later chapters.

FIGURE 2.20: Low-pass filter
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TABLE 2.1: Chip parameter.

No. Parameter name Value

1 Chip Area 3000 µm × 1000 µm
2 Input Signal Frequency 10 GHz
3 Output Signal Frequency 5 GHz
4 Cut frequency of Filter 6.5 GHz
5 Numbers of JJ 170
6 Bias Current (total) 20 mA

2.5.2 Photo and Parameter of Fabricated Circuits

Here, we present the photograph of microwave generator chip. The chip is fabricated
by AIST 10kA/cm2 Nb high-speed standard process (HSTP)[38]. The chip contains the
verification function for TFF at low speed. Besides We set 8 DGs to expand the interval
of pair pulse and all DGs apply the independent control current. The margin will be
wide and system become controllable easily but it sacrifices the power consumption. It
can be improvement in the future. The parameter is given as at Tab.2.1. Although the
area arrives about 3000 µm × 1000 µm, the most area is the parts of low pass filter and
IMC. As mentioned, the output frequency is close to qubit oscillation frequency which
is 5 GHz. Therefore,the input frequency is set to 10 GHz according to the operation
principle. Total bias current arrives about 20 mA because DGs arrays occupy lots of
cells.

FIGURE 2.21: Photograph of chip
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FIGURE 2.22: Measurement process

Then, we will introduce the environment of measurement. The most objects of in-
vestigation are duration time and amplitude of microwave as Fig.2.22. The continuous
signal is input from room temperature, here, we set it to 10 GHz sine signal. The start
(red) and stop (blue) SFQ pulse signal will control the duration of microwave. The con-
trol current (yellow) have impact on the amplitude of microwave. We put the circuits
into liquid helium so that the environment temperature can be cooled down to 4.2 K.
The test instrument can be chosen and it is spectrum analyzer generally.

2.5.3 Function Verification Under Low Speed

Here, we present the function verification process and result in Fig.2.23. In the function
verification, we mainly pay attention on the TFF cells within low speed. Because the
latency caused by DGs is very small, about several picosecond, it is very hard to be
detected under low speed. Fig. 2.23 (a) illustrates the measurement method. We input
a series of square wave within room-temperature. One square is transformed to one
pulse on the chip. The pulse on and pulse off control the interval of the pulse sequence.
Output of TFF is separated and detected by SFQ to DC converter (SDC). Fig. 2.23 (b)
exhibits the experiment result. Here, the frequency of input pulse sequence is 100 kHz.
The output of the TFF can be available only between the pulse on and pulse off. One
rising or falling edge of output wave means one pulse generated. The result shows the
TFF circuits divide the pulses well.

The function verification is required is that we can observe directly the SFQ pulse
can be chosen by switch under low speed. It is hard to observe the generated mi-
crowave whether the duration has been chosen because crosstalk is very strong under
high speed frequency. What’s more, the generated microwave is small and it is mixed
with noise. The function verification can help us to confirm the margin of DC bias cur-
rent. Especially, the TFF cell is important for generating microwave. It is better to get
the margin under low speed in advance of high speed measurement.
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FIGURE 2.23: Operation function of verification under low speed

2.5.4 Measurement Under High Speed

Duration Measurement Under High Speed

on Fig.2.24, we can adjust the duration of start (red) and stop (blue) signal to control
the duration of microwave and the phenomena has been observed directly under low
speed. The sampling period is decided as fig .2.24 shows. The interval between start
and stop will change the duty ratio of microwave which will reflect on the measure-
ment result obtained by spectrum analyzer. Under duration measurement, we set the
control current to a constant.



Chapter 2. Microwave Generator Using SFQ 30

FIGURE 2.24: Duration measurement process

In this case we use oscilloscope to observe the waveform firstly. The signal should
be amplified by 36 dB so that can be observed theoretically. The result is presented on
Fig.2.25. Here, we apply the input output signal continuously to observe the wave-
form. The color grid method should be used to do the statistics on probability of mi-
crowave. According to the measurement, there was a small increase in the output sig-
nal at period of start and stop. The transmission latency is about 15 ns mainly caused
by prob and test instrument.

FIGURE 2.25: Microwave detection on oscilloscope

Then, we will use the spectrum analyzer to detect the sampling frequency whether
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occurs. According to Fig.2.24, the continuous output microwave is cutoff intermit-
tently. Refer to Fig.2.26, we will explain the sampling theorem with quantitative anal-
ysis. Generally, continuous microwave’s Fourier transform is given as follows:

F(ω) = π(δ(ω − ω0) + δ(ω + ω0) (2.25)

Here, the ω0 is frequency of microwave. And the microwave which is cutoff inter-
mittently can be seen as sampling microwave using square function. The frequency
of square function is sampling frequency (ωs) and function can be presented as (2.26).
Here, fs(t) is signal which has been sampled. f (t) is sampled function and s(t) is sam-
pling function.

fs(t) = f (t)× s(t) (2.26)

Fs(ω) =
1

2π
F(ω)

⊗
S(ω) (2.27)

Fourier transform of function (2.26) is presented as (2.27). Then we set the sampling
function to square function, and sampled function is microwave. The formula of (2.27)
can be presented as follows:

Fs(ω) =
1

2π
× 2πτ

Ts

∞

∑
n=−∞

Sa(
nωsτ

2
)δ(ω − nωs)

⊗
F(jω) (2.28)

Fs(ω) =
τ

Ts

∞

∑
n=−∞

Sa(
nωsτ

2
)F(j(ω − nωs) (2.29)

Fs(ω) = k
∞

∑
n=−∞

Sa(knπ)F(j(ω − nωs) (2.30)

FIGURE 2.26: Fourier transform of intermittent microwave
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FIGURE 2.27: Main Lobe and Side Lobe vs. Duty Ratio

Here, the τ is the width of sequence function and Ts is sampling frequency. The
duty ratio can be present as τ/Ts. Formula (2.28) shows that the frequency of main
lobe should be ω0/2π when n = 0. The frequency of side lobe should shift by ±ωs
when when n = 1. If we set the duty ratio as k, the formula (2.29) can be written as
(2.30). k decide the numbers of lobe before the first zero point. For example, we set the
k = 50%, there is only one side lobe before the first zero point.

FIGURE 2.28: Measurement Duration Result

Then we do the mathematical model using the Matlab tools. The filter is set to
chebyshev I type. We do Fourier transform to waveform presented at top of Fig.2.26.
Besides, we add the thermal noise to simulate the circuits environment. The result is
given at bottom of Fig.2.26. The waveform is match the expectation. The variation
trend of main lobe and side lobe vs. duty ratio is presented at Fig.2.27. This model is
almost the same with theoretical value. The main lobe is linear to duty ratio. The side
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lobe is largest when duty ratio is 50%. That means when duty ratio is less than 50%,
sampled signal does main favour. when duty ratio is beyond 50%, sampling frequency
does main favour. The value of model is little bigger than theoretical value because of
added thermal noise and designed filter model owns the decay.

The measurement is presented at Fig.2.28. As analyzed before, if we set the duty
ratio to 50%, there is only one side lobe before zero point. In this measurement, we keep
the control current to constant (0.3 µA). We present two examples which the sampling
frequency is 50 MHz and 25 MHz. As figure shows, the sampling frequency can be
revealed at side lobe. As fig.2.27 presented, the ratio of main lobe and side lobe is
about 0.6 (sidelobe/mainlobe) when duty ratio is 50%. Signal power will decay by 0.36
and we transform it to power, which is about 4.43 dBm. That means the difference
between main lobe and side lobe will arrive 4.43 dBm, where measurement value is
near to this value.
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Amplitude Measurement Under High Speed

FIGURE 2.29: Measurement result with different control current

Fig.2.22 reveals the measurement process and here we remove the stop (blue) signal
so that the output microwave will be continuous. The side lobe will be removed and we
just need to change the control current (yellow) to change the amplitude of microwave.
It is obvious that the amplitude of microwave will be revealed on the value of main
lobe.

Here, we give the measurement result in Fig.2.29. The experimental instrument
is spectrum analyzer. The amplitude change is very to be observed at oscilloscope be-
cause strong cross talk signal and thermal noise. Here,We amplify the signal (+38 dBm)
and input to the analyzer. In this measurement we modulate the control current to
present the value of main lobe. Fig. Fig.2.29 exhibits the experiment result. We scan
the frequency from 4.9 GHz to 5.1 GHz and the main lobe is available at the 5 GHz
because of TFF circuits. We set the control current to 0.3 mA and the main lobe is
38.67 dBm. The power is about 5.3 dBm larger than the signal which is sampled. It
is close to theoretical value according to sampling theorem. Then we set the control
current to 0.06 mA the main lobe falls to 52.73 dBm. That is because the control current
makes the pulses duration smaller. Thus, the amplitude value of microwave will be
larger.

We make a summary of the output power and control current in Fig.2.30. We
present output current and output power with the control current. The variation ten-
dency shows a parabola type. The red line shows the measurement data and black
line shows the simulation data. We simulate the output power consumption with load
50 ohm. We transform the measurement data by removing the enlargement factor,
which present a parabola shape as well. The tendency between the simulation and
measurement is resemblance. The data of simulation is little larger than that of the
measurement when the control current is from 0 to 0.3 mA. It is due to the attenuation
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FIGURE 2.30: Signal strength vs. different control current

TABLE 2.2: Circuits Margin of Measurement

No. Parameter name Value

1 Margin of Bias current (Design) [−17% 15%µ]
2 Margin of Bias current (100 kHz) [-15% 10% ]
3 Margin of Bias current (5 GHz) [ -15% 4% ]
4 Range of Control Current (Design) [ -3.2 mA 3.2 mA ]
5 Range of Control Current (Measurement) [ -2.4 mA 2.4 mA ]
6 Success rate of Measurement 4/5

excited in the measurement equipment (such as cables or probes). The result is not ex-
actly symmetry because of the circuits parameter. Thus, the amplitude of output will
be linear when control current is positive.
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2.6 Conclusion

In conclusion, we suggest a variable amplitude microwave pulse generator circuits
with superconducting circuits. We integrate the SFQ circuits and low pass filter on the
chip and measurement at 4.2 K. We confirm the function of the circuits with low-speed
signal at first. Then we apply the 10 GHz microwave to the MPG and the on-chip
circuits can generate the 5 GHz output microwave. We observe the main lobe of the
microwave in the spectrum analyzer when we modulate the control circuits. We con-
firm that input the larger control current, the system can generate larger microwave
amplitude. At the control current range of 0 mA to 0.3 mA, the amplitude can achieve
linear feature. Based on PPG system, it reveals the potential of controlling the mi-
crowave envelop if the control current can be controlled. What’s more, we confirm the
duration of microwave can be controlled according to the sampling theorem. It can be
observed directly on the oscilloscope, however, the cross talk and noise have impact
on it. The measurement result is given at Tab.2.2.

However, the control signal of this microwave generator is required from room
temperature. To QEC system, the message from qubit should turn back to classic com-
puter then feed back to microwave generator. To achieve the goal which is presented
in Fig.1.3, we suggest to design a control system under cryogenic temperature with
superconducting circuits or cryogenic circuits. The main targets for controlling are
duration and control current.
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Chapter 3

Timing Controller Circuits And
Integrator Using AQFP

In this section we will introduce the timing controller and integrator circuits designed
by Adiabatic Quantum Flux Parametron Circuit (AQFP). As mentioned, the quantum
control and read-out system is required to implemented with cryogenic temperature.
In the previous chapter, we introduce the microwave generator designed with SFQ
circuits. However, the SFQ circuits owns a disadvantage is that it will cost lots of power
on quiescent dissipation because it is required bias current all the time. DC-bias current
will produce lots of thermal noise so that it will have impact on Quantum process
especially under mK. The low power consumption should be applied. fortunately,
the AQFP can take on it because it has no DC-bias current to junction. Therefore, we
desired to design the controller with AQFP.

On the other hand, the state of qubit can be readout by Josephson parametric am-
plifier (JPA) or Josephson parametric oscillator (JPO). Thus, we can observe the phase
shift to calculate qubit state and phase can be read out by AQFP circuits. To improve
the sensitivity of readout system, we design the integrator using AQFP circuits. All
the circuits structure and measurement result within 4.2 K will be presented in this
chapter.

3.1 Adiabatic Quantum Flux Parametron (AQFP)

AQFP circuits can operate with energy dissipation close to the thermodynamic. There-
fore, it can be an energy-efficient superconductor logic element based on the quantum
flux parametron. There are many researches about AQFP have been reported and the
logic cells designed by AQFP have been established. This section we will introduce the
operation of AQFP and logic cell made by AQFP.

3.1.1 Structure of AQFP

Here, we present the schematic of AQFP in Fig.3.1 (a). Excitation current is applied to
add the external flux to the loop. The external current from L1 is added to L4 though
coupling factor K1. The loop left contains the J1, L4, L6 and loop right contains the J2, L5
and L6. Assume that the structure is symmetrical and J1 = J2, J4 = J5, the external flux
which is from excitation current is the same to two loops. The flux cause the current
is the opposite direction in inductance L6. Thus, the loops function can be given as
follows:
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φJ1 =
2πL6 I6

Φ0
− 2πL4 I4

Φ0
− 2π

Φex

Φ0
(3.1)

φJ2 =
2πL6 I6

Φ0
+

2πL5 I5

Φ0
+ 2π

Φex

Φ0
(3.2)

Here, we define the clockwise direction as positive current. The Φex is external flux.
According to (3.1) and (3.2), the formula can be given as follows:

φJ1 = −πL5

Φ0
(I4 + I5)− 2π

Φex

Φ0
− πL4 Iin

Φ0
(3.3)

φJ2 = −πL5

Φ0
(I4 + I5)− 2π

Φex

Φ0
+

πL4 Iin

Φ0
(3.4)

Here,we assume current Iin is input current and Iin = I4 − I5. The formula (3.3) and
(3.4) reveals each JJ phases before switch. Once we input a external flux (0.5Φ0) the
difference of JJ’s phase will arrive more than 2π. It means at least one JJ will switch.
Formula (3.34) reveals that once the input current is positive (red arrow), phase of J1
will be beyond −π. The current on J1 be reversed and generate a flux which is opposite
of the original flux (red cycle). On the other hand, if input current is negative (blue
arrow), the phase of J2 will be beyond −π and generate a flux which is opposite of the
original flux (blue cycle). Therefor, the message can be propagated using this principle.
It can be seen as a buffer and symbol is presented in Fig.3.1.

FIGURE 3.1: Schematic of AQFP and symbol

Then we will explain it why it performs adiabatically. The potential energy of is
behaved by the sum of the energy stored in J1, J2, L4, L5, and L6. The energy of J1 and
J2 is presented as follows:

Uj = Ej(−cos(φ1 − φ2)) = −2Ejcos(φ−)cos(φ+) (3.5)

Here, the Ej =
IcΦ0
2π , φ− = (φ1 − φ2)/2, φ+ = (φ1 + φ2)/2. Ic is is the critical current

of junction respectively. The energy in the L6 is given as follows:
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Um = Ej
ϕ2

q

2βq
(3.6)

Here, βq = 2πL6Ic/Φ0 and ϕ0 is the normalized flux associated with L6.
The we add the potential energy with L4 and L5. Then the total energy stored in

inductance can be presented as follows:

Um = Ej
(ϕ2

L1 + ϕ2
L2)

2βL
+ Ej

Œq
2

2βq
(3.7)

Here, The βL = 2πIc/Φ0. ϕL1 and ϕL2 are the normalized fluxes associated. Gener-
ally, the energy U = Um + Uj and the function can be presented as follows:

U
Ej

=
ϕ2

q

2βq
+

(ϕ+ − ϕin − ϕq)2

βL
− (ϕ− − ϕx)2

βL
− 2cos(ϕ+)cos(ϕ−) (3.8)

Here, the ϕin = 2πΦin/Φ0 is the normalized input flux and ϕx = 2πΦx/Φ0 is
the normalized excitation flux. For facilitating the calculation, we remove the ϕq and
assume the ϕ− − ϕx is close to zero. As a result, the formula can be approximated as
follows:

U
Ej

=
(ϕ+ − ϕ+ − ϕin)

2

βL + 2βq
+

(ϕ− − ϕx)2

βL
− 2cos(ϕ+)cos(ϕ−) (3.9)

The average energy dissipation per device of CMOS logic is presented as Ediss. The
dissipation corresponds to about 20000 kB T at 300 K if we take the Intel’s Xeon Plat-
inum 8180 microprocessor as an example. It is far from the thermodynamic limit. Com-
paring to the superconducting logic, RSFQ, the average energy dissipation is about
0.8IcVb/ f . Where, Vb is bias voltage and Ic is average critical currents of the Josephson
junctions. Generally, we set the operation frequency to 50 GHz and Ediss = 6× 10−18J,
which corresponds to 10000 kB T at 4.2 K. As for AQFP logic circuits, the 8-bit carry
look-ahead adder with 24kBT at 5GHz[39]. AQFP has enormous advantage on power
consumptions compared to other circuits.

Here, we present the variation trend of AQFP’s potential energy in Fig.3.2. The
initial state of AQFP is at bottom of valley. This time the potential energy is presented
as blue solid line. Then the external flux is applied into loop, for example it arrives
0.25 Φ0, the bottom of valley rises up and the black ball is arisen. When external flux
arrives about 0.32 Φ0, there is almost no barrier at the bottom of valley. The black
ball will roll to one side if there is input from outside. In this example, we add input
negative current and the ball roll to left side. Then the external flux arrives 0.5 Φ0, the
barrier becomes higher so that it blocks the ball’s way to the other side. Thus, the state
will keep stable. If the input current is positive, the ball will roll to the right side and
state behaves 1. Assume the variation trend of barrier is very slow, it is just need a tiny
current to make the ball roll to one side. That behaves adiabatic operation which is no
power consumption under low speed operation in theory.



Chapter 3. Timing Controller Circuits And Integrator Using AQFP 40

FIGURE 3.2: Schematic of AQFP and symbol

3.1.2 4-Phase Operation

Figure.3.3 shows the operation principle of AQFP. Generally, the message can be prop-
agated by AQFP buffer when 0.5Φ0 is applied into AQFQ circuits by excitation current.
We apply this characteristic to design the AQFP logic circuits. We apply two excitation
current signal (red and blue) to drive AQFP. It is obvious that the excitation signal
(AC1) is π/4 ahead of excitation signal (AC2). The operation is presented as follows:

1. Value of AC1 arrives the maximum value and apply the 0.5Φ0 to AQFP (No.1).
Then the junction of No.1 switches and output large current to next stage AQFP.

2. Value of AC1 starts to fall down and the applied flux starts to decay. On the
other hand, AC2 starts to rise and arrives to maximum value. 0.5Φ0 is applied to
AQFP (No.2), and the meanwhile, No.2 receive the message which is from No.1.

3. The opposite excitation current direction is applied to AQFP (No.3 and No.4).
That means the applied flux direction is contrast to No.1 and No.2. Thus, when the
AC1 arrives the minimum value, 0.5Φ0 is applied to propagate the message.

4. No.4 owns the same operation principle with No.3 which is excited when AC2
arrives the minimum value. Therefore,the message is propagated with 4-phase.
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FIGURE 3.3: 4-Phase Operation principle of AQFP circuits

3.1.3 AQFP Logic Cells

In this section we present the logic function of AQFP and potential energy of each logic
gate. In this section the used process is MIT 10kA/cm2 Niobium processes.

AQFP buffer,inverter (inv) and constant to propagate the message is presented in
Fig.3.4. shows the symbol of basic AQFP logic gate.

FIGURE 3.4: Basic AQFP logic gate

Fig.3.4. shows the symbol of basic AQFP logic gate. The schematic of buffer is
presented in Fig.3.1. If we reversal the coupling fact (K2), the we can get the inventer
gate (Inv) which can reversal the logic of buffer. On the other hand, if the inductance
L5 is larger than L4, the J2 switch easily. Then the ball presented in fig.3.2 will roll to
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left side without input and behave logic "0". The simulation result is presented on the
right of Fig.3.4.

FIGURE 3.5: Potential energy of basic cell

The simulation result of potential energy is presented in Fig.3.5. Energy of three
gates perform the linear vs. frequency. The Inv cost more energy because of circuits
parameter. The constant perform lower power consumption because it do not need
input.

FIGURE 3.6: Majority 3 Gate

Here, we introduce another cell. There are 3 AQFPs is applied and output of them
was connect with inductance. The output current from three AQFP and confluence
to one point and output to next state. The logic simulation is presented on the right
of Fig.3.6. The simulation shows that the output is the majority of input a, b, c. The
output has 1/4 cycle latency because propagation characteristic of AQFP. We present
the simulation result of energy variation trend of majority 3 in Fig.3.7. Because the
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structure is symmetrical, we just present 4 input pattern as examples. The result reveals
that when input is all 000, the energy changes linearly vs. frequency. On the other
hand, the energy will trend to a fixed value with other pattern inputs. Because other
pattern will led to the gate non-adiabatic and gate is still keeps adiabatic if the input
is all the same. According to Thevenin’s theorem, the output current can be given as
follows:

d = abc + abc + abc + abc (3.10)

FIGURE 3.7: Energy Variation Trend of Majority 3
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Once the cell in the middle of majority gate is constant, the majority gate can be
transformed to AND/OR gate on the left of fig.3.8. The simulation result is presented
on the right of fig.3.8. Here, the constant “1” can be realized by flip the constant "0"
horizontally. The energy is presented in fig.3.9. Input 11 of OR gate and Input 00 of
AND gate perform the adiabatic. The other almost perform the non-adiabatic. Totally,
the variation trend of AND and OR is the same

FIGURE 3.8: AND/OR Gate

FIGURE 3.9: Energy of AND/OR Gate

Here, we present the majority 5 gate which can is similar with majority 3 gate.
Majority 5 gate integrate 5 buffer cell so that it can calculate more data in one phase.
However, the branch which is applied to connect the buffer will reduce the current.
The margin of this cell seems narrower than majority 3 gate. The potentional energy
is presented in Fig.3.11. Because the structure is symmetrical, there is only 10 pattern
should be calculated. When the difference between the numbers "1" and "0" is 5, it
behaves the adiabatic. When the difference between the numbers "1" and "0" is 3, it be-
haves the non-adiabatic and energy consumption is become lager. When the difference
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between the numbers "1" and "0" is 1, energy consumption is become lagest. Especially,
When the code is 00101.

FIGURE 3.10: Majority 5 Gate

FIGURE 3.11: Majority 5 Gate
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3.2 Timing Control Circuits With AQFP

FIGURE 3.12: Timing controller using AQFP

As mentioned we prefer to design a duration system using low power consumption
to applied in quantum process. The structure is presented in fig.3.12.

The system is mainly composed of a DC/SFQ converter, an SFQ-switch, an SFQ
pulse duplicator, and a band-pass filter. During the operation, microwaves in the gi-
gahertz range are supplied from room-temperature electronics to the microwave pulse
generator at 4.2 K. The input microwaves are converted to an SFQ pulse train by the
DC/SFQ converter, which generates an SFQ pulse at every rising edge of the mi-
crowaves. The continuous SFQ pulse train is then cut off at a specific length by the
SFQ switch as determined by the SFQ pulses Trigon and Trigo f f , which turn the prop-
agation of the SFQ pulses on and off as depicted in Fig.3.12. The SFQ pulse train is
then duplicated by the SFQ pulse duplicator, where the interval between the original
and the duplicated SFQ pulses is varied by supplying a control signal given by an
CMOS/SFQ amplitude controller. Finally, the duplicated SFQ pulse train is filtered by
a superconducting band-pass filter to remove the harmonics of the SFQ pulse. The am-
plitude of the microwave pulse is changed by varying the interval between the original
and duplicated SFQ pulses. When the interval is small, the microwave amplitude is
large, and vice versa.

Counter (4bits)

We design a 4 bit counter which contains 4 half adders. The half adder is presented in
Fig.3.13. It contains the one calculation cell which is presented at bottom of Fig.3.13.
S means the sum bit and C means the carry bit. The XOR gate occupy two phase for
calculation which is presented in solid square. The function is list as follows:
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S = S′ ⊕ C′ (3.11)

C = S′ × C′ (3.12)

Then we set it as calculation cell to the half adder and we take the reset and in-
put function into this cell. Here, the Sn means the output of sum bit at n-bit and the
Cn means the output of carry bit at n-bit. This cell apply 4-phase feed back method
where the Sn is used to calculate with CLR signal. Thus the function (3.11),(3.12) can
be presented as follows:

Sn = (S′ ⊕ C′)× CLR (3.13)

Cn = S′ × C′ × CLR (3.14)

FIGURE 3.13: Half adder with AQFP

Thus the reset function is be added when CLR signal is logic "1". The counter struc-
ture is in Fig.3.14. The initial carry bit is input logic "1" continuously. CLR reset signal
is applied in every cells by AQFP Buffer chain (hidden). The simulation is presented in
fig.3.15. The data (S4S3S2S1) consists system code and counts up with one clock. When
CLRout signal becomes logic "1", system code become (0000).

FIGURE 3.14: Counter with AQFP
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FIGURE 3.15: Simulation result of 4-bits counter

Register

FIGURE 3.16: Structure of Register

Here, we present the register structure in Fig.3.16. Generally, the reset function
should be applied. The function can be given as (3.15). When CLR signal is logic
"0", the state of register becomes "hold" and register is keep the previous output state.
When CLR signal is logic "1", the state of register becomes "write" and register behaves
as buffer chain. The truth table is given as (3.16). Simulation result is presented in
Fig.3.17. The result is match to expectation.

Dout = D′
out × CLR′ + Din × CLR (3.15)

CLR Din D′
out Dout State

0 X 0 0 Hold
0 X 1 1 Hold
1 0 X 0 Write
1 1 X 1 Write

(3.16)
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FIGURE 3.17: Simulation Result of Register

AQFP to SFQ Interface

As mentioned, the microwave is generated with SFQ circuits. We control the duration
with AQFP circuits and we need a converter which can transform the AQFP signal
to SFQ signal. Here, we give schematic of AQFP to SFQ converter in Fig.3.18. AQFP
signal which behaves logic "1" input as red arrow. The excitation current apply external
0.5 Φ0 to the loop which contains J1,J2,L4,L5. The direction is marked as red circle. Then
the J1 switches and generates large current. Current cross though resistance (Rout) and
cross to the J3. Once the current is beyond the critical current, the J3 switches and
propagate the pulse to next loop. The operation is same with SFQ. On the other hand,
if AQFP signal which behaves logic "0" input on the opposite direction with red arrow,
the J1 will switch. Because the J1 is far away from J3, the generated current is consumed
bu R1 in advance. Therefore, the current can not propagate to J3 and AQFP logic "0"
can not transform to pulse signal.

FIGURE 3.18: AQFP to SFQ Interface
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Simulation

FIGURE 3.19: Simulation result of time controller

Here we do the simulation for the whole system. The result is presented at Fig.3.19.
When CLR signal becomes logic "1", the TD[0:3] is input to system. For example, we
input "0011" and "1011" as two examples. The decimal of "0011" and "1011" is "3" and
"11". Output of Trg_on (before interface) is decided by CLR signal because it is prop-
agated by buffer chain. It can be revealed that the latency of propagation is 4 clocks.
Once it pass though the 3 clocks, the Trg_off signal generate logic “1”. Thus, the dura-
tion between them is 3clocks. We use this principle as well as input is "1011". Finally,
the Interface is applied to transform the AQPF signal to pulse which can be observed
by the difference with Trg_on (before interface) and Trg_off.

Chip Fabrication and Measurement result

FIGURE 3.20: Photograph of Timing Controller
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TABLE 3.1: Circuits Margin of Measurement

No. Parameter name Value

1 Chip Area (Counter) 1200 µ m × 380 µ m
2 Chip Area (Comparator) 1330 µ m × 380 µ m
3 Chip Area (Register) 600 µ m × 380 µ m
4 Chip Area (total) 2000 µ m × 730 µ m
5 Numbers of JJ 604

TABLE 3.2: Circuits Margin of Measurement

Bit Width Chip Area Junction Count Power Consumption of AQFP (1GHz)

4 bit 2000µm × 730µm 604 1.25 × 10−9W
8 bit 3200µm × 1050µm 1004 1.82 × 10−9W
16 bit 5600µm × 1700µm 1804 2.39 × 10−9W

The photograph of fabricated chip is presented in Fig.3.20. The chip is fabricated
by process of AIST 10 kA/cm2 Nb high-speed standard process (HSTP)[37]. Chip
parameter is presented as Tab.3.3. Besides, we evaluate the relationship of bit width
and chip parameter. It is presented at Tab.3.2.

FIGURE 3.21: Measurement result with 100KHz excitation clock
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Then we do the measurement result both under high speed and low speed. The
low speed measurement result is presented at Fig.3.21. In this case we measure the 100
KHz excitation signal (red and blue). The phase difference of these two signal is 0.5
π. We set input to TD[0:3] "1111" When CLR signal is logic "1" for an example. The
Trg_on signal (orange) shows a rising edge that after 5 clocks of CLR. Because we need
SFQ to DC converter to confirm the pulse signal, the rising or falling edge of waveform
reveals there is one pulse generated[40]. After 15 clocks of Trg_on, the Trg_off (purple)
appears one pulse because of we input TD[0:3] as "1111".

FIGURE 3.22: Measurement result with 1GHz excitation clock
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Because our target maximum time interval is 200 ns, the necessary bit length for
the counter is 8 bits, assuming with a 1 GHz excitation clock. To demonstrate a small
prototype system, we reduced the bit length to 4 bits in the current design. Thus,
we do the measurement with 1 GHz excitation clock. Due to confirming SFQ pulse
needs a complex circuits, we just confirm the signal Trg_on and Trg_on before interface.
The result is presented in Fig.3.22. In this example shows that we input TD as 0001,
the duration between Trg_off and Trg_on arrives about 1 ns which is one clock time.
During the CLR logic "1" signal, the duration of Trg_off is 16 ns because the counter
is 4 bits. We measured the dependence of the time interval on the input data at 1
GHz operation and verified correct operation with a bit error rate less than 1%. The
measured margin of the excitation current ranged from -30% to 28%. The relationship
of duration time (∆T) vs.input data TD is presented at Fig.3.23.

The duration time (∆T) can be presented as follows:

∆T = TD × Tclock (3.17)

FIGURE 3.23: Measurement result with 1GHz excitation clock
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3.3 8-bit Integrator Circuits Using AQFP

Nowadays the research of qubit readout system has been paid attention. People uti-
lize the fact that the resonance frequency of the resonator changes according to the
state of the qubit which is coupled to an oscillator[41]. This approach can achieve
a high efficiency and nondestructive readout easily. To reduce the influence of ther-
mal noise, people do some work on the low noise amplifier to increase the qubit out-
put amplitude[42]. Some group including NEC release the out-coming result that the
Josephson Parametric Amplifier (JPA) can be used in qubit readout circuits[43]. In gen-
eral, the signal amplification factor of JPA increases with pump power, but there is a
certain threshold for pump power determined by the lifetime of interactivity photons.
That lads the phenomenon that JPA will oscillate and generate a signal at half pump
frequency when the threshold is crossed. That is called Josephson Parametric Oscilla-
tor (JPO)[44].

Here, we will explain the principle of qubit readout system simply using Fig.3.24.
In this use of the classical oscillator, it does not discriminate between the two different
qubit states. On the ohther, it discriminates between energies of radiation emitted by
a lossy resonator coupled to the qubit. So that it is possible to detect Rabi oscillation
of a qubit. Assume the oscillation frequency of qubit is ωo and it is coupled by a
resonator which oscillation frequency is ωr. The coupling strength (g) is much smaller
than difference of ωo and ωr. The probe microwave make the LC resonator to oscillate.
Once qubit oscillate with ωo, it has a impact on LC resonator though the coupling. This
influence will led the phase shift of LC resonator and the imagine figure is presented
at bottom of fig.3.24. So once we can detect the phase of LC resonator, we can calculate
the qubit state roughly. Now the JPO play the role of resonator by applied a pump
signal.

FIGURE 3.24: Qubit readout system

Due to qubit performs within several mk. The low power consumption readout
system is required to avoid to influence qubit. Fortunately, AQFQ owns the advantage
of low power consumption and it can detect the phase of microwave. The schematic
is presented in Fig.3.25. The primary component of JPO is input coupling capacitance
Cin, output coupling capacitance C2, resonance capacitance C1 and DC-SQUID termi-
nation. C1 and DC-SQUID constitute the resonator. The magnetic flux is penetrated by
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L1 and L2. Therefore, the boundary condition of resonator can be changed flexibly and
hence us to control the resonant frequency. The frequency of input signal Vin is ω0 and
current Iac provide 2ω0 pump current to the JPA and cause the resonance. The output
current in the resonance flows though L3 and couple to L4. L4 connects to AQFP cell
and output digital signal. We can detect the qubit oscillation phase matching to AQFP
excitation signal.

FIGURE 3.25: Schematic of JPO to AQFP

Input current grey zone of AQFP is parameter which shows the ability to resist
noise. The narrower grey zone owns the better robust against the noise and better
sensitive JPO readout system. Therefore, we will introduce digital process approach to
reduce the grey zone of AQFP.

3.3.1 Grey Zone of AQFP

Here we want to introduce the grey zone of AQFP. Generally, output of AQFP should
behave logic "1" when propagation current is positive (in Fig.3.1 from top to bottom)
and should behave logic "0" when propagation current is negative (in Fig.3.1 from bot-
tom to top). However,in physical layer, there is shunt resistance connect to junction. If
we consider the influence on input current, current will vibrate as normal distribution
which is presented in Fig.3.26. If we set the center current is 0 and the function of I
with thermal noise can be given as follows:

f (I) =
1√

2πσ2
exp(− I2

2σ2 ) (3.18)

σ decide the width of f (I). And we can calculate the probability of output is logic
"1". Here, we calculate the shadow area as presented in fig.3.27. The area can be pre-
sented as follows:

P(I) =
∫ +∞

0

1√
2πσ2

exp(− I2

2σ2 ) dI

= 0.5 +
∫ Iin

0

1√
2πσ2

exp(− I2

2σ2 ) dI
(3.19)
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FIGURE 3.26: Distribution of input current considering fluctuations of
thermal noise

The we derivative the P(I), we can get as follows:

P′(I) =
1√

2πσ2
exp(− I2

2σ2 ) (3.20)

The width of grey zone can be defined that the slope of reciprocal of tangent when
probability P(I) = 0.5. It is obvious that P(I) = 0.5 when current I = 0. Thus, width
of grey zone (∆I) can be given as follows:

P′(0) =
1√

2πσ2
=

1
∆I

(3.21)

Then we will give the error function that we set the I =
√

2σt, the formula P(I) can
be presented as follows:

P(I) = 0.5 + 0.5 × 2√
π

∫ Iin√
2σ

0
exp(−t2) dt (3.22)

The error function is as follows:

er f (x) =
2√
π

∫ Iin√
2σ

0
exp(−t2) dt (3.23)

And
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FIGURE 3.27: Shadow Area Perform Logic state “1”

P(I) = 0.5 + 0.5er f (
√

π
I

∆I
) (3.24)

We can describe the probability of logic "1" using error function. And we present
the Imagine figure in fig.3.28 The smaller width grey zone, the higher resolution of one
AQFP cell. It can be applied to detect the massage. And vice, the wide grey zone of
AQFQ can be used as random number generator.
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FIGURE 3.28: Output probability P of logic state “1” by I

3.3.2 Integration Theory

As mentioned, we suggest that using AQFP circuits to detect qubit signal phase. AQFP
buffer chain sensitive is decided by grey zone of single buffer directly. Compare to
improving buffer on physical layer, applying digital method to enhance sensitive will
be much easier. Thus, we design the integrator using AQFP circuits to output majority
of input data.

FIGURE 3.29: Principle of integrator

he operation principle is presented as fig. 3.29. At first, we reset the system code to
100. . . 0. Then code will increase or decrease according to input data as figure shows.
System should be reset if overflow situation occurs. The most significant bit (MSB) of
system code reveals the integral result directly which also means the majority result.

It is obvious that integral data numbers will influence grey zone. Assume that the
grey zone of single buffer is ∆I which is given in formula 2-1 (P is possibility of ‘1’ and
I is input current). When we input m numbers of data to buffer chain. Grey zone of
Buffer chain system is still p because of independence of each data. When we input
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m numbers of data into integrator, the situation will become complex because of non-
independence of each data. Possibility of “1” occurs on first data is P(D1) is given in
(3.25). P(D2) is given in (3.26) and possibility of total m numbers of data is given in
(3.27). To calculate the grey zone, it is necessary to do differential calculus to formula
(3.28) and result is given as formula (3.29). Thus the relationship of grey zone and
integral number can be presented in Fig.3.30. It is obvious that more integral data the
narrower AQFP grey zone

P′(I)|I=0 = P′ =
1√

2πσ2
=

1
∆I

(3.25)

P(D1) = P (3.26)

P(D2) = P2 + P(1 − P) (3.27)

Pint(I) =
1
M

M

∑
k=1

P(DM) (3.28)

P′
int(I) =

1
2M∆I

M

∑
k=1

((
M

[(M + 1)/2]

)
M + 1

2M

)
(3.29)

FIGURE 3.30: Theoretical value of Grey zone vs. intergal number



Chapter 3. Timing Controller Circuits And Integrator Using AQFP 60

3.3.3 AQFP Integrator Circuits

FIGURE 3.31: Integrator system designed with AQFP

Fig. 3.31 illustrates the structure of n-bits AQFP integrator system. The system
consists of n blocks where each block process 1 bit data. The first block (B1) needs 2
input to accomplish the function. The formula is given as flows:

b′1 = b1 × Reset (3.30)

C1 = (Data_in
⊕

b1)× Reset (3.31)

Here the b′1 is next state of b1. Due to there is no basic logic gate in AQFP, we need to
establish XOR gate (dot square) which will be used in other blocks. There are 4 outputs
of this block, bit data (b1), carry bit (C1), reset and data_in. C1, reset and data_in will be
used in subsequent block (B2) for calculation. The rest of block (B2 B3 . . . to Bn) is the
same structure. The formula of this blocks is given as flow:

b′n = (Data_in
⊕

Cn−1)× Reset (3.32)

Cn = Data_in × Cn−1 × Reset + Data_in × Cn−1 × Reset (3.33)

The system state consists with (bnbn−1. . . b2b1). The Cn shows the situation whether
an arithmetic carry or borrow has been generated out of the (MSB) logic unit. Thus, it
can be monitored system code overflow. Here we need Reset and Data_in signal run
though all blocks for calculation using build-in buffer chain (red line). On the other
hand, we can not only obtain the grey zone of AQFQ buffer (Data_in), but also the
grey-zone integral result (bn).
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TABLE 3.3: Circuits Margin of Measurement

Parameter name 2 bit 4 bit 8 bit

Chip Area (µ m × µ m ) 600 × 1000 600 × 1800 600 × 3200
Numbers of JJ 240 450 782

Excitation Margin (Measurement) [-33.4%, 32%] [-32%, 32% ] [-31.8%, 32% ]
Power Consumption (×10−9W)@ 5GHz 0.236 0.84 1.96

3.3.4 Chip Fabrication and Measurement Result

FIGURE 3.32: Photograph of 8 bit integrator

Here, we give the photograph of 8 bits integrator in Fig.3.32. Each block is designed
as same width for increasing the extra blocks. It is meaningless to observe all of system
state bits expect bn. To save the chip area we just observe 4 outputs. To confirm the
function, we fabricate a 2 bit integrator which only hold the block B1 and Bn. The
measurement of 2 bit integrator result is presented in fig.. In this experiment, we apply
100 kHz excitation signal. To observe the system inside data, there is one clock latency
appear on MSB (limited by feed back line length so we add one more 4 phase to observe
it). As the fig.3.33 shows, the code with same color constitutes a pair. When the Reset
becomes logic 1, state (B2B1) is set to 10. We confirm the operation is as Fig 2 present.
The overflow occurs when state changes from 00 to 11 or from 11 to 00. At this moment,
the C2 will turn logic 1 to show this situation.

We list a table to present the chip parameter estimate the power consumption[1].
Because the block width is almost the same, so with the increasing of blocks, the chip
just becomes longer. We do the measurement of 3 different bits integrator with 100
kHz excitation signal. The margin almost the same which is about 30%. The numbers
of JJs almost multiple increase with bit numbers. The power consumption is simulated
by JSIM which excitation signal is about 5 GHz.
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FIGURE 3.33: Measurement result of 2 bit integrator

Besides, we do the experiment to calculate the grey zone of system. We reset the
system every few clocks to avoid the overflow. During the time we change the different
dc signal to data_in. Then we count the numbers of logic 1 and calculate the probability.
The result is presented fig.3.34 (a). In this graph we list 4 examples of integral numbers
of data. The change tendency of curve will become stepper when we integrate more
data. When input current is about -0.9 uA, the probability is about 50%. That is because
parameter of fabricated AQFP cell exist deviation. Fig.3.34 (b) reveals the relationship
between integral numbers and grey zone. It shows that value of grey zone become
smaller when we integrate more data. The curve tendency conforms to the theoretical
expectation.
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FIGURE 3.34: Grey zone vs. integral numbers

3.4 Conclusion

In this section we introduce the designed circuits which uses AQFP cell. AQFP owns
the lower power consumption compared with SFQ circuits which reveals the poten-
tial to instead SFQ circuits to control qubit. The timing controller circuit is applied
to microwave generator and we confirmed the operation with measurement. To read
out the state of qubit, the JPO is required and the phase should be detected. Thus, we
designed the integrator using AQFP for improving sensitive of detecting phase. We
test the circuits with 2bits,4bits and 8bits. It is obvious the the more number of bits
can contain more input data. On the base that AQFP can detect microwave phase, we
expect to apply the integrator on the JPO.

Although the duration can be controlled by AQFP, it is also hard to design a kind
of superconducting circuit for adjusting duration of pair pulses. The strong and stable
current is required as control current in fig.2.19. Therefor, we pay attention on Cryo-
CMOS circuits as control current and it will be introduced in next chapter.



64

Chapter 4

Arbitrary Envelope Signal Generator
Using Cryo-CMOS

As mentioned in chapter2, we designed the microwave generator and confirm the
function within cryogenic temperature. The microwave amplitude is changeable ac-
cording to control current. Thus, we can change the variation trend of control current
to modulate microwave. However, we evaluate the value of control current and sev-
eral milliampere is required in microwave generator. What’s more, the control current
should be stable. Fortunately, there is a technique to support this function, Cryogenic-
CMOS. Firstly, the current which is generated by Cryogenic-CMOS is much stabler
than superconducting circuits. Secondly, it can perform at least of 1 GHz operation
speed within cryogenic temperature. The decoherence time of transform qubit is more
than 20 µs. We can generate thousands of operations with cryogenic-CMOS before
the decoherence time. Thirdly, we can put the CMOS circuits far away from quantum
process to avoid the impact of thermal noise on quantum process.

4.1 Device of NMOS and PMOS

FIGURE 4.1: Model of CMOS
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Here we give the the model of CMOS in Fig.4.1. Both of them contains the gate
(G),source (S) and drain (D). The current can be gives as follows:

ID =

{
β((VGS − VTH)VDS −

V2
DS
2 ) if VGS − VTH < VDS

β
2 (VGS − VTH)

2 if VGS − VTH ≥ VDS
(4.1)

Here, β is presented as (4.2). The µ is electronic mobility, Cox is capacitance which
is mainly decided by device process. W is the width and L is length of of transistor. We
give the simulation result of I-V characteristic.

β = µCox
W
L

(4.2)

FIGURE 4.2: I-V characteristic

Here, we give the I-V characteristic of NMOS in fig.4.2. The VTH is about 0.65 V of
NMOS. Due the VDS is 1.8 V, the NMOS keep in the linear region. The slope of curve
can reveal the parameter β.

The I-V characteristic about VGS is presented in fig.4.2. The saturation region of
NMOS can be observed obviously. However, the current will not keep as a constant
because of channel length modulation. It is caused when VDS continuous to increase,
the effective channel length decreases instead. Generally,this phenomenon is quite
obvious if the L of device is smaller. The function can be written as follows:

ID =
β

2
(VGS − VTH)

2(1 + λVDS) (4.3)
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FIGURE 4.3: I-V characteristic

4.1.1 Digital Cell Designed Using CMOS

FIGURE 4.4: Schematic and layout of of Inverter

Here, we will introduce some sample examples that the digital cell designed by
CMOS. Fig.4.4 present the symbol and layout figure. Generally, we set the voltage
(VDD) to logic "1" and GND to logic "0". When voltage (A) is logic "1", the PMOS will
close and NMOS will open. Thus, the voltage (B) is close to GND and become logic
“0”. We use this characteristic to reverse the logic. Formula is presented as follows:

B = A (4.4)
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FIGURE 4.5: Schematic and layout of of AND GATE

Here, we present AND gate in fig.4.5.Only when input A and B is logic "1", The
NMOS open and output C is nearly close to ground. Either A or B has to be logic "0",
the PMOS will open and C is nearly close to VDD. Then we reverse logic C to D. The
formulation can be presented as follows:

D = C = A + B (4.5)

FIGURE 4.6: Schematic and layout of of OR GATE

Here, we present OR gate in fig.4.6.Only when input A and B is logic "0", The PMOS
open and output C is nearly close to VDD. Either A or B has to be logic "1", the NMOS
will open and C is nearly close to GND. Then we reverse logic C to D. The formulation
can be presented as follows:

D = C = A × B (4.6)
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FIGURE 4.7: Schematic and layout of of Transmission GATE

Here, we present transmission gate in fig.4.7. We use NMOS and PMOS to consist
this cell. When One of the transistor is on state, the other will keep on. If one transistor
of them becomes smaller by input signal, another will be bigger. That is the reason
why transmission gate can be seen as a stable resistance.

The formulation can be presented as follows:

A = B, when C is logic 1 (4.7)

4.1.2 D Filp-Flop

FIGURE 4.8: Schematic and layout of of DFF

Here, we present the schematic and layout of D filp-flop (DFF). The structure is
master-salve type. Once the clock signal (CLK) is logic “1”, the DFF will record the
data D. Then clock turns logic “0”, the data is stored in the loop and keep output. The
reset function (CL) is added to control DFF state. Reset function can be achieved by
many methods.We can reset the state as logic "1" shown in fig.4.8 and reset the state as
logic "0" shown in fig.4.9.
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FIGURE 4.9: Schematic and layout of of DFF’

The simulation result is presented in fig.4.10. When Clock (CLK) Turns to “0”,
output of DFF and DFF’s is the last record data (D). When reset signal is logic "1", the
DFF is reset to "0" and DFF’s is reset to "1".

FIGURE 4.10: Simulation result of DFF and DFF’s @ 1GHz
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4.1.3 Digital to Analog Converter

Theory

FIGURE 4.11: Schematic of 4-bit DAC

To generate the arbitrary envelope signal, the Digital to Analog Converter (DAC)
is required to output the current signal. Here, we present the structure of 4 bit DAC in
fig.4.11. It contains the current source and control parts. The current source is applied
to provide the stable bias voltage to P3,P4,P5 and P6. Because the P1 and P2 use the same
bias voltage, the current cross the transistor is the same.

I1 = Ire f (4.8)

Then we consider the VGS of N1 and N2.

VGSN1 = VGSN2 + Ire f R (4.9)

Assume the width of N2 is K times of N1. According the function (4.1), the formula
can be presented as follows:

√
2I1

β(W/L)
=

√
2I1

βK(W/L)
+ Ire f R (4.10)

Then the reference current Ire f can be presented as follows:

Ire f =
2

β(W/L)
1
R
(1 − 1√

K
)2 (4.11)

The formula reveals that the reference current Ire f is inverse ratio of R. Larger K
will led to larger current, which required larger width W to keep balance. Thus, we
take K to 2. The simulation result is present in fig.4.12. Variation trend is match the
expectation.

The structure of DAC is used mirror current so that the current cross the PMOS can
be presented as follows:
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FIGURE 4.12: Relationship vs. K and R

Ire f = β
WP2

2LP2
(VGSP2 − VTH)

2 (4.12)

IP3 = β
WP3

2LP3
(VGSP3 − VTH)

2 =
WP2LP3

WP3LP2
Ire f (4.13)

Generally, we set the length of transistor (L) to the minimum to achieve the largest
operation speed. Therefore, the current can be copy to the other transistors which are
applied the same bias voltage. If we set the width as follows:

WP6 = 2 × WP5 = 4 × WP4 = 8 × WP3 (4.14)

The output current can be given as follows:

Iout = d0 × Iout + d1 × 2Iout + d2 × 4Iout + d3 × 8Iout (4.15)

The d0,d1,d2 and d3 is the logic signal to control the switch on and off.
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FIGURE 4.13: Version 1 of Layout of 4-bit DAC

The layout is presented in fig.4.13. However, this design will cause the parameter
different on PMOS easily such as different resistances connects to PMOS. To avoid the
linearity worse, we improve the layout and is given in fig .4.14. This design applies the
the multiple method where it connect the M same transistor in parallel.
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FIGURE 4.14: Version 2 of Layout of 4-bit DAC

Measurement

FIGURE 4.15: Measurement of 4-bit DAC @ 100 kHz

Here we give the measurement result of 4 bit DAC when clock is 100kHz. The
resistance is used 100 Ω. In this experiment, the maximum value is 103 mV and the
LSB is about 6.9 mV where load resistance is 50 Ω. We can calculate the differential
nonlinearity (DNL) is about 0.1 LSB by using formula as follows:

DNL =

∣∣∣∣
VD+1 − VD

VLSB − Videal
− 1

∣∣∣∣ (4.16)

We present the relationship of output voltage vs.input data. It behaves the linearity
both of simulation and measurement. The measurement value is larger than simu-
lation. On the other hand, we present the relationship of output voltage vs.connect
voltage. It is match to expectation which is in fig.4.12.
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FIGURE 4.16: Measurement of 4-bit DAC @ 100 kHz

FIGURE 4.17: Measurement of 4-bit DAC @ 100 kHz

4.2 Arbitrary Envelope Signal Generator

4.2.1 Structure of System

Here, we present the system contains 8 DAC arrays and Control system which is ap-
plied to switch array. Bit line (BL) is used to control the DAC and output required
current, here is 4 bit to control DAC. Confluence current will generate a signal which
looks like a "pyramid". This current is smoothed though low pass filter and output
required current. it reveals the potential of real time calibration according requirement
because data in BL can be changed easily.
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FIGURE 4.18: Arbitrary Envelope Signal Generator

Control System

FIGURE 4.19: Control system for Switch Array

Then, the stop signal becomes logic "1" and input to DFF (green) as clock. The input
D is reverse to logic 1 and Q turns to logic "0". The DFF’s stop the reset state and start
to work. With difference performance of DFF, the DFF’s shift the signal and perform
the falling edge of "pyramid". Then the next the start signal comes logic “1”, the DFF
(green) is reset and output of Q becomes logic "1". The "pyramid" is applied to switch
array and period of "pyramid" by duration of start and stop.
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FIGURE 4.20: Low pass filter

FIGURE 4.21: Low pass filter simulation

Low Pass Filter

To smooth the "pyramid" signal, the low pass filter is required. The total time for one
operation is about 20 ns and fastest clock period is about 1 GHz. Thus, the cutoff
frequency of filter should be larger than 0.05GHz and smaller than 0.95GHz. Here we
choose the frequency is 0.8GHz. The schematic and layout is presented in fig.4.20.

Besides, we choose the Chebyshev type filter. The reason is as follows:
1.Chebyshev filter Chebyshev filters are sharper than the Butterworth filter.
2. Although they are not as sharp as the elliptic one, but they show fewer ripples

over the bandwidth
3.Chebyshev filter type 2 may have better ripples than type1 but it needs more cells

to realize.
The simulation result of low pass filter is presented in fig.4.21. Although 6 orders of

filter require lots of area, it will achieve good performance on characteristic. The chip
is fabricated by process of AIST 10 kA/cm2 Nb high-speed standard process (HSTP).
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FIGURE 4.22: Chip Photograph of Arbitrary Envelope Signal Generator

4.2.2 Measurement (Without Filter)

The chip photograph of arbitrary envelope signal generator is presented in fig.4.22.
Circuits area is about 100µm × 200µm. The power consumption is about 2.13 mW in
calculation.

Then we give the measurement result presented in fig.4.23 and fig.4.24 where we
can adjust different data of BL in fig.4.18. For example, it is obvious that the triangle
type is available if we set the BL data to all logic "1". The operation speed of generator
can arrive at 1 MHz because higher speed will lead strong reflection on the clock (CLK)
signal. It can be solved by connect a 50 Ω resistance which connects to the ground in
future.

On the other hand, we want to test the range of output value. Thus, we remove the
current source and use the external bias voltage to provide reference current temporar-
ily. We close the 7 DACs by set the BL all "0" of them and remain one DAC to output
maximum value. Margin of single DAC is presented in fig.4.25. We list the two wave-
form variation trend Within temperature of 4.2 K. The measurement result is close to
simulation result. The difference exists because the model parameter is different with
actual fabrication. The output decreases with the bias voltage increasing. The variation
trend perform Approximately linearly because the β is very small.

Then we set all DACs to output maximum value. The result is presented in fig.4.26.
1. When bias voltage is in the range of from 0.0 V to 0.5 V, the output voltage keeps

a stable value both of cryogenic and room temperature. The transistor NOMS is in the
saturation area in advance. This will limit the current increasing.

2. When bias voltage is in the range of from 0.5 V to 1 V, the output voltage reveals
linear variation trend. In this area because the PMOS start to step to triode region. The
current begins to fall up with bais voltage incrasing.

3. When the bias voltage is close to 1.2 V, the output current is very small. The
threshold current of PMOS can be evaluated about 0.7 V.

We compare the result under cryogenic and room temperature. Generally, the cur-
rent is smaller under room temperature because the bigger resistance. Room tempera-
ture β seems smaller than cryogenic using the fabrication process
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FIGURE 4.23: Measurement result of Arbitrary Envelope Signal Generator
(Sine Type)

FIGURE 4.24: Chip Photograph of Arbitrary Envelope Signal Generator
(Triangle Type)
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FIGURE 4.25: Single DAC Maximum Output vs.Bias Voltage

FIGURE 4.26: All DACs Maximum Output vs.Bias Voltage
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FIGURE 4.27: CMOS Memory Envelope Generator

4.3 Conclusion

We design an arbitrary envelope signal using Cyo-CMOS technology. The process is
Rohm 18 µm. We confirm that it can generate different "pyramid" type signal by detect-
ing waveform. We measure the range of output current which can be used to improve
the sensitive. Several logic and analog cell with layout are designed, which will be con-
vince for designing other circuits. Especially, the DAC cell is not only applied in CMOS
circuits, but also applied in CMOS-SFQ hybrid system to control the bias current.

However, the filter has not been send before this thesis is finished. Therefore, we
have not get the measurement result including the low pass filter. Although the this
generator has only 8 DACs, it also has potential to improve the sensitive to increase
the number of DACs. Higher sensitive will make the output signal closer to the target
such as Gaussian waveform. The amount of BL is very large so we can use a memory
to save this cables which is presented in fig.4.27.
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Chapter 5

Improvement for Microwave Generator

FIGURE 5.1: Photograph of pilot version

We have introduce the each parts of QEC system presented in fig.1.4. This struc-
ture can save lots of cables to connect to qubit, especially when the number of qubit
increases. For example, we can apply multiple generator to control multiple qubits just
need one signal generator in room temperature. Besides, we can correct several qubits
by single control system. The microwave generator (SFQ) can be fabricated by low Ic
Jpsephson Junction, which reveals the potential of connect to qubit in the future.

Here, we present the system photograph in fig.5.1. Because the measurement of
low filter which is applied in CMOS control system has not been finished, the fig.5.1 is
the pilot version of the system. The chip area is about 3000µm × 2500µm.
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FIGURE 5.2: Simulation Result

The simulation result is presented in fig.5.2. In this simulation, we input the contin-
ues 10 GHz microwave. And we said we can adjust the duration of pulse on and pulse
off though timing controller circuits. During the period of pulse on and off, the en-
velope signal which is determined by control current can modulate microwave shape.
For example, we input the trapezoid and triangle signal at two periods. We apply two
types of filter to observe the waveform. Both of band pass filter and low pass filter can
achieve the modulated microwave. However, the band pass filter will make a latency
of response which is mainly decided by the bandwidth. On the other hand, low pass
will output waveform immediately but it owns the DC signal and pulse signal at the
beginning and end.

According to the simulation result, the amplitude of microwave is about 0.35 µA
both of band and low pass filter. We can calculate the thermal noise as follows :

Vnoise =
√

4KbRTB (5.1)
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Then the Signal to Noise Ratio (SNR) can be calculated as follows:

Vnoise = 10lg(
Ps

Pn
) ≈ 20dB (5.2)

Here is some problems to be solved:
1. The amplitude of output microwave is small. Especially, the power will be

smaller if the low critical current of Junction is applied in the future.
2. The initial phase can not be controlled. As mentioned in chapter 1, the initial

phase will decide the Bloch ball rote direction. It is necessary to control this parameter
for QEC in the future.

3.For high integration, it is necessary to save the area for more numbers of qubits.
Here, we give some suggestion to solve this problem. We design and fabricate

the Coupled Resonator Filter to move the impedance matching circuits. We do the
measurement to confirm this function. Moreover, we design and fabricate the novel
microwave generator which hybrid negative and positive pulses.

5.1 Measurement of Coupled Resonator Filter

FIGURE 5.3: Coupled Resonator Filter

The filter is necessary for pulse signal for generating microwave. Although the area
of filter can be optimised, the impatience matching circuits can be saved by novel type
filter - Coupled Resonator Filter (CRF) which is presented in fig.5.3. CRF is applied
to transform the low pass filter to band pass filter by inserting many stages resonator
generally. Many researches has been done so we give the parameter directly in Tab.5.1
[1]. Because the resistance is changed by resonator, the parameter is unsymmetrical.

FIGURE 5.4: Chip photograph of CRF
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TABLE 5.1: Circuits Margin of Measurement

No. Parameter name Value Parameter name Value

1 L1 409.66 pH C1 1277.3fF
2 L2 751.56 pH C2 1277.3fF
3 L3 15.28 pH C3 1277.3fF
4 L4 768.96 pH C4 1277.3fF
5 L5 11.60 pH L8 609.3pH
6 L6 768.96 pH L9 609.3pH
6 L7 15.28 pH

Although the chip is fabricated which is presented in , how to measure the filter be-
comes a problem. Once we detected the characteristic using Vector Network Analyze
(VNA), the result is hard to be observe because the two ports impedance mismatch.
Therefore, we apply an another method to detect the characteristic of CRF. The chip
photograph is presented in fig.5.4. The biggest problem is the cross talk which will dis-
turb the measurement result. That means we can not input 5GHz signal directly. We
suggest that input 2.5 GHz pulse to detect the characteristic. However, this method
will lead to loss half signal. Thus we apply the another characteristic of DC-SFQ to
offset the signal., which can generate two pulse at a time.

Assume the SFQ pulse is ideal pulse signal. The infinite impulse response of a
system can be present as follows:

fs(t) = f (t)
⊗

h(t) =
∞

∑
n=−∞

δ(t − nT1)
⊗

h(t) (5.3)

Assume the SFQ pulse is ideal pulse signal. h(t) is filter system function. T1 is period
of pulse sequence. The infinite impulse response of a system can be present as follows:

fs(ω) = 2π(
∞

∑
n=−∞

δ(ω − nω1))× H(ω) (5.4)

We do duplicate the pulse time t0 later (t0 is very small), the formula can be presented
as follows:

Fs(ω) = 2π(
∞

∑
n=−∞

δ(ω − nω1)(1 + e−jwt0))× H(ω)

≈ 4π(
∞

∑
n=−∞

δ(ω − nω1))× H(ω)

(5.5)
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FIGURE 5.5: Measurement of Characteristic using Spectrum Analyzer
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FIGURE 5.6: Summary of Characteristic

Assume the bandwidth of filter is from ωL to ωR, then we can adjust the period
of SFQ-pulse sequence to observe the bandwidth by judging the amplitude variation.
We make the summary to reveal the characteristic of band pass filter. The maximum
value of output is about 1.5 µV, which is close to the simulation value. According to
variation of amplitude value, we can valuate the range is about 4.85 GHz to 5.05 GHz.
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5.2 Novel Microwave Generator

As mentioned, the amplitude of microwave should be amplified and initial phase
should be controlled. Let us assume if there are negative pulse mixing into positive
pulse, what will happen.

FIGURE 5.7: Negative and positive pulse hybrid

FIGURE 5.8: Hybrid negative pulse to control the phase

The do the mathematical model which is similar with function (2.23). The result
of two types is presented in fig.5.7. We apply several pulses to simulate this model.
The amplitude of output which hybrid the negative pulse (green) is much larger than
before (purple) on both band pass and low pass filter. What is more, the dc component
is disappear. More over, the initial pulse will decide the initial phase of microwave
which is presented in Fig.5.8. It is obvious that if the first pulse is positive, phase of
microwave is 0. On the other hand, if the pulse is negative, the phase should be π.

5.2.1 Negative Pulse Generator

So it is very important for us to design a circuit which can generate the positive pulse.
The circuit is present in fig.5.9. This circuits is applied to transform one positive pulse
to one negative pulse. We consider the loop which contains the J1,J2,J3 and J4. Once
the pulse is input to J1 from JTL, the phase of J1 will turn 2π. Then, we insert two same
JJ (J2 and J3) to let them switch at same time. Thus, the phase on the loop will turn 4 π.
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FIGURE 5.9: Negative Pulse Generator

To keep balance, the phase of J4 has to turn -2π. According to formula (2.2), the output
pulse will be negative. For keeping latency output pulse the same, we add another
road to output positive pulse. The simulation is present at right of fig.5.9.

φ1 +
2π I1 × L1+2

Φ0
+ φ23 =

2π I4 × L4

Φ0
+ φ4 (5.6)

φ1 − φ23 ≈ φ4 (5.7)

FIGURE 5.10: Margin and Layout of Negative Pulse Generator

The design margin and layout is presented in fig.5.10. Here to confirm the right op-
eration, we should test both positive and negative pulse to ensure the signal is inverse.
The margin of main parameter is almost beyond 100%. The minimum can arrive 40%.

Phase Control Circuit

With the negative pulse generator, it is possible for us to control the phase. The schematic
of control circuits is presented in fig.5.11. Pulse sequence is input and the switch is ap-
plied to control the duration of it. Here we apply the splitter to separate the pulse and
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FIGURE 5.11: Phase Control circuits using SFQ

input to the two TFFs. The control pulse as external pulse input to TFF. Inverter (Inv)
is applied so that the only one TFF can receive the pulse. This decided which TFF can
output pulse in advance. The pulse on is the clock signal of Inv. The simulation result
is presented. For example, once the control pulse is input as "1" when pulse on is input.
The top TFF will receive the control pulse plus separated pulse and output the pulse at
first. Output B should wait the next separated pulse. On the other when control pulse
is logic "0", the output B will output pulse firstly. Based on this, we can control the
phase just by inversion of pulse B which is shown as fig.5.8.
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Wilkinson Power Divider

FIGURE 5.12: Principle of Wilkinson Power Divider

Although we have both negative and positive pulse, it is difficult to confluence
them because the bias current of them is inverse. Thus, generally confluence buffer
(CB) will not work. Consider this hybrid signal is applied to filter, we suggest using
Wilkinson power divider to connect the filter. Although it is called power divider, it
also can be applied to confluence the power together. The principle is presented in
fig.5.12. We set the ZCA is resistance where is from port C to port A and ZBA is is
resistance where is from port C to port B. Thus, the formulation can be presented in as
follows:

1
Z0

=
1

ZCA
+

1
ZCB

(5.8)

And we assume the power ratio (K) can be presented as follows:

k2 =
PA

PB
=

R1

R2
(5.9)

According λ/4 transmission theory, the formula can be presented as follows:

Z2
02 = ZAC × R1 (5.10)

Z2
02 = ZBC × R2 (5.11)

Assume the R2 = kZ0, R3 = Z0/K, the Z2
02 and Z2

03 can be calculated as follows:

Z2
02 = Z0

√
k(1 + k2) (5.12)

Z2
02 = Z0

√
(1 + k2)

k3 (5.13)

Generally, we set the k = 1 to ensure the same power from port A and port B. If we
add the resistance R, it can increase the isolation of port A and port B to achieve higher
bandwidth. For example if the signal reflect from A to B, it must pass though two λ/4
transmission line. Thus the phase will be inverse. On the other hand ,the signal can
pass A to B though the resistance R, which does not need phase inverse. The this two
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signal will offset. The resistance is presented to match impatience as follows:

R = Z0(k +
1
k
) (5.14)

FIGURE 5.13: HSTP process

In this case, we will use HSTP process which is presented in fig.5.13. We apply the
CTL layer to design transmission model in fig.5.13. The Width is decided by impa-
tience match value, and length is decided by frequency. After calculation, the width is
about 1 µ m for 70.7 Ω and 2.1 m for 50 Ω. The schematic of circuits is presented in
fig.5.14 and the layout is presented in fig.5.15. The circuits area is about 1mm × 2mm.

FIGURE 5.14: Schematic for Calculating the Parameter
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FIGURE 5.15: Layout of Wilkinson Power Divider

FIGURE 5.16: Simulation result of Wilkinson Power Divider

The simulation result is presented in fig.5.16. Simulator isAdvanced Design system
(ADS). The reflection of eachports can be restrained below the -30dB at 5 GHz. On the
other hand, the transmission parameter S12 and S13 is about -3dB at 5 GHz. The loss
may be caused by calculation error on the layout. The S32 is restrained below -40dB,
that shows the 5 GHz signal is limited from port A to B.
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5.3 Schematic and Simulation of Novel Microwave Gen-
erator

FIGURE 5.17: Schematic of Novel Microwave Generator

The schematic of novel microwave generator is presented in fig.5.17. Here the neg-
ative pulse generator (NPG) and Wilkinson power divider (WPD) are applied. Oper-
ation principle is almost the same with the traditional type. The different thing is that
we add the phase control circuits to control the first pulse in the sequence. Besides,
we use the NPG to inverse one side pulses. At last, we combine the pulse together
using PWD. The WPD can take impedance matching theoretically which can save lots
of area. But this stage we set the 50 Ω matching for measurement. Filter is applied as
band pass filter where bandwidth is about 200 MHz.

FIGURE 5.18: Simulation of Novel Pulse Generator
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TABLE 5.2: Two types of microwave generator

No. Parameter Name Traditional Novel

1 Chip Area 3000 µm × 3000 µm 4000 µm × 4000 µm
2 Maximum Amplitude 0.3 µA 1.5 µA
3 SNR 20 dB 34 dB
4 Initial Phase Controllable No Yes
5 Number of JJs 170 330
6 Bias Current (total) 20 mA 39 mA

Here, we give the simulation result in fig.5.18. We input 10 GHz microwave sig-
nal (Black). At same time we apply the trapezoid type control current to modulate
the envelope the microwave as an example. We present two control situations where
control pulse is logic “1” and “0”. The amplitude of output signal can arrive about 1.5
µA which is five times of transitional types. Shape of output microwave shows the
trapezoid because of control current.

5.4 Conclusion

In section we have do some suggest to improve the amplitude of generated microwave.
Moreover, we can make the initial phase of microwave controllable. Although the
power divider will be applied, but this parts can be optimised in the future.

Here is the comparison of two types of microwave generators in Tab.5.2. Compared
with traditional one, WPD of novel one take a external area. The characteristic of mi-
crowave is improved in simulation. Power consumption increase with the numbers of
jj which will disturb the qubit state in future. Some research about reducing the power
consumption is under process such as using ERSQ instead of SFQ cells. Moreover, the
phase of microwave should be calibrated by adjusting the parameter.
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Chapter 6

Conclusion and Future Work

Quantum computer owns the potential to solving more problem which traditional
computer can not solve. There is a problem that the error will rise easily with growing
of numbers of qubit. Thus, we need a QEC system to realize the fault tolerant quan-
tum computer. The QEC system requires the low temperature qubit control system and
we suggest a structure which is supposed by superconducting circuits and cryogenic
CMOS to control the qubit.

1. We design the microwave generator using SFQ circuits. The amplitude and
duration of generated microwave can be controlled which is mainly influence the qubit
state. We fabricate it with HSTP process and confirm the function with measurement.

2.We designed the duration timing control circuits and integrator which is applied
in the JPO using AQFP circuits. AQFP circuits owns the lower power consumption
than SFQ. It is possible to instead the SFQ circuits to generate microwave. On the other
hand, we need JPO to read out the state of qubit. To improve the sensitive of read out
system, we design the integrate to gather the data with AQFP. Both of circuits has been
confirmed with measurement.

3. It is not enough that just control the duration of microwave. Therefore, we de-
signed an arbitrary envelope generator with cryogenic CMOS technology. Although
the CMOS will cost lots of energy than superconducting circuits, it can be applied
within 4.2K and superconducting circuits can be applied within several mk. On the
other hand, the CMOS can provide the stable current which can be applied as control
current of microwave generator. This circuits has been confirmed with measurement.

4.Although the amplitude and duration of generated microwave can be controlled,
the SNR is small (about 20dB). Thus, we suggest a new method to improve the signal
SNR with negative pulse. On the other hand, the initial phase of microwave is also
can be controlled. According the simulation, the SNR can increase to about 34 dB. Be-
sides, we design the band pass filter which does not required the impedance matching
circuits to save the area of chip.

In the future, we plan to reduce the power consumption of microwave generator
where the Energy-efficient SFQ (ERSFQ) circuits may be applied. Moreover, the phase
of microwave should be calibrated to ensure the center frequency is 5GHz. At least,
we hope to apply the negative pulse and positive pulse in the microwave generator to
control the qubit.
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