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Highlights 

 

• The SA-R RANS model coefficient C_rot = 2.0 is re-investigated. 
 

• LES coefficient C_DES is calibrated for dissipation control in DDES (C_DES = 0.51). 

 

• Dirty-cell (AR > 4) treatments in unstructured grids for smooth LES/RANS transition. 

 

• As a result, a better leading-edge separation prediction is achieved for NASA CRM. 
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Abstract 

†
In this study, delayed detached-eddy simulations (DDESs) based on the Spalart–Allmaras turbulence model are 

investigated for separation flows. Three simple modifications are considered: the Reynolds-averaged Navier–Stokes 

(RANS) turbulence model coefficient, Crot, is calibrated to achieve a better leading-edge separation prediction in 

DDES; the large-eddy simulation (LES) coefficient, CDES, is assessed to obtain better dissipation control in DDES; 

and dirty-cell treatments in three-dimensional unstructured grids are conducted for a smooth LES/RANS transition. 

Numerical results confirm the effects of the three aforementioned steps, such as the reproducibility of the measured 

pressure distribution over the main wing in unsteady turbulence simulations of low-speed buffet around the NASA 

Common Research Model. Thus, these modifications will potentially serve as good alternatives, without major 

programming efforts, to the conventional approaches for practitioners. 

Keywords: DDES, RANS, Spalart-Allmaras, HR-SLAU2, Buffet, Leading-Edge Separation 

1. Introduction 

Buffet phenomena are categorized as high-speed (associated with shock waves) at a transonic speed [1, 2] and low-

speed at a subsonic speed
 
[3], and both are of great engineering significance. Many aspects of flow physics are 

involved in the buffet phenomena. For example, Dandois et al. conducted a large-eddy simulation on the laminar 
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transonic buffet, and revealed that its mechanism was different from a turbulent one [4]. Kouchi et al. 

experimentally investigated the effects of vortex generators on buffets using a fast-framing focusing Schlieren 

technique and wavelet analysis [5]. Nevertheless, numerical modeling of buffet phenomena is challenging. For 

example, to the best of our knowledge, for low-speed buffet simulations, no numerical solution currently available 

satisfactorily predicts the experimental data for the NASA Common Research Model (CRM) configuration
 
[3]. In 

particular, it is extremely difficult to capture the leading-edge (L.E.) separation near the main wing root and its 

associated flow unsteadiness (presented in detail in Section 5). 

Such unsteady, turbulent, and separated flow computations are computationally expensive. Thus, to achieve both 

efficiency and accuracy, hybrid methodologies are typically favored, such as delayed detached-eddy simulations 

(DDESs)
 
[6], which combines Reynolds-averaged Navier–Stokes (RANS) modeling for boundary layers near the 

wall with large-eddy simulations (LES) elsewhere. However, it should be noted that DDES involves many 

parameters (e.g., the LES coefficient CDES, which controls LES/RANS transitions
 
[7]) that must be appropriately 

adjusted by users. In addition, the DDES performance is highly dependent on the selected RANS models, such as 

Spalart–Allmaras (SA)-type models. These models include original SA
 
[8], SA-noft2

 
[9], SA with rotation 

correction (SA-R) [10, 11]), SA-noft2-R (with RANS turbulence model coefficient Crot = 1.0
 
[12], and Crot = 2.0 

[13]), SA with rotation and curvature correction (SA-RC) [14]. NASA’s turbulence modeling resource [13] details 

the models and classifications. 

As aforementioned, a leading-edge separation occurs in the low-speed buffet, and the separation point belongs to 

the RANS part, as shown in Fig. 1. For those separated flows, the behaviors of RANS modeling still have a room for 

discussions on potential improvements of its separation predictability. For example, the SA-R model by Dacles-

Mariani et al. [10, 11] was designed to “suppress turbulence viscosity,” where pure rotation is considered to exceed 

both the strain rate and turbulence effects, such as in a vortex core. This concept sounds reasonable; however, the 

modification of the value of Crot was essentially arbitrary. In addition, when it is coupled with LES as a part of 

DDES [6, 15, 16], the behavior of such a modified RANS model remains unknown [17]. As reviewed by Spalart [18], 

the first version DES [15] (denoted as “DES97”) achieved certain success in hybridizing RANS and LES in a simple 

and economical manner but suffered from grid-induced flow separation. DDES [6] resolved this problem by 

introducing the fd function, which tends to zero toward the wall. Improved DDES (IDDES) further modified DDES 
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but with additional complexity [16]. This may partially explain why DDES remains popular, and other modifications 

have been proposed on DDES. For instance, the grid sensitivity of DDES was reported by Spalart et al. [19].  

 

 

The present study offers simple modifications to DDES suitable for a low-speed buffet involving a leading-edge 

separation. Special focus is given to Crot, which is the modification parameter from SA to SA-R (details provided in 

Section 3.1., and tested in subsonic and even supersonic cases in sections 4.1 and 4.2., respectively, in contrast with 

literature [10, 11]), and CDES, which is a transition parameter between RANS and LES, is calibrated for a practical 

buffet case, in contrast to the isotropic turbulence case in [7]. Furthermore, the numerical flux function is revisited. 

Recent efforts on unsteady separated flows (represented by the buffet) include the Stanford University 

Unstructured (SU2) code [20], in which the high-resolution simple low-dissipation advection upstream splitting 

method 2 (HR-SLAU2) [21] numerical flux is employed for IDDES. The HR-SLAU2 is a successor of SLAU2 [22] 

(an ‘all-speed’ flux capable of accurately computing both low and high Mach flows, similarly to [23]), having a 

reduced dissipation term in its pressure flux for smooth flows, and was inspired by a low-dissipation version of the 

Roe flux (HR-Roe)
 
[7,24,25]. Mohamed et al. [7] proposed a reduction of CDES from 0.65 to 0.51 for such a low-

 

 
Fig. 1.  Computational grid near the leading-edge of NASA CRM main wing, colored with (non-dimensional length 

scale) = (LES length scale ) / (RANS length scale d). 0 (blue) almost corresponds to LES regions, and 1 (red) for 

RANS regions (In actuality, the function fd leads all of the near-wall regions to RANS). 

LES 

RANS 

Dirty Cells (?) 

Leading Edge 

Separation 

 d 
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dissipation flux function. However, in [21], HR-SLAU2 was not investigated in its complete form, having the fd 

function borrowed from DDES, in contrast with HR-Roe (proposed by Mohamed et al. [7]) because it was tested in 

inviscid or laminar flows only. Therefore, this work is the first attempt to restore the fd function in HR-SLAU2 for 

DDES while controlling CDES. 

Furthermore, as in other practical simulations, we used three-dimensional (3D) unstructured grids that were 

generated by HexaGrid [26] or MEGG3D [27] and a 3D unstructured grid solver “FaSTAR,” [28], which were all 

developed by the Japanese Aerospace Exploration Agency (JAXA). The HexaGrid generates Cartesian-based grids 

(mostly consisting of cubes); however, as with other meshing tools, it also produces cells whose aspect ratio (AR) 

significantly deviates from unity [29]. As such, the length scale and subsequent RANS/LES transition may be 

erroneous for these cells unless it is carefully modified, as in the present work. MEGG3D generates tetrahedra cells 

away from the body and prism cells near the wall, which also raises concerns of sudden cell-size jumps at their 

conjunctions. This software is suitable for retaining the original body configurations of small devices, such as fins. 

This study revisits DDES with simple modifications for various aerodynamic analyses, such as a low-speed 

buffet, in which i) the SA-R coefficient, Crot, is re-investigated for a better leading-edge separation prediction in 

DDES, ii) the LES/RANS boundary (CDES) is calibrated for dissipation control in DDES, and iii) dirty-cell 

treatments are performed in 3D unstructured grids for a smooth LES/RANS transition. We expect that the present 

modifications will be used by practitioners in many simulations of engineering importance such as in [5, 30].  

 

2. Governing Equations 

The governing equations are 3D compressible Navier–Stokes equations expressed in the RANS form as follows 

(1, 2, and 3 are substituted for the subscripts k, l, m, and n). 
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where  is the density, uk is the velocity of the components in Cartesian coordinates (k = 1, 2, 3 correspond to u, v, w, 

respectively), E is the total energy per unit mass, p is the pressure, H is the total enthalpy (H = E + (p/)), and T is 

the temperature. The working gas is air, which is approximated by the calorically perfect gas model with the specific 

heat ratio  =1.4. The Prandtl number Pr = 0.71. The molecular viscosity, , which is calculated using Sutherland’s 

formula [31] and the thermal conductivity,  is related by the formula =cp/Pr, where cp is the specific heat at 

constant pressure. In the turbulence calculations, the molecular viscosity, , is replaced by (+t), where t is the 

turbulence viscosity; similarly,  is replaced by (+cpt/Prt), and Prt is the turbulent Prandtl number, 0.90. 

Eq. (1) is discretized using the finite-volume method as follows:  

where Vi stands for the volume of the cell i, t is the time step, Qi is the change of conservative variables in 

time, and Fi,j and Fvi,j are the inviscid (Euler) and viscous fluxes through the cell-interface Si,j (which separates 

the cell i and its neighbor cell j), respectively (see Fig. 2 for a cell geometric schematic).  
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3.  Numerical Methods: DDES and Proposed Modifications 

3.1. Crot in SA-noft2-R model 

Improvements to the SA model, such as SA-R and SA-RC, have been proposed to control excess leading-edge 

separations. These modifications were intended to remedy the weakness of the SA (SA cannot distinguish the 

turbulent vorticity from the pure vorticity, which is high for a flow around a body-wall with curvature [10, 11]). 

These corrections are effective but require a user-specified parameter, which significantly alters the solution. For 

instance, in SA-R [10, 11] the vorticity magnitude |is replaced as follows. 

 

where |s| is the strain-rate 

 

 

Fig. 2.  Schematic of cell geometries. 
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Note that there is room for arguments on the value Crot. Dacles-Mariani et al.
 
[10, 11] initially proposed this 

modification on the Baldwin–Barth model
 
[32] rather than the SA model. Furthermore, the value of Crot was adopted 

arbitrarily. NASA’s turbulence model resource
 
[13] recommends Crot = 2.0, while Lei [12]

 
claims that Crot = 1.0 is 

the best, as “Crot = 2.0 is physically incorrect.” The value of Crot = 1.0 appears to be widely used, at least in Japan 

[28]. In addition, the model coefficients in the SA-RC model are also debated in a similar manner [14]. 

Furthermore, such discussions apply only to its use as a RANS model, and not for DDES, which is its combined 

form with LES. Therefore, in this study, we investigate the effects of Crot in case of both RANS and DDES. For the 

RANS model, we employ the “SA-noft2” model (in which the tripping term is absent [9]) or its modified form “SA-

noft2-R” for separated flows (see Appendix for details), rather than the original SA model. 

3.2. CDES in (SA-noft2-R-based) DDES 

 CDES, which controls the LES/RANS transition, is briefly reviewed in this subsection. First, the length scale in 

DDES is given as  

 

where d is the distance from the wall (Fig. 1), which is the length scale of the SA RANS model (see Appendix for 

more details).  is the length scale of LES, which corresponds to the edge length for the cube. CDES is typically set at 

0.65 [33], and if it is large, d
~

approaches d and the RANS region extends. On the contrary, the smaller the value of 

CDES, the closer d
~

tends to be to , leading to the larger LES zone. In this study, following Mohamed et al. [7], we 

attempt to decrease CDES and broaden the LES region. 

In addition, the fd function is given as 

 

so it approaches unity in the LES region and 0 within the attached boundary-layers [8], where ~  is a working 

variable in the SA model, and is the Karman constant. 

  DESd Cdfdd ,0max
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3.3. HR-SLAU2 for DDES 

The numerical flux function, HR-SLAU2, was proposed and tested in one-dimensional (1D), two-dimensional 

(2D), and 3D meshes that were smoothly structured [21]. Here, it is extended to DDES on unstructured 3D 

meshes of general quality, which contain dirty-cells. The dirty-cells are  

i) “A face is composed of nodes (four or more) that are not on the same plane” (Fig. 3a)  

ii)  “A (hexahedral or prism) cell is composed of its upper face and lower face, which are partly flipped over 

in their relative positioning” (Fig. 3b)  

iii) “A cell is composed of edges intersecting faces” (Fig. 3c). In such cells, the cell volume can be “very 

small, or even negative, leading to divergence of flow computations” [29].  

Additional discussions on this topic will be provided in Section 3.4. 

 

HR-SLAU2 and HR-Roe were inherently designed to have reduced dissipation [25] at the LES region, and 

Mohamed et al.
  
[7] introduced the fd function from DDES to distinguish between the RANS and LES zones. 

The HR-Roe is written as follows: 

 

where the first term on the right-hand-side,  RL FF 
2

1
 , is a central-difference term, and the second term, 

 LR
HR QQA  ˆ
2



 

, corresponds to the numerical dissipation. Similarly, in HR-SLAU2, as detailed in [21], 

the pressure flux is modified (from SLAU2) as 

a) 

 

b) 

 

c) 

 

Fig. 3.   Dirty-cell examples (a) (gray) face composed of four points not on the same plane, (b) upper and lower 

surfaces flip-over and (c) edge-face interaction.
28)
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where HR is between 0 and 1 (HR= 0 reduces HR-Roe to the central-difference, and if HR= 1, the original Roe or 

SLAU2 is recovered). However, the actual setting of HR= 0 reportedly destabilized the computation, and thus it 

was set by Winkler et al. [25] as 

 

where min= 0.2 according to [21]. The details are found in [21], but this min detects spatial oscillations. 

Here,  is given as  

 

where face is an angle created by the i-th cell center, j-th cell center, and their interfacial center ij (Fig. 2). If these 

three points are aligned in one straight line, the angle is zero, and 2 = 0 (when fd = 1). If face exceeds 120°, the 

original Roe or SLAU2 is recovered. Now, fd is a function that is borrowed from DDES [6], which was simply 

assumed as unity for inviscid or laminar flows when HR-SLAU2 was first proposed and examined [21]. 

In this work, this fd function is activated in HR-SLAU2, and its inherent ability is turned on to distinguish LES 

and RANS regions. 

 

3.4. Dirty-Cell Treatments for Better LES/RANS Transitions 

Typical automatically generated cells are of poor quality at the conjunction between the mesh around the body 

(prisms for HexaGrid) and the mesh away from the body (cubes for HexaGrid). These dirty cells (highlighted in Figs. 

1 and 3) have less accurate volumes, and can therefore be categorized into a RANS zone even though they may be 

surrounded by LES cells. In order to prevent this, we propose the following modification. 
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where AR is the cell Aspect-Ratio [29] defined as follows (see Fig. 2 for Vi and Sij). 

 

This modification was explained in [29] as: “i) the cell length normal to the interface is approximated by b ≡ Vi or 

j/Si,j, where Vi or j is the cell volume and Si,j is the interface area; ii) the cell length tangential to the interface, on the 

other hand, is represented by a ≡ Vi
1/3

; iii) then, AR ≡ b/a, and its inverse are obtained for both i and j cells; iv) 

finally, its maximum value is adopted for evaluation”. This modification proposed in [29] is expected to work at 

dirty-cells and to effectively suppress the erroneous  values, based on the following facts [29]. 

- The AR value of the cube is unity, and exceeds this value near the wall or where the cell sizes change abruptly.  

- The Eq. (13) needs only little additional information because the cell volumes Vi, Vj and the interfacial area Si,j 

used here are necessary components of the solver, as seen in Eq. (2). Thus, these are already known or readily 

available on an unstructured grid solver. 

 

   

4. RANS Numerical Examples for Crot 

In this section, we investigate the Crot value of the SA-noft2-R model in two selected RANS examples. Note that 

these examples are not closely related from shock-related instabilities of point-nosed slender bodies [34], in which 

the instabilities propagate upstream within the (subsonic) boundary layer and then change the upstream shock 

configurations. 

4.1. Low-Speed Flow around Slender Body with Fins 

The first example is a low-speed flow around a slender body equipped with fins (Fig. 4). This configuration 

can be suitable for a reusable rocket. It consists of a sphere-nose, cone-forebody, and a square-cylindered aft 

body (the cone is smoothly connected to the square-cylinder). The details for this configuration and its 

aerodynamics are found in previous studies [35, 36]. 
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As the reference Mach number was low (M = 0.086), the preconditioned LU-SGS [37] (for time integration) 

was used along with the all-speed numerical flux SLAU. The Green–Gauss method was used for the slope 

computation along with Venkatakrishnan [38] limiter. U-MUSCL scheme [39] (third-order at maximum in space) 

was employed for reconstruction. The Reynolds number based on the body length L was 6×10
5
, and the SA-noft2-

R model (Crot= 0.0, 1.0, or 2.0) was used to compute the turbulent viscosity. The angle-of-attack, , is 30°, which 

produces a massive flow separation. 

The computational grid was generated by using MEGG3D
 
[27]. The region away from the body surface was 

discretized with tetrahedral cells (in contrast with cubes generated by HexaGrid) whereas the region around the body 

was constructed with prism layers with the first cells nearest to the wall with a height of O(-3) L height (y
+
 < 1, 

maximum AR ≈ 150), and the total number of cells was approximately 35 million (Fig. 4); the grid convergence was 

confirmed in [36] with Crot= 1.0. A delta wing with a 60° sweep angle was employed as the fin, which had an area 

corresponding to approximately 10% of that of the body base. An experimental value of the pitching moment 

coefficient (approximately 65% of the body length from the nose), Cm = 0.068 [36], was used. We will compare our 

computed solutions obtained using this value to examine the effect of Crot. The model configuration is detailed in 

[36]. 

The results are shown in Figs. 5–7. A Crot value of 2.0 resulted in the best match (0.057) with the experiment 

(0.068) (Fig. 5). In the case where Crot = 2.0, the magnitude of the negative moment generated by the fins (“Fin”) 

was relatively small, which cancelled out a portion of the positive moment created by the main body (“Body”), 

 
Fig. 4.   Computational mesh around finned-slender-body (The computational domain is a cube of 30L × 30L × 

30L). 

Flow 
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and thus, the total (positive) Cm (“Total”) remained large. This will be further discussed based on visualized 

solutions. 

According to Fig. 6, a pair of vortices, V1 from the body nose and V2 from the body side, coalesced (as 

“V1+V2”) at the rear portion of the body in the cases where Crot = 1.0 and 2.0, whereas they independently 

existed in the case where Crot = 0.0. This is considered as pure rotation effects, where the turbulent effects were 

treated separately in the cases with Crot = 1.0 and 2.0, which prevented excess amounts of turbulent viscosity from 

leaving V1 and V2 undiffused at the downstream, as opposed to the case with Crot = 0.0, in which these vorticities 

were totally regarded as turbulent. 

 
Fig. 5.   Computational results for low-speed flow around finned-slender-body: Pitching moment Cm. 

Cm 
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With regard to the vortices FV (fin vortices) created at the fins, they clearly lowered the pressure over the fins 

for the cases where Crot = 0.0 and 1.0, but hardly did so in the case where Crot = 2.0 (red circle in Fig. 6c). This is 

considered to have suppressed the negative pitching moment by the fins when Crot = 2.0 (Fig. 5). This will be 

further discussed using Fig. 7, which presents the pressure distributions at the = 74.5% cross-section (as 

indicated by a red line in Fig. 7a) over the fin surface (Fig. 7b) and its surrounding flow fields (Figs. 7c-e). 

From Fig. 7b, it can be seen that the surface pressure distributions are actually different among the different 

Crot cases. In particular, the magnitude and the extent of the separation over the upper surface tend to decrease 

a)  Crot =0.0 

 

b)  Crot =1.0 

  

c)   Crot =2.0 

   
Fig. 6.   Computational results for low-speed flow around finned-slender-body: iso-surfaces of Q, colored with -

1<Cp<1, (a) Crot = 0.0, (b) Crot = 1.0, (c) Crot = 2.0. 
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with an increase of Crot, i.e., Crot = 0.0, 1.0, and 2.0. This separation zone creates a negative pressure (i.e., the 

pressure over the fin is low) (Fig. 7b), as shown in Fig. 6. Consequently, the negative moment created by the fins 

was small when Crot = 2.0, and therefore, the total pitching moment was eventually the closest to the reference 

value (Fig. 5). This is presumably because: 

 Crot = 2.0: Only the turbulent effects were taken into account in the RANS model, and the flow separation still 

occurred. 

 Crot = 0.0: The separation occurred owing to both the turbulent and pure rotation effects. 

 Crot = 1.0: In the middle of these two. 

Therefore, as opposed to the V1+V2 formation, the FV around the fins was suppressed for a large Crot. This 

difference resulted from the following scenario: i) The turbulent boundary layer sufficiently developed and then 

separated from the wall downstream from the previous case, and around the main body in the present case; ii) 

However, the fins here were exposed to a uniform flow, and thus, the boundary layer may have been separated 

before or during its development. In most of the leading-edge separation cases, the boundary layer would have 

separated before its development. 
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a)  Surface Pressure (Crot =1.0) 

 

b)  Fin-Surface Pressure Distributions (=74.5%) 

 
c)  Crot =0.0 

 
d)  Crot =1.0 

 

e)  Crot =2.0 

 

Fig. 7.   Computational results obtained for low-speed flow around finned-slender-body: (a) Surface pressure 

distributions along with =74.5% cross-section (red line) (Crot =1.0), (b) Pressure distribution at=74.5% cross-

section, (c) Velocity vectors around the fin at the=74.5% cross-section, colored with -1<Cp<1 (Crot =0.0), (d) 

(Crot = 1.0), and (e) (Crot = 2.0). 
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4.2. Supersonic Flow around Slender Body 

The second example is a Mach 1.5, Re = 1.38 × 10
7
 supersonic flow around a slender body. The angle of 

attack is 15°, and it was confirmed that steady RANS solutions sufficiently agreed with the experiment up to this 

angle [40, 41]. The computational grid is composed of 44 million cells, whose grid convergence was confirmed 

previously
 
[38,

 
39]. The grid topology shown in Fig. 8 (covering 20L × 20L × 20L cube filled with hexahedra, 

prisms, pyramids, and tetrahedra; generated by HexaGrid; maximum AR ≈ 90 closest to the body; y
+
 < 1) features an 

axisymmetric slender body with a protuberance (6% of the body length L, and its height is 15% the body 

diameter D) located at 22% downstream from the nose and 45° from the upper surface (centerplane), only on the 

port side. This arrangement induces prominent flow asymmetry. 

The computational methods employed here are listed as follows: Green-Gauss [42]
 
for gradient evaluations 

with the minmod slope limiter
 
[43]; MUSCL [44] (second-order in space) for the reconstruction of physical 

variables using the slope to obtain cell-interfacial values; SLAU [45] numerical flux function; and LU-SGS [46] for 

time evolution. The turbulent viscosity, t, was computed using the SA-noft2-R model (Crot = 0.0, 1.0, or 2.0; Crot = 

0.0 corresponds to the original SA-noft2 model; Crot = 1.0 corresponds to Refs.
 
[40,

 
41]). 

The computed solutions are visualized in Fig. 9 (vorticity) and Fig. 10 (turbulent viscosity). It is observed that 

the solutions changed according to the choice of Crot. 

 
Fig. 8.   Computational mesh around slender body. The computational domain is a cube of 20L × 20L × 20L. 

M=1.5 
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 As Crot increased, the vorticity grew but the turbulent viscosity reduced at the port side in the downstream 

portion. In other words, for a large Crot, the downstream vorticity was considered to have resulted from a pure 

rotation, instead of turbulence. This corresponds to the design concept of the SA-R model. 

 For Crot = 0.0, the vortex in the port side was elongated in the longitudinal direction. However, for Crot = 1.0 and 

2.0, the vortices had almost the same shape, albeit with different vorticity and turbulent viscosity values. 

 

Then, the obtained aerodynamic coefficients are compared, where CA is an axial force coefficient and CY is a 

lateral force coefficient. The comparison can be seen in Table 1. While deriving the axial force coefficient CA, the 

base pressure was corrected as there was a sting mounted behind the experimental model. Pressure values at four 

pressure sensors around the sting on the base were averaged, and the resultant base pressure was used to account for 

the sting effects. 

a)  Crot =0.0 

 

b)  Crot =1.0 

 

c)   Crot =2.0 

 
Fig. 9.   Simulated supersonic flow around slender body: x-directional vorticity magnitude distributions, 

0<|x|<0.2 (a) Crot =0.0, (b) Crot =1.0, (c) Crot =2.0. 

a)  Crot =0.0 

 

b)  Crot =1.0 

 

c)   Crot =2.0 

 

Fig. 10.   Simulated supersonic flow around slender body: turbulent viscosity distributions, 0<t/ <1000, (a) Crot 

=0.0, (b) Crot =1.0, (c) Crot =2.0. 
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According to Table 1, the computed CA approached the (averaged) experimental value as Crot increased and CY 

deviated (however, the values were within the error margins).  Although it is difficult to determine which was more 

efficient between Crot = 1.0 and 2.0 based on the results, it can be said that both of the cases performed as 

designed, when compared with Crot = 0.0. 

 

 

5. 3D Low-Speed Buffet Flow Computation 

In this section, we present the computations of the 3D, unsteady, low-speed buffet flow around the aircraft 

with Mach 0.25, Re = 1.16 × 10
7
 and an angle of attack of 18° [3]. The body configuration and the corresponding 

computational mesh (having approximately 23 million cells) are shown in Fig. 11a; this figure is colored based on 

the AR. The AR value is higher at the junctions of different cell sizes, including many dirty cells (Fig. 3) or near 

the wall, while it is unity elsewhere (i.e., cubes). In this DDES case, a grid convergence study was not conducted 

since refining or coarsening the grid density will automatically shift the RANS/LES transition location, which is 

not our intension. 

Table 1.   Supersonic aerodynamic characteristics of slender body. 

 CA CY 

Crot =0.0 0.780 0.829 

Crot =1.0 [38] 0.772 0.849 

Crot =2.0 0.764 0.850 

Experiment [39] 0.756±0.126 0.822±0.078 
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The slope limiter that was employed was Hishida (vL)
 
[47], and the HR-SLAU2 flux function was used unless 

otherwise stated. The gradient was evaluated by GreenGauss method the turbulence model selected was SA-

noft2-R-based DDES, and LU-SGS with a second-order backward difference (five inner iterations, in agreement 

with [29]) with the local CFL varying from 0.087 in the farfield to 189 near the wall, i.e., t ⋍ 0.025 [-]] was 

adopted for the unsteady computations (The temporal studies are shown in Appendix B; however, the grid-quality 

studies have not been conducted because the grid-convergence was already reported to be within the range of 3.2 

a) Grid 

 
 

b) Surface Pressure Distribution 

 
Fig. 11.   NASA CRM (a) Computational mesh and (b) Computational solution (surface pressure distribution). 

28.3% 

13.1% 
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million – 37 million cells in [26]). Then, solutions between 45,000 and 63,000 timesteps were time averaged such 

that the pressure distribution (Fig. 11b) corresponded to the results from other studies. Nevertheless, the pressure 

distributions near the wing root varied among different studies, and they significantly deviated from the 

experimental values [3]. In this study, we focused on these pressure discrepancies, and not the details of the flow 

unsteadiness. In addition, the surface roughness is not considered as in Ref. [3]. 

5.1. Effects of CDES 

First, we investigate the effects of CDES, which was mentioned above in the first numerical example. The 

recommended value for CDES is 0.65 [33], as used in several other cases in literature. However, Mohamed et al. [7] 

used a smaller value, CDES = 0.51, along with a reduced-dissipation version of Roe flux (which was later called HR-

Roe [25]) and demonstrated its ability to handle isotropic turbulence accurately. Thus, in the present work, the CDES 

value was varied from 0.65 to 0.51, and even up to 0.10 for DDES. 

The computed Cp distributions are compared at = 13.1% spanwise station, at which the experimental data are 

known to be hardly captured by computational fluid dynamics (CFD) (Fig. 12). From this figure, it is obvious that 

lowering the CDES (= extending the LES region) affected the solutions so that they approach the experimental data 

values. However, it was difficult to determine the validity of the case with CDES = 0.10 case (designated as 

“cdes010”) because it had no other reference data, and it showed slight oscillations over both the upper and lower 

wing surfaces. This may have resulted from the improper treatment of the prism cells around the body (for the 

boundary-layers), which were almost entirely covered by the LES regions, as opposed to the case with CDES = 0.51 

(Fig. 13). Therefore, we will select CDES = 0.51 based on the current result and that proposed by Mohamed et al. [7]. 

In addition, the CDES=1.0 case was conducted, denoted as “cdes100,” leading to higher discrepancies with the 

experiment, whereas CDES=0.0 stopped the computation at the very beginning. 
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5.2. Effects of Crot 

The effects of Crot are examined with CDES = 0.51. Now, the Cp distributions at = 28.3% spanwise location 

are compared (Fig. 14a) rather than at = 13.1% at which only slight differences were observed. Moreover, the 

corresponding velocity vectors around the leading edge are shown in Fig. 14b (Crot = 0.0) and Fig. 14c (Crot = 2.0). 

The case with Crot = 1.0 was very similar to that with Crot = 2.0, and it was hence omitted in this figure. 
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C
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Fig. 12.   Effects of CDES: Cp distributions at 13.1% spanwise station [Experimental values were taken from 

Ref. [3]]. 

a)  CDES =0.51 

  

b)  CDES =0.10 

 

Fig. 13.    Computational grid around NASA CRM main wing at =13.1%, colored with (non-dimensional length 

scale) = (LES length scale ) / (RANS length scale d). 0 (blue) almost corresponds to LES regions, and 1 (red) 

for RANS regions (the function fd leads all of the near-wall regions to RANS), (a) CDES =0.51 and (b) CDES 

=0.10. 
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From these figures, it is observed that the Cp distributions are affected by Crot around the leading edge, i.e., x/c = 

0.05-0.1, although no strange leading-edge separation is clearly seen from either case (Fig. 14b,c). Such a Crot-

dependence partially supports the results obtained in the previous example and other works [10-12]. As such, Crot = 

2.0 is selected because it appears to have suppressed nonphysical leading-edge separation, as also confirmed in 

Section 4.1. 
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a) Cp 
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b) Crot =0.0 

 
c) Crot =2.0 

 
 

Fig. 14.   Effects of Crot: (a) Cp distributions at 28.3% spanwise station, (b) Velocity vectors near the leading-edge 

(L.E.) colored with Mach number (Crot =1.0), and (c) (Crot =2.0) [Experimental values were taken from Ref. [3]]. 

L.E. Separation  

L.E. Separation 
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5.3. Comparison with conventional approaches 

Based on the discussion herein, the following three different methods are compared in Fig. 15: 

 “Conventional (DDES)”: The conventional DDES with the HR-SLAU2. 

 “Conventional, CDES = 0.51, Crot =2.0 (DDES)”: The DDES with the proposed modifications (CDES = 0.51, Crot 

= 2.0) along with HR-SLAU2. 

 “Present”: The DDES with the proposed modifications (CDES = 0.51, Crot = 2.0) along with HR-SLAU2 and the 

modified LES/RANS transition (The dirty-cell treatments explained in section 3.4). 

From this figure, although a perfect agreement with the experiment was not realized, the present modification 

obviously captured it better than the other solutions did. This was because of the modified treatment for the 

LES/RANS transition. Furthermore, the HR-SLAU2 with the modified CDES and Crot was closer to the measured 

data than the original DDES. In the future, we can try to dynamically control CDES and Crot based on these results.  
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Fig. 15.   Cp distributions at 13.1% spanwise station: Comparison with “Conventional DDES” [Experimental 

values were taken from Ref. [3]]. 

                  



26 

 

6. Conclusions 

In this study, we investigated the leading-edge separation behaviors due to coefficients of SA and SA-based 

DDES, and proposed simple modifications for unsteady turbulent flow computations, which is represented by a 

low-speed buffet involving a leading-edge separation. The modified DDES consists of the following for high-

resolution computations. 

 The SA-R coefficient Crot is re-investigated for a better leading-edge separation prediction in DDES (Crot = 2.0) 

 The LES/RANS boundary is calibrated for dissipation control in DDES (LES coefficient CDES = 0.51) 

 Dirty-cell (cell aspect ratio AR > 4) treatments in 3D unstructured grids for smooth LES/RANS transition  

From the SA-RANS results,  

 The effects of Crot can be divided into two categories into two: i) fully-developed boundary-layer separation at 

downstream; and ii) the boundary-layer separation under its development, such as the leading-edge separation. 

 In i), Crot = 0.0 showed an excess amount of turbulent viscosity, creating a large but weak vortex, whereas Crot 

= 1.0 or 2.0 picked up the turbulent viscosity contribution from the pure rotation, leading to an improved better 

capturing of a vortex. 

 In ii), as opposed to i), the larger Crot suppressed the intensity of the separation vortex. However, special care 

must be taken for Crot = 1.0, whose effects did not appear sufficient enough to clearly distinguish the pure rotation 

effects from the turbulence. 

 The rocket example, where Crot = 2.0, showed the closest pitching moment value to the reference. However, 

we cannot assume that Crot = 2.0 is the best choice based only on this example. Furthermore, similar results were 

obtained in our preliminary computations for different flow conditions around different configurations. In 

addition, at least for DDES, the RANS should play an important role in the leading-edge separation. Therefore, 

we focused on ii), and we selected the Crot value that can handle the leading-edge separation. In this respect, the 

case with Crot = 2.0 appears promising. 

From the SA-based DDES results, the computational solution on the main wing of NASA CRM has been 

significantly improved, although it had earlier been in poor agreement with the experimental data. Further 

improvements are expected if the model coefficients CDES and Crot will be dynamically provided based on the 

solutions. 
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Appendices 

A. SA Model 

The SA model, which is a one-equation RANS model, solves the following equations. 

 

Eq. (A.1) is solved for the working variable ~  defined in Eq. (A.2), where |is the vorticity magnitude. 

In the SA-R model, this || is replaced by Eq. (3). 

The “d” is the wall distance (Fig. 1). The SA-model (and its variants) do not have to search for this d along the 

grid line, and hence, can be readily used on unstructured grids. The coefficients are = 2/3, cb1 = 0.1355, cb2 = 0.622, 

cv1 = 7.1, = 0.41, cw1 = cb1/
2
 + (1+cb2)/, cw2 = 0.3, cw3 = 2. The original SA model employs ct3 = 1.2 and ct4 = 0.5, 

whereas ct3 = 0.0 in the SA-noft2 model (and thus ft2 = 0, and ct4 are no longer required) is used in this study. 

Consequently, the turbulent transition is not triggered by the ct3. 

 

B. Temporal Studies on “5. 3D Low-Speed Buffet Flow Computation” 

In order to confirm the validity of the temporal interval and average length, we prepared computed solutions 

using i) three different values, i.e., t ⋍ 0.0125 [-], 0.025 (adopted) [-], and 0.05 [-], and ii) three different time 

lengths for averaging, i.e., 45,000–63,000 steps (adopted), 63,000–81,000 steps, and 45,000–81,000 steps. The 
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results are shown in Figs. B1, B2, and B3, respectively, which all demonstrate the validity of the adopted time 

step size and averaging duration, i.e., smaller time steps or longer time durations resulted in very similar solutions 

to the default (adopted) ones. In addition, the lift coefficient CL obtained by t ⋍ 0.0125 [-] and 0.025 (adopted) 

[-] are fluctuating between 1.00 – 1.10, which is consistent with results from previous studies [3]. 

 

 

 
Fig. B1.   CL histories using different time intervals. 
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