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Abstract

Current patterns in a nearshore zone are classified into alongshore and cross-shore

currents. Undertow is a significant offshore-ward current that is induced by a

shoreward water mass flux under wave breaking and Eulerian drift under non-

wave-breaking conditions. It significantly plays a key role in the offshore sediment

transport and also affects swimming safety. To increase the understanding of the

undertow, field observations were conducted during two periods under different to-

pography conditions on an alongshore uniform beach on the Hasaki coast in Japan.

The first period spanned 21 days from May 13 to June 2 in 2016, and the second

period spanned 13 days from May 9 to May 22, 2017. A horizontal acoustic Doppler

current profiler was used to measure the cross-shore currents, that is, undertow,

and the water levels in the surf zone. The observed data were statistically analyzed

to investigate the characteristics of the spatial and wave-energetic distributions of

the undertow exceedance probability. The results reveal that when the wave energy

flux level was high, the undertow increased, as did its exceedance probability. By

contrast, the exceedance probability of the undertow during a low wave energy level

decreased with greater water depths, and its lowest value was in the trough region.

Applying a Weibull distribution to the exceedance probability, the curves developed

a statistical model of the undertow, and it was considered that the combination of

normalized values of the wave energy flux, relative surf zone locations, and normal-

ized water depths, which was defined as the efficiency of the undertow, was able to

estimate two Weibull parameters: scale and shape. A comparison of the statistical

model against the measurement demonstrates that the model accurately predicted

the exceedance probability of an undertow with a small error.

Despite the statistical analysis of undertow in this research, the undertow simula-

tions have been rarely discussed in nearshore morphodynamic modeling, especially,

the effect of the changes in water depth on the undertow current has been over-

looked. A two-dimensional XBeach model is one of numerical models that still faces

difficulty in reproducing undertow, and this yields an error in the bathymetry profile
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update. Thus, the observed undertow data were more efficiently used to test with

the undertow results from XBeach model. Since the XBeach model contains many

adjustable coefficients, the observed undertow data were separated into high-and

low-energy-wave conditions by using the average value of wave energy in the whole

observation period as a criterion. The model coefficients relating to wave motion

and surface roller were calibrated to obtain the best prediction of undertows.

Calibration of model coefficients yielded good results for waves, though low ac-

curacy for the simulated undertow under both high- or low-wave energy conditions.

Here, the individual contributions of Stokes drift and wave forcing (generated by

radiation stress) term were respectively modified by including a water depth coef-

ficient. This adjustment caused the undertow’s water depth to be considered from

under the wave trough level. For both high- and low-energy wave conditions, the

temporal undertow comparisons show a small improvement in the whole period and

the accuracy correlates with tidal elevation. When the comparisons of undertow

spatial distribution were considered at the different water levels, the undertow re-

sults were significantly improved especially at low tide, with an increase in accuracy

from bad to fair.

Yet, the underestimation of undertow remains not only under low-wave energy

conditions, but also during the high-wave energy conditions, specially at the loca-

tions of wave breaking. To increase the undertow velocity, the modification of wave

roller energy was conducted by including an equation to calculate roller coefficient

based on wave height, wave number and water depth, yielding the decrease in roller

energy dissipation. As a result, the strong undertow in the wave breaking zone was

simulated, with a peak close to the peak of observed undertow. This scheme im-

proved the undertow prediction from bad to good quality; however, no changes for

modeling undertow under low waves.
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Chapter 1

Introduction

1.1 Background

In the surf zone, the pattern of wave-induced currents is classified into alongshore and

cross-shore currents. Undertow and rip currents are seaward mean flows considered

as the two main drivers of sediment transport in the coastal engineering field, which

dominate both suspended and bedload transport rates and play a key role behind

sandbar formation and beach erosion [16]. Both current patterns are fundamentally

generated by an imbalance of the mass transport caused by the wave setup and

radiation stress after wave breaking [2][72][97][98]; however, rip currents are also

dominated by the longshore radiation stress gradients owing to the laterally irregular

sandbar formation [110].

Since the severity of rip currents makes them dangerous to beach visitors, caus-

ing thousands of drowning deaths on beaches worldwide, such currents have received

significant attention over the last three decades [14][97]. However, rip currents are

narrow flows occurring in limited areas under high- to moderate-energy wave condi-

tions [2], whereas undertows are more easily generated even under low-energy waves

[11], and the cumulative effects of undertow can finally lead to bathymetry change

over a wide area [36][80][83][94]. Furthermore, the existing science dogma regarding

the common conception of undertow holds that undertow is underneath the return

flow and is able to push people seaward faster than they could swim toward land [19].

Hence, to properly manage coastal areas and institute public hazard precautions to

enhance swimming safety [13][48][108], undertow prediction is needed.

Undertow was first discovered as a return flow from the wave breaking point [9].

A qualitative explanation of the undertow existing in the circulation of nearshore

currents was later given by Dyhr-Nielson and Sorensen [50]. However, the obser-
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vation of the current velocity requires high-tech instruments, sensitive handling,

and extensive costs, many existing investigations have been carried out based on

laboratory datasets, and this limits the performance of the undertow models.

According to the well-known model for estimating mean undertow proposed by

Svendsen and Hansen [98], undertow is governed by three dominant parameters:

mass fluxes from wave breaking and a surface roller, and the water depth under

the wave trough level. Each of these individual contributions has been theoretically

improved for better estimating undertow velocity. For instance, the calculation of

the surface roller was modified based on an elimination of the energy dissipation

during a wave mass flux transfer [61][68]. In the surface roller calculation, when the

area of surface roller decreased in comparison to Okayasu’s formulation [44], as a

result, the undertow velocity increased in the nearshore region, which gave a better

agreement with the laboratory data.

Although undertow models have been developed by considering different aspects,

different assumptions exist for each model. To elucidate which model was optimal

for undertow prediction, Rattanapitikon and Shibayama (2000) [76] conducted ver-

ifications for those individually proposed undertow models against both small- and

large-scale experiments. The findings revealed that Rattanapitikon’s proposed un-

dertow model that derived from the ratio of shear stress to eddy viscosity coefficient

achieved the highest accuracy. However, this undertow model might be inappro-

priate in practice, as the error increases as the scale of the experiment is enlarged

and reaches approximately 20% and 40% for small- and large-scale experiments, re-

spectively. For instance, an occurrence of a strong undertow at the sandbar crest

region was still underestimated against the large-scale SUPERTANK laboratory at

Oregon State University, USA [40], and the field observations at the central research

institute of electric power industry [37].

Not only the contributions of wave transformation and surface roller evolution,

but the low accuracy of the undertow prediction can be caused by an inappropriate

calculation of the water depth under the wave trough level, which is governed by the

wave shape, and changes in water depth. The water depth effect on the undertow

was demonstrated through some experiments, in which the undertow spatial distri-

bution reveals a stronger undertow velocity in a bar region and a weaker undertow

velocity in a trough region [65][66]. Especially, under low-energy-wave conditions,

the undertow is sensitive to changes in water depth owing to tidal elevation and it

was strengthened in low tide durations (Fig. 1.1) [12]. For this reason, the calculation

of the water depth under the wave trough needs to be appropriately considered.
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1.1 Background

Figure 1.1: Intensity of undertow current depends on the alternation between the

effects of wave energy flux and water depth. Wave energy flux strengthens undertow

currents during HWE conditions, while the undertow is dominated by the change in

water level during LWE conditions.

In the previous study, the wave trough level could be estimated by half of

the root-mean-square value of the individual wave height. This might be accu-

rate only for symmetric offshore waves and is insufficient for nearshore asymmetric

waves [24][99]. To modify the calculation of water depth under wave trough level for

estimating undertow, several significant investigations related to wave asymmetry

have been conducted. For example, Drake and Calantoni (2001) [21] distinguished

the effects of wave skewness and asymmetry by applying the Stokes higher-order

theory. The quantities of local waves were incorporated into the prediction of the

stream flow velocity near the bed by Elfrink, Hanes, and Ruessink (2006) [23]. De-

scription of individual wave shapes characteristics was expensively clarified by Abreu

et al. (2010) [3], including an improved analytic formulation of the free-stream ve-

locity. In addition, Ruessink, Ramaekers, and van Rijn (2012) [85] modified Abreu’s

formulation by applying the Ursell number for random waves. Moreover, the under-

tow model was then improved by Nam et al. [63] for random wave conditions and

tested against large-scale laboratory data conducted by Roelvink and Reiners [84].

The undertow prediction resulted in a good agreement with the measurements but

the undertow was overestimated at a great water depth.

Although those investigations improved the undertow predictions, only datasets

at some specific periods were selected for analysis, and much effort has been taken

for increasing the performance of undertow modeling to obtain the best results. As
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a results, undertow characteristics changing throughout different wave conditions in

the whole observation period have been less discussed. For that reason, this study

aims to increase the understanding of undertow characteristics by focusing on its

statistical distribution.

In this study, what undertow observations were conducted at the Hasaki coast,

Japan, during barred and planar beach states. The variations of undertow behavior

from high- to low-energy wave conditions were investigated using the statistical ex-

ceedance probability (hereafter PE) scheme. Furthermore, the alternation between

the effects of wave energy flux and water depth on the undertow PE was elucidated

for each wave level. The Weibull distribution was then applied to the observed un-

dertows PE , and this led to the development of a new undertow model. The proposed

model was developed by generalizing two Weibull parameters using a combination

of three main factors that intensify the undertow velocity, that is, the wave energy

flux, seaward location, and water depth. This type of model can be used to assess

the critical undertow velocity at different levels of wave energy, which is useful for

planning beach nourishment and designing beach-accessing safety zone.

Since the observed undertow data were difficult to be measured at the farther

offshore locations during the high-wave-energy (hereafter HWE) conditions, the per-

formance of our statistical undertow model seems limited at the low-wave-energy

(hereafter LWE) conditions. To increase the performance of this model in further

works, a numerical modeling is the most possible method to retrieve the undertow

data.

For numerical simulations, a quasi-3D undertow model [1] and an applied for the

nearshore region of the fully 3D Princeton Ocean Model (POM) were developed [66].

The comparison of these two models against laboratory data indicated that both

models can well predict the undertow distribution on breaking region; however, at

the offshore region, quasi-3D undertow cannot well predict while POM can reproduce

with a small underestimation [30].

Recently, XBeach model is wildly used in predicting storm impacts on natu-

ral coasts, yet in regard to morphodynamic predictions, the undertow simulations

have been rarely discussed and verified by only experimental data. For examples,

Roelvink et al. [80] examined XBeach model against laboratory and prototype scale

experiments of breaching of the Zwin sand dike, as presented by Visser [106]. The

comparisons between the measured and simulated flow velocities of the breach width

in time were conducted. The result reveals that the simulated flow velocity was

stronger than the measured flow. In surf zones, Jamal et al. [35] figured out that
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the onshore- and offshore-ward velocity profile envelopes expressed by using the

Lagrangian formulation in XBeach were lower than that of the threshold velocity

obtained from the Eulerian formulation for coarse sediment. Especially, this un-

derestimation of undertow causes a smaller change of seabed profile than it should

be.

Therefore, this study aims to improve the XBeach’s undertow prediction. The

capability of the model to reproduce undertow current was evaluated using the

same field observation datasets at the Hasaki coast. Since the undertow datasets

were measured under the different HWE and LWE conditions, which XBeach model

cannot adjust the most skillful coefficients for each period by itself, the undertow

simulation was separated into two durations. The model coefficients were calibrated

to obtain the best prediction of undertow response under HWE and LWE conditions.

However, the undertow simulation needs a modification for increasing performance.

A new coefficient of water depth is suggested, and the modification of the wave-

roller dissipation coefficient proposed by Rafati et al. [75] is also conducted. Both

the temporal and spatial undertow results were analysed and discussed.

1.2 Objectives

A number of undertow models exist in the coastal engineering field, but those are

accompanied by some assumption due to the model development based on labora-

tory experimental data. When these models are applied in practice, a low accuracy

of undertow result against the field observation is obtained, which can cause an error

to enlarge for the morphological total evolution. The undertow models have been

improved from time to time and tested with the larger scale experiments. How-

ever, the field undertow observation is difficult to conduct, and the improvements of

undertow model has, thus, been mostly limited to the out-of-date datasets from lab-

oratory experiments. This research is one of essential investigations where the field

observation was conducted to increase the understanding of undertow mechanism.

Here, the undertow characteristics are demonstrated through statistical analysis.

Moreover, the field undertow datasets were used to assess the capability of under-

tow prediction in the XBeach model, and the most skillful coefficients were calibrated

to obtain the best value for each condition of LWE and HWE. Since the simulated

results reveal an inaccuracy against the observations, the XBeach-source code was

modified to increase the accuracy of undertow prediction. The objectives of this

research are listed as follows:
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(1) To investigate the characteristics of undertow probabilistic distribution on the

different seabed profiles.

(2) To develop a statistical model of undertow.

(3) To assess the performance of XBeach model to reproduce the undertow current

velocity.

(4) To improve the undertow prediction in XBeach model.

1.3 Significance of the study

Figure 1.2: Undertow plays a key role on cross-shore sediment processes in the

nearshore region. The vertical distributions (referred from [67] [89]) present the uni-

form (weak) and parabolic (strong) structures of undertow currents at the nearshore-

planar seabed and sandbar crest regions, respectively.

In coastal zones, natural environmental changes and human activities cause the

coastal dynamic action to lose balance in the coastal process. During waves are

attacking the beaches, sediment is being suspended, and the sediment transport rate

is expressed by the product of material concentrations and instantaneous velocity:

longshore and cross-shore currents (undertow).

Figure 1.2 presents cross-shore sediment processes in the nearshore region. When

waves propagate parallel to the shore with a small wave angle, the undertow induced

by the onshore mass flux can carry large amount of sediment seaward. Therefore,
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the erosion process is mainly governed by the transport capacity of the undertow.

Since the cumulative effect of undertow results in sandbar immigration, and the un-

dertow characteristics are also varied by the seabed changes, the interaction between

undertow and sandbar behavior is necessary to be investigated for developing a pre-

dictive capacity for nearshore flows and sediment transport in any mophodynamic

models.

Undertow is not only one of important mechanisms in coastal zones behind beach

formation and beach erosion, but it is also dangerous to swimmers and coastal

structures. In order to suitably design an extreme undertow to safe swimming

and organize beaches, the management of coastal lands and ecosystems, and the

precautions of swimming need to be highly concerned the effects of undertow.

First, in order to obtain a statistical model of undertow, the author analyzed the

observed undertow by using PE method. The undertow probabilistic distribution

was well-fitted by the Weibull distribution for developing the statistical model. The

model contains an efficiency of undertow combining the normalized wave energy

flux, relative surf zone location, and normalized water depth. Since these three

hydraulic parameters are generally observed in the field, the intensity of undertow

current could be predicted as a form of PE score. This probabilistic approach can be

used for planning beach management and shoreface nourishment, i.e., sand filling to

prevent beach erosion, and designing beach-accessing safety zone. Some examples

of utilizing the proposed model will properly be explained in Section 5.6.

Second, the improvement of undertow prediction in XBeach model will be dis-

cussed. XBeach model is generally used to simulate the impact of storm events for

the nearshore and coast [55], and can well predict the morphodynamics of dissipa-

tive sandy beach [69, 91]. However, our field observations shows that undertow was

periodically strengthened by tides during LWE conditions, where XBeach model re-

produces the underestimated undertow current velocity. To gain a better result of

undertow prediction, the author proposed a coefficient of water depth for the modi-

fication of XBeach-source code. Continuously, the equation of wave-roller coefficient

proposed by Rafati [75] is tested. Once the XBeach model can well predict under-

tow velocity, the higher accuracy of seabed updating is expected, and the modeled

undertow could be efficiently used to modify the statistical model of undertow. The

explanation regarding this numerical model will extensively given from Chapter 6.
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1.4 Overview of contribution

This research focuses on two main parts as given below, and the detailed contribu-

tions will be given at the beginning of each chapter.

(i) In Chapter 5, the investigation of the characteristics of undertow distribution

by using PE is given. The wave energy flux, cross-shore location and water

depth are three main parameters that affects the undertow distribution, and

the combination of them is defined as the efficiency of undertow (ne). The

statistical model is developed from the correlation between the ne and Weibull

parameters. The comparison between the observed and modeled PE of under-

tow is demonstrated to ensure the capability of the model for predicting the

undertow PE . Moreover, in Section 5.5, the spatial distribution of undertow

PE is separated into high-tide and low-tide durations to elucidate the effect of

tidal range on undertow.

(ii) From Chapter 6, the verification of undertow prediction in XBeach model for

both versions Kingsday and X is provided. The comparisons between the

modeled undertow velocity and the observed data are conducted to evaluate

the performance of XBeach model. Because of low-accuracy prediction for

undertow current, a coefficient of water depth and wave-roller equation are

suggested for improving XBeach model. The modification of XBeach-source

code is operated on Ubuntu platform. The verification of modeled undertow

after modifications against the observed data is discussed using temporal and

spatial undertow current velocities.

8



Chapter 2

Review of Related Literature

In this research, the objectives of conducting field observations are three-fold. First,

to gain a better understanding of the characteristics of spatial distributions of un-

dertow velocity observed under the differences of wave conditions. The physical

mechanisms of the wave-induced current are elucidated in Section 2.1, and the ex-

isting theoretical and numerical models related to undertow calculation are included

in Section 2.2. Second, to develop a statistical model of undertow exceedance prob-

ability (PE) by applying a Weibull distribution. Third, to distinguish the effect

of tidal range on the spatial distributions of undertow by utilizing the observed

exceedance probability of undertow. The exceedance probability and Weibull dis-

tribution which performed in the analysis method will be respectively explained in

Section 2.3 and 2.4.

Figure 2.1: Nearshore currents (Woods Hole Oceanographic Institution, USA [77]).

9



Chapter 2. Review of Related Literature

2.1 Wave-generated nearshore current: undertow

In the previous time, an incidence wave had been though as a purely oscillatory mo-

tion, but the field measurements observed the velocity field under wave propagation.

Although the magnitude of velocity was small in the offshore site, the cumulative

effect behind beach erosion or acceleration was significant. Especially, nearshore

currents induced by wave driving force should be more considered, because the force

from the imbalance of the radiation stress and the opposing uniform pressure gradi-

ent can lead to the generation of currents, that move sediment particle in alongshore

and cross-shore directions.

In a calm situation, incoming waves are regular in the offshore zone and shore-

ward propagate with a net flow above wave trough, or called Eulerian drift (Eq. 2.1).

This Eulerian net flow is normally compensated by a return flow under wave trough,

which was assumed as the mean uniform steady velocity and its magnitude equaled to

the depth-averaged Eulerian net flow under wave trough level (Eq. 2.2), see Fig. 2.2.

QE−net =
gH2

8C
, (2.1)

〈ustokes〉 =
gH2

8ChT
. (2.2)

Figure 2.2: Eulerian net flow velocity resulting form compensating a steady flow

based on continuity consideration.

However, the velocity field is not actually inviscid distribution due to the effect of

bed roughness as most of existing measurements have found a shoreward net velocity

near the bed under non-wave-breaking condition. The Eulerian mean velocity for

10



2.2 Numerical models of undertow

the case of laminar flow and constant eddy viscosity can be calculated by Longuet-

Higgins solution [49] given as

〈uE〉 =
(Aω)2

4C
[3 + e−ξ(−4 cos ξ + 2 sin ξ + e−ξ − 2ξ sin ξ + 2ξ cos ξ)], (2.3)

where ξ = z/
√

2ν/ω.

In regard to the surf zone, because the gravity force related to wave set-up drives

the velocity and there is no shoreward boundary drift, the seaward mean velocity is

observed to be stronger than the offshore zone or so-called undertow. The undertow

occurs when waves are breaking and the wave-volume flux owing to wave motion and

surface roller creates the non-uniform radiation stress gradient that is imbalance to

the uniform pressure gradient form the wave set-up over the depth. Fig. 2.3 shows

the vertical distribution of undertow in the surf zone.

Figure 2.3: Vertical distribution of undertow occurred in the surf zone.

2.2 Numerical models of undertow

Undertow model was first developed to simply calculate the mean value of undertow

velocity. After that, the model was expected to use as a part of the prediction of

sediment transport rate, therefore, it was then improved for calculating the vertical

distribution of undertow by assembling the effect of eddy viscosity and also validated

by comparing with the experimental results. Because the undertow velocity is domi-

nated by the mass flux due to wave motion and surface roller [97], the models of wave

transformation and surface roller are integrated in the undertow calculation. The

individual contributions of wave transformation and surface roller evolution to the

undertow velocity, including the improvements of undertow model, will be properly

described before moving to the explanation of analysis in Chapter 3.
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2.2.1 Wave transformation model

Kuriyama developed a wave transformation model that can solve the shoaling, break-

ing and reforming of individual waves [41]. Specially, Kuriyama modified the criteria

on wave breaking by combining a dimensionless coefficient Cbr into the solution of

Seyama and Kimura [87], in order to adjust the solution based on the measurement

data to be used for the field data. The equation of breaking criteria became

Hb

hb
= Cbr

[
0.16

Lo
hb

[
1− exp

(
−0.8π

hb
Lo

(1 + 15 tan4/3B

)]
− 0.96 tanB + 0.2

]
, (2.4)

and a periodic bore model proposed by Thornton and Guza is used to estimate wave

energy dissipation due to wave motion [101], which can be expressed as,

∂EfCG
∂x

=
1

4

ρg(CoH)3

hT
, (2.5)

where Co is a dimensionless coefficient indicating the amount of the dissipation term.

The formula of Co was introduced by Kuriyama and Ozaki [41] as,

Co = CB

[
1.6− 0.12 ln

(
Ho

Lo

)
+ 0.28 ln(tanB)

]
. (2.6)

The given-minimal error for predicting undertow velocity, which is caused by the

error from predicting wave height, is when Cbr and CB range from 0.7 to 1.2 and

from 0.7 to 1.1, respectively [44].

Although the wave transformation model gave a good agreement with the ob-

served wave data, the deficiency showed that the modeled undertow was underesti-

mated mean velocities [44]. A cause of this error is that the wave transformation

model was derived from the assumption of symmetric waves, which inaccurately

calculated asymmetric waves in shallow water [22].

Later, a random wave transformation model was developed by Mase on the basis

of the energy balance with the considerations of wave diffraction and dissipation

effects due to wave breaking [52]. Afterward, Nam modified the model with an

improved description of the energy dissipation due to wave roller [62]. The model

was expressed as,

∂(CxS)

∂x
+
∂(CyS)

∂y
+
∂(CθS)

∂θ
=

κ

2ω

[
(CCG cos2 θSy)y −

1

2
CCG cos2 θSy

]
− K

d
CGS

[
1−

(
Γh

Hs

)2
]
,

(2.7)
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2.2 Numerical models of undertow

where the dimensionless coefficients of stable wave height (Γ) and decay (K) are

expressed by the function of bottom slope [28] as,

Γ = 0.45,K =
3

8
(0.3− 19.2B) for B < 0, (2.8)

Γ = 0.45 + 1.5B,K =
3

8
(0.3− 0.5B) for 0 ≤ B ≤ 0.6. (2.9)

Dally et al. suggested the calculation of wave energy dissipation due to wave

breaking (Db) by the following equation [17],

Db =
ρgKCG

8d

[
H2
rms − (Γh)2

]
, (2.10)

the radiation stress due to wave motion can be determined as,

Sxx =
Ef
2

[
2n
(
1 + cos2 〈θ〉

)
− 1
]
, (2.11)

Syy =
Ef
2

[
2n
(
1 + sin2 〈θ〉

)
− 1
]
, (2.12)

Sxy =
Ef
2
n sin 2 〈θ〉 . (2.13)

For calculating the volume flux due to the wave motion (Qw), it was assumed to

be proportional to the root-mean-square of water surface elevation of an individual

waves (ζrms) as the below equation developed by Svendsen [97],

Qw = −C
h
ζ2rms, (2.14)

the ζrms value is a function of significant wave height that derived from the nonlinear

wave theory using experimental results given by Goda [27]. The obtained relations

are written as,

ζrms =
H

2
√

2
for Π < 0.15, (2.15)

ζrms =
H

1.668 log Π + 4.204
for 0.15 ≤ Π < 3, (2.16)

ζrms =
H

5
for Π ≥ 0.15, (2.17)

where Π indicates non-linearity of an individual wave as given,

Π =
Hs

L
coth3

(
2πh

L

)
. (2.18)
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2.2.2 Surface roller model

After developing of the calculation of wave dissipation by Dally, Nam et al. [62]

improved the model for mass transport due to the wave roller effect as,

∂

∂x

(
1

2
MC2

r cos2 〈θ〉
)

+
∂

∂y

(
1

2
MC2

r sin2 〈θ〉
)

= Dr −Db, (2.19)

where Dr is the dissipation due to roller effect with an equation given below,

Dr = δgM, (2.20)

the radiation stress due to roller can be expressed by,

Rxx = MCr cos2 〈θ〉 , (2.21)

Ryy = MCr sin2 〈θ〉 , (2.22)

Rxy = MCr sin 2 〈θ〉 . (2.23)

Regarding the volume flux due to the surface roller (Qr), the calculation can be

expressed as Eq. 2.24. The cross-section area of the roller (Ar) had been significantly

considered with the first assumption that it was proportional to the square of wave

height [68, 97] as Eq. 2.25,

Qr = −ArC
2L

, (2.24)

Ar1 = CAH
2. (2.25)

In addition, Nadaoka et al. found that the shoreward cross-shore velocity was

fast at wave crest and became slower to wave trough level as being the triangle

distribution dut to eddy viscosity [61]. Suddenly, it was rapidly changed to flow

in seaward direction with the magnitude of velocity equaled to wave celerity (C).

Fig 2.4 presents the assumed distribution of the time-average cross-shore current

velocity. However, when a wave is propagating and the energy of wave motion is

transferring to generate surface roller, this energy of the roller should be less than the

initial energy. The roller area under the consideration of without wave dissipation

by Kuriyama [44] was then determined not to exceed Ar2 with the equation given

as,

∂(EfCG)

∂x
+
∂(MC)

∂x
= 0, (2.26)

then,

Ar2 =
8ML

ρC2
, (2.27)

from these two calculated roller areas, the smaller value was chosen for Eq. 2.24.
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2.2 Numerical models of undertow

Figure 2.4: Assumed distribution of the time-average cross-shore current velocity.

2.2.3 Modeling mean undertow velocity

A basic model for time and depth-averaged undertow velocity was obtained by

Svendsen [97], who suggested that undertow is induced by both of volume flux

due to wave motion and surface roller as computed from Eq. 2.14 and Eq. 2.24,

respectively. Undertow characteristic is limited in the surf zone and varies on water

depth from seabed to wave trough level (hT ). The three important variables of wave

volume flux due to wave motion and surface roller, and water depth were accounted

for the equation of mean undertow velocity as (Fig 1.2),

〈uE〉 = −Qw +Qr
hT

. (2.28)

All of the parameters in Eq. 2.28 above can be calculated by any proposed

contributions which were developed by the different assumptions. With respect

to the volume flux, Rattanapitikon and Shibayama had re-analyzed the existing

undertow models, and validated against the number of 379 undertow profiles of six

different data sets in both small and large-scale laboratories, in order to develop the

most appropriate undertow model that can be used even in a calculator. Although

the best recommended solution gave good agreement with observed data and the

deficiency was approximately 15% for mean undertow calculation, the bed roughness

at bottom boundary layer was not included in the solution, and the larger error was

found after comparing undertow profiles in a large-scale experiment [76].

In addition to the wave energy flux, the accuracy of undertow prediction de-

pends on the estimation of the water depth under wave trough level [63] as the

previous experiments have observed the stronger undertow velocity on a bar region
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and the weaker undertow velocity on a trough region. Even in a low-energy wave

condition, undertow is still sensitive to water depth. For this reason, the calculation

of water depth under wave trough need appropriately considering. Previously, the

wave trough level could be estimated by a half of the root-mean-square value of

individual wave height. This might be properly for only symmetric waves in the

offshore but it is not enough for asymmetric waves in the nearshore [26]. Many

significant investigations related to the wave asymmetry was conducted. Drake and

Calantoni distinguished the effects of wave skewness and asymmetry by using the

Stokes higher-order theory [21]. The quantities of local waves were combined into

the prediction of stream flow velocity near the bed by Elfrink et al. [23], and the

description for the characteristics of individual wave shape was expensively clarified

by Abreu et al. [3], including an improved analytic formulation of free-stream ve-

locity. Ruessink modified the Abreu’s formulation by applying the Ursell number

for random waves [85]. Recently, Nam et al. [63] followed the study of Ruessink to

solve water depth below asymmetric wave trough as determined by the wave theory

below,

hT = h+ ηup −WLrms , (2.29)

WLrms is assumed as a function similar to the solution of Abreu et al.,

WL(t) =
Hrmsf

2

 sinωt+ r sinφ

1+
√
1−r2

1− r cos(ωt+ φ)

 , (2.30)

where f =
√

1− r2 and the wave form parameter (φ) is a function of the Ursell

number as the following equation,

φ = −π
2

tanh (ϕ1/U
ϕ2
r ) , (2.31)

the Ursell number (Ur) can be expressed by

Ur =
HrmsL

2

(h+ ηup)3
, (2.32)

where r is the index of wave skewness, which is also based on the Ursell number

given as,

r =
2
√
m

1 +m
, (2.33)

m =

(√
(1−m2)

3

)(
ϕ3 +

ϕ4 − ϕ3

1 + exp ϕ5−logUr

ϕ6

)
, (2.34)

16



2.3 Exceedance probability

with the recommended fitting parameter (ϕ) given by Ruessink ey al. [85] as,

ϕ1 = 0.815± 0.055, ϕ2 = 0.672± 0.073, ϕ3 = 0,

ϕ4 = 0.857± 0.016, ϕ5 = −0.471± 0.025, ϕ6 = 0.297± 0.021.

2.3 Exceedance probability

The exceedance probability is an interesting method to evaluate the possibility of

experiencing a serious condition. To continuously explaining, the basic equation

for the measured exceedance probability is expressed by Eq.3.4 in Chapter 3 for

continuously explaining in the analysis method.

The exceedance probability is used to assess the probability percentage of an un-

certain parameter exceeding a certain threshold and it is often interested in offshore

engineering to evaluate the various hydrodynamic properties: wind, wave, current,

and sea ice [25]. For examples, Pugh [73] utilized the measured current datasets from

the Lincolnshire coast in the North sea [74] with tide-surge probability techniques to

investigate the exceedance probability of an annual extreme current under a strong

seasonal condition. The optimum value of the extreme current was then required

to suitably design the offshore structures. Method of applying the joint exceedance

probability to the wave height datasets was also considered by Stansell et al. [90].

The discretisation on sea water level to filter wave height resulted in serious under-

estimation of the probability of extreme wave condition for a low sampling rate of 1

Hz or less. Plus, the exceedance probability of the maximum wave height in 3 hours

was 5% underestimated.

Relating to the coastal engineering field, the cross-shore distributions of long-

shore current velocity at HORS was observed by Kuriyama et al. [43]. The ex-

planation of the extreme longshore current velocities of 0.5 and 1.0 m/s at some

considered locations were valued by using exceedance probability. Later, a statisti-

cal model applying exceedance probability for pressure gradients was developed by

analyzing the measured data from large-scale experiment, as published by Suzuki

et al. [96]. After that, Suzuki et al. [95] was similarly conducted a field observation

at the natural beach (HORS) in February 16, 2007. The measurements of pressure

gradients were performed by using five pressure transducers. Finally, a statistical

model of exceedance probability of near-bed pressure gradients was developed.

In addition to the investigations mentioned above, some researchers have also uti-

lized the exceedance probability for investigations into sediment transport trends [39],

shoreline erosion [15], and extreme waves forced by wind [57] etc.
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2.4 Weibull distribution

There are several empirical and theoretical models which can be applied to fit the ex-

ceedance probability. Weibull distribution is one of highly recommended functions

for various applications in engineering filed [45, 46, 111], especially for the flood

frequency responding to civil engineering [70]. Regarding the analysis of pressure

gradients using measured experimental and field data, Suzuki et al. [96, 95] compared

the measured exceedance probability of pressure gradients with the modeled results

using four methods of Weibull distribution, Rayleigh distribution, formulation of Al-

Humoud et al. [5] and Edgeworth-Rayleigh distribution [58]. The measured datasets

were well estimated by the Weibull distribution rather than other methods. Accord-

ing to the well-estimated results, the Weibull distribution was generalized to develop

a statistical model for simply predicting pressure gradients.

Moreover, the contributions of 12-year simulated data with the WAM model and

ECMWF wind forcing to the estimation of design wave characteristics for Kuwaiti

territorial waters were operated by Neelamani et al. [64]. The extreme wave con-

ditions were estimated by employing Weibull and Gumbel distributions. For their

findings, the Weibull distribution is better fitted to the storms compared with the

Gumbel distribution in Kuwaiti territorial waters.

The approach of defining reduced variate for Weibull distribution is provided

here. A probability that absolute of any undertow velocity |u′E | is equal to or less

than that of a specified undertow velocity |uE | is defined as,

P = P
(
|u′E | ≤ |uE |

)
. (2.35)

The exceedance probability that |u′E | is greater than a specified undertow velocity

|uE | may also be defined as:

PE = PE
(
|u′E | > |uE |

)
= 1− P. (2.36)

Following the publications of Kamphuis [38] and Scholz [86], the 2-parameter

Weibull distribution function is given as,

P (xi) = 1− exp
(
−xi
a′

)b
, (2.37)

where a = 1
a′ and xi is defined as a considered parameter or the normalized value of

undertow velocity (uE/u = β) in this research. Then,

P (β) = 1− exp (−aβ)b, (2.38)

which results in Eq. 3.5 for the exceedance probability of undertow velocity.
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Chapter 3

Methodology

Field observations were conducted at the Hasaki coast, Japan, in May of 2016 and

2017. The nearshore currents, wave and wind conditions, and bathymetry profile

were measured. Based on the wave energy flux from high to low levels, the undertow

current velocity data were rearranged. Then, the exceedance probability (hereafter

PE) method was applied to illustrate the characteristics the undertow distributions.

The undertow distribution was fitted by several functions; however, the Weibull dis-

tribution shows the best fitting with the smallest error. Here, the Weibull parameters

present a correlation with an undertow coefficient (or an efficiency of undertow), and

the generalized equations are given for predicting undertow PE . The flow chart of

statistical analysis scheme is presented in Fig. 3.1.

Figure 3.1: Flow chart of research methodology for statistical analysis.
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3.1 Location of study site

Field observations were conducted on an alongshore beach, Hasaki coast, where lo-

cated in the Ibaraki Prefecture of Japan facing the South Pacific Ocean at Hasaki

Oceanographical Research Station (HORS), a research facility for various phenom-

ena in the nearshore zone owned by the Port and Harbour Research Institute, Min-

istry of Transport (Fig. 3.2). The beach is dominated with sea and swell waves, and

significantly annual shoreline retreat is significantly being occurred due to tropical

cyclones-generated high wave energy [4]. The bathymetry of the alongshore profile

is almost uniform [42], with a median sediment diameter of 0.18 mm [32].

HORS has a 427-m-long pier located perpendicular to the shoreline, and the

pier is angled 59◦ clockwise from the north (Fig. 3.3). For this research, the seaward

distance parallel to the pier was defined as x being positive, and the alongshore

direction perpendicular to the pier was defined as y being respectively positive and

negative in southward and northward directions with the reference point (x and y =

0 m) set at the entrance of the pier. Beach profiles were measured at 5-m intervals

along the pier by using a 3-kg lead.

Figure 3.2: Location of the Hasaki Oceanographical Research Station (HORS) and

bathymetric map of the study site (Japan Oceanographic Data Center).
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3.2 Field observations

Figure 3.3: A 427-m-long pier located at HORS, Japan.

3.2 Field observations

Field observations were conducted during two periods under different topography

conditions on an alongshore uniform beach on the Hasaki coast in Japan. The first

period spanned 21 days from May 13 to June 2 in 2016 (hereafter HC16), and the

second period spanned 13 days from May 9 to May 22 in 2017 (hereafter HC17).

Table 3.1 shows the description of the field observation.

Table 3.1: Description of the field observations.
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3.2.1 The 2016 field observations (HC16)

In the first period of HC16, seabed profiles were measured at intervals of 5 m for

9 occasions as presented by Fig. 3.4. The inner and outer sandbars were observed.

An observation array for measuring nearshore currents, wave height and water level

was installed at the location of x = 90 m. The yellow area indicates the beam from

H-ADCP. To investigate the undertow characteristics at various water depths along

the seaward distance at which the wave was propagating, the undertow velocity

observed at the locations of x = 96, 116, 126, 161 and 191 m are selected. The pink,

yellow, blue, green and red circles indicate the fluorescent tracer sands installed at

x = 70, 120, 170, 220 and 280 m, respectively. The explanation of data acquisition

and data filtering is given in Section 3.2.3.

Figure 3.4: Barred beach profile of the field observation in May, 2016 (HC16).

3.2.2 The 2017 field observations (HC17)

In the second period of HC17, seabed profiles were surveyed for 7 occasions during

the observation. Fig. 3.5 presents observed seabed profiles that were smooth and

had no sandbar. An observation array for measuring nearshore currents, wave height

and water level was installed at the location of x = 110 m. The datasets of undertow

velocity at the locations of x = 116, 126, 161, 191 and 221 m are selected for this

analysis. The green, yellow and red circles indicate the fluorescent tracer sands

installed at x = 80, 160 and 240 m, respectively.
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3.2 Field observations

Figure 3.5: Unbarred beach profile of the field observation in May, 2017 (HC17).

3.2.3 Data acquisition and data filtering

At the beginning of HC16, an observation array was installed at the location of x

= 90 m at a clockwise angle of 10◦ from the pier to avoid disturbances from the

front piles as shown in Fig. 3.6. The distance from the center of the array (-0.46 m,

D.L.) to the seabed was 0.60 m. Three instruments were combined in this array: a

wave gauge, a current meter (INFINITY-EM, JFE Advantech Co., Ltd.), and a 600-

kHz nominal Horizontal Acoustic Doppler Current Profiler (H-ADCP 600, Teledyne

RD Instruments Marine Measurements) with the technical specifications of 180-m

longest horizontal profiling range and 2.1◦ beam width.

The H-ADCP sensor can be functionally set up by users for appropriately mea-

suring hydrodynamic parameters, water quality, and water surface elevation in the

various condition. In this observation, the nearshore currents and water level were

collected with a 1-min period in every 5 min at 5-m intervals during the observation

period with a sampling rate of 1 Hz, and a first bin was 6.0 m far from its position.

The outputs were taken by the WinADCP software, and the observed currents were

then converted into cross-shore and longshore currents (u, v) with positive directions

being shoreward and southward, respectively.
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Figure 3.6: (a) An observation array complemented by three instruments: a wave

gauge, a current meter and H-ADCP. (b) Emplacement of the observation array in

HC16.

The wave datasets were taken from two locations: At the Kashima port, the off-

shore waves (Ho, To) were measured at a water depth of 23.4 m using an Ultra-Sonic

Wave gauge (USW) organized by the nationwide ocean wave information network

for ports and harbours (NOWPHAS), Japan. At the tip of the pier (x = 380 m),

the significant waves (Hs, Ts) were observed using a wave gauge (UH-401, KENEX)

at a mean water depth of 6.36 m and averaged every hour by a 20-min data sample.

However, the wave directions were observed only at the offshore site (θo) and calcu-

lated with the Snell’s law to estimate the wave direction at the tip of the pier (θ).

The wave energy flux per unit length was calculated by the equations are as follows;

Ef =
1

8
ρgH2

sCG, (3.1)

CG = nC, (3.2)

n =
1

2

(
1 +

2kd

sinh2kd

)
(3.3)

For the wind situation, a propeller-style vane anemometer (N-363, Nippon Elec-

tric Instrument) installed at the end of the pier at x = 385 m was used to measure

the speed and direction of wind. The dataset were averaged to every 10 min for every

hour. An example of hourly averaged data of cross-shore currents, wave height and

water level was illustrated in Fig. 3.7. All of datasets were averaged at the first 20

min in each hour to match them with the same sampling rate. The gray horizontal

lines refer to the rate of time-averaged data.
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Figure 3.7: Example of data filtering of the (top) cross-shore current, (middle) wave

height, and (bottom) water level during 00:40–05:00 AM on May 17, 2016. The

black dots and open circles indicate raw and average data. The gray horizontal lines

indicate the time of the averaging. The red rectangle represents the 20-min observed

wave height at NOWPHAS.

Figure 3.8: (a) An observation array complemented by three instruments: a wave

gauge, a current meter and H-ADCP. (b) Emplacement of the observation array in

HC17.
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The installation of the observation array in HC17 was different from 2016.

Fig. 3.8 illustrates the components and the emplacement of the observation array.

The position of array was at the location of x = 110 m, where it could well mea-

sure current velocities and was not disturbed by the front piles. Because of that,

the array was installed without an inclining angle; beam-3 was parallel to the pier.

The distance from the center of the array (-1.33 m, D.L.) to the seabed was 0.30

m and the first bin was at about x = 116 m. Three of the same instruments used

in 2016 were also put in this array. Moreover, the wave direction driving longshore

gradient shows a deficiency angle with the longshore current. Next, the differences

of the emplacement and occurred deficiency of the HC16 and HC17 are respectively

illustrated.

3.2.4 Correlation between observed longshore current and wave di-

rection

The wave directions at the end of the pier (θ) were estimated by the wave direc-

tion observed at the offshore site (θo) at a water depth of 23.4 m, which acquired

through the Nationwide Ocean Wave information network for Ports and HArbourS

(NOWPHAS), using Snell’s law.

Figure 3.9: Correlation between the observed longshore current and adjusted wave

direction for (a) HC16 and (b) HC17.

However, wave-generated longshore momentum dominates the longshore current.

The larger the incident wave angle is, the stronger the longshore current velocity.

Fig. 3.9 presents the correlation between the longshore current obtained at the first

bin of the H-ADCP position (x = 96 m and 116 m for HC16 and HC17, respectively)

and the calculated wave directions. This reveals a discrepancy indicating the effect
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of the wave refraction. Therefore, after using Snell’s law, the wave directions were

again adjusted with a shifted angle of 17.6◦ and 6.0◦ to the origin for HC16 and

HC17, respectively. In this analysis, the cross-shore component of the wave energy

flux (Efu) mentioned in Section 4.1.3 and 4.2.3 were then converted using this final

adjusted wave direction (θs).

3.3 Analysis of undertow exceedance probability

The probabilistic distribution of undertow current is described by using the ex-

ceedance probability (PE) with the consideration of occurrence probability in an

extreme condition. The basic equation for the measured PE is given by

PE =
α

N0 + 1
, (3.4)

where α is the order of the high to low amount of normalized undertow (i-th rank

of uE/u), and N0 is the sum of the number data for the different wave energy levels

and cross-shore locations.

An example of the wave-energetic distribution of undertow PE at the location x

= 126 m of HC16 (Fig. 3.10) is given to demonstrate the procedure of analysis. The

dots represent the data plotted between the values of normalized undertow velocity

and its PE value. Each wave energy level is represented by different colors. After

that, the data of undertow PE were well-fitted by using the Weibull distribution.

The PE of the Weibull distribution is expressed as Eq. 3.5, and the explanation of

the Weibull distribution was mentioned in Section 2.4.

PE = exp(−aβb) (3.5)

where a and b are two important parameters known as the scale and shape param-

eters, respectively, and β is the value of uE/u.

PE can normally be examined by several empirical models; e.g., a Weibull dis-

tribution, Gumbel distribution, Generalized Extreme Value (GEV) distribution, or

Rayleigh distribution. In coastal applications, the Weibull distribution has widely

been utilized to increase the understanding of hydrodynamic mechanisms on a coast;

wave runup [103], polymodal sediment [92], and long-shore currents [29]. Moreover,

this Weibull distribution is an uncomplicated function compared to other models to

be used in practice. Thus, the author chose the Weibull distribution to fit the curves

of the distribution of undertow PE in this research.
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Chapter 3. Methodology

Figure 3.10: Exceedance probability of observed and Weibull distributions applicable

to normalized undertow at the location x = 126 m of HC16.

When applying the Weibull distribution to each observed PE curve, the curves

were well fitted by changing the Weibull parameters. It can be considered that

the parameters were affected by the normalized values of the wave energy flux,

relative cross-shore location, and normalized water depth. This brings about the

development of the statistical model for predicting undertow PE , and this will be

later discussed together with both results of HC16 and HC17 datasets in Section 5.4

of Chapter 5.

To demonstrate the effect of tidal ranges on the undertow, the observed PE of

undertow was distinguished using the water levels: high-tide or low-tide data. The

definitions of high-tide and low-tide durations in this study were determined by using

the values of MWL and its standard deviation. The description relating to this part

will appear in Section 5.5 of Chapter 5.
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Field Datasets

In this chapter, the field datasets and the undertow analysis are described, including

the generalization of the Weibull distribution to develop a statistical model for esti-

mating undertow. Tidal elevation data are used to demonstrate the characteristics

of undertow probabilistic distribution differentiated by changes in water level.

4.1 Data description for the field observation in May

2016 (HC16)

The observed datasets of HC16 are described in three main folds as follows:

� Bathymetry profile

� Wave condition

� Variability of cross-shore current

The description of the HC17 that presents a different feature of planar beach

will be given in Section 4.2.

4.1.1 Bathymetry profile of HC16

Fig. 4.1 presents beach profiles surveyed in HC16. Initial, final and average seabed

profiles are represented by brown, red and black lines, respectively. Gray bound

scopes standard deviation of seabed elevation in each location. Two sandbars were

observed around x = 60 and 190 m. The mean water level (MWL) was +0.75 m

relative to the datum level at the site (Tokyo Peil -0.687 m). In this research, the

position of the shoreline was set at the still MWL. xL indicates a distance measured
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Chapter 4. Field Datasets

from shoreline to a considered location, XB refers to the location of the outer sandbar

at x = 191 m, and xL/XB is a considered location relative to the outer bar. Five

seaward locations of x = 96, 116, 126, 161, and 191 m (xL/XB = 0.46, 0.57, 0.63,

0.83, and 1.00) are discussed in the analysis. In addition, WL is water level, h is the

water depth from the water surface to the seabed at the location of x, and hB is the

depth at the outer bar. Between the inner and outer bars, the depth at the trough

(x = 161 m) was 3.20 m below the MWL.

Figure 4.1: Beach profile of HC16 with average and standard deviation.

4.1.2 Wave condition of HC16

The time-series data of wave height, wave period and wave direction are presented in

Fig. 4.2. The red and black lines refer to waves observed at the tip of the pier (x =

380 m) and the offshore site at a water depth of 23.4 m (NOWPHAS), respectively.

The offshore wave direction (θo) in Fig. 4.2c was recorded as a positive angle of a

clockwise rotation, where 0◦ denotes the direction parallel to the pier from offshore

to onshore. The significant wave directions (θ) were then estimated by using the

offshore wave direction calculated with Snell’s law as mentioned in Chapter 3.

The significant wave observed at the tip of the pier was used for the analysis.

The average wave height (〈Hs〉) was 1.00 m with a range of 0.47 m < Hs < 2.39 m,

and the average wave period (〈Ts〉) was 7.07 s with a range of 4.40 s < Ts < 9.30 s.
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4.1 Data description for the field observation in May 2016 (HC16)

Figure 4.2: Time-series data indicating wave condition in HC16: (a) wave height,

(b) wave period, and (c) wave direction.

The wave height was relatively higher than the average from May 14 to 24 because

of a storm event. In addition, The average wind velocity (〈U〉) was 5.63 m/s with a

range of 0.24 m/s < U < 14.87 m/s.

4.1.3 Variability of cross-shore current in HC16

The time-series data of the observed cross-shore currents, cross-shore component

of wave energy flux, and water level are presented in Fig. 4.3. Fig. 4.3a shows

the temporal and spatial variation of the cross-shore currents at locations of x =

96, 116, 126, 161, and 191 m. The directions of the currents are indicated by the

dashed line. The data below and above the dashed line refers to the shoreward and

seaward currents, that is, the undertow, respectively (see more the average, standard

deviation, maximum, and minimum of the undertow velocity at each considered

location in Table 8.2 of Appendix. A). The blanks are missing data. The dashed

blue line in Fig. 4.3b indicates averaged value of cross-shore component of wave

energy flux (〈Efu〉) of 7.88 kN/s. In Fig. 4.3c, the solid gray line indicates mean

water level (D.L. +0.75 m), and the dashed pink and blue lines indicate plus and

minus a half of the standard deviation (WSD) of 0.28 m: WL > MWL+0.5WSD (0.89

m) for high-tide duration and WL > MWL+0.5WSD (0.61 m) for low-tide duration.

31



Chapter 4. Field Datasets

From the HC16 observations (Fig. 4.3), it can be seen that Efu was higher than

the average from May 14 to 16 and May 18 to 24, and it intensified the undertow

as the dominant driver. Under this high-energy wave condition, the cross-shore

current velocity was seamlessly measured at nearshore locations (e.g., x = 96, 116,

and 126 m). However, some data were missing owing to water bubbles at the farther

locations (e.g., x = 161, 191, and 221 m), where the wave breaking points could be

anticipated around x = 160 m. After May 24, the waves were calm and broken at

the nearshore side of the observation array. Accordingly, the cross-shore current was

subject to the change in water depth owing to the water level. A higher magnitude

of undertow was periodically observed when the water level was decreasing. By

contrast, the undertow was weak when the water level was rising. In addition, the

spatial variation of undertow shows changes in the velocity depending on the cross-

shore locations. Undertow was stronger at the nearshore (x = 96, 116, and 126

m) and offshore-sandbar (from x = 191 m) locations, while weaker undertow was

observed in the trough region (x = 161 m). Hence, the undertow can be affected by

either the wave energy or the change in water depth.

Figure 4.3: The observed time-series datasets of HC16: (a) cross-shore currents, (b)

wave energy flux (blue) with a cross-shore component (black), and (c) the water

level.
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4.2 Data description of the field observation in May

2017 (HC17)

Not only wave processes, but also beach profile evolution is responsible for inducing

nearshore currents. Thus, the difference of seabed feature in HC17 compared with

HC16 should be taken into account for this analysis. The feature of the seabed

profile was previously presented in Section 4.2.1. Furthermore, Section 4.5 and

Section 4.2.3 will provide time-series data of wave condition and cross-shore current

variability, respectively.

4.2.1 Bathymetry profile of HC17

Fig. 4.4 presents beach profiles surveyed in HC17. Each line indicates the difference

of each conditional seabed profiles as already appeared in Section 4.1.1. The MWL

was +0.66 m relative to the datum level at the site (Tokyo Peil -0.687 m), and the

position of the shoreline was set at the still MWL. First day of the observation on

May 9, a sandbar was observed at the location of x = 115 m with a water depth

of 2.22 m below the MWL. This sandbar was eroded by a wave-induced longshore

current during a storm event occurring from May 13 to 18, and the beach profile

was then changed and had a planar slope with a highest ripple at the location of

x = 190 m. The depth at this ripple was 3.36 m below the MWL. Five seaward

locations of x = 116, 126, 161, 191 and 221 m (xL/XB = 0.57, 0.63, 0.83, 1.00 and

1.17) are discussed in the analysis. Note that XB refers to a location nearby the

highest ripple at x = 191 m.

4.2.2 Wave condition of HC17

The time-series data of wave height, wave period, and wave direction are presented in

Fig. 4.5. The indication of each line is same as previously mentioned in Section 4.1.

The significant wave observed at the tip of the pier was used for the analysis. The

average wave height was 0.95 m with a range of 0.29 m < Hs < 2.48 m, and the

average wave period was 7.40 s with a range of 4.60 s < Ts < 10.30 s. The wave

height became larger on May 13 and then decreased after the occurring storm had

disappeared on May 18. In addition, The average wind velocity was 4.52 m/s in a

range of 0.17 m/s < U < 12.38 m/s.
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Figure 4.4: Beach profile of HC17 with average and standard deviation.

Figure 4.5: Time-series data indicating wave condition in HC17: (a) wave height,

(b) wave period, and (c) wave direction.
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4.2.3 Variability of cross-shore current in HC17

The time-series data of the observed cross-shore currents, cross-shore component

of wave energy flux, and water level are respectively presented in Figs. 4.6a-c. The

temporal and spatial variation of the cross-shore currents at locations of x= 116, 126,

161, 191 and 221 m were selected for the analysis (Fig. 4.6a). The undertow velocity

is indicated by the vertical line above each dashed line and the missing data are the

blank area (see more the average, standard deviation, maximum, and minimum of

the undertow velocity at each considered location in Table 8.2 of Appendix. A).

The average cross-shore component of wave energy flux of 10.00 kN/s in Fig. 4.6b is

represented by the dashed blue line. In Fig. 4.6c, the solid gray line indicates mean

water level (D.L. +0.66 m), and the dashed pink and blue lines indicate plus and

minus a half of the standard deviation of 0.26 m: WL > MWL+0.5WSD (0.79 m)

for high-tide duration and WL > MWL+0.5WSD (0.53 m) for low-tide duration.

Figure 4.6: The observed time-series datasets of HC17: (a) cross-shore currents, (b)

wave energy flux (blue) with a cross-shore component (black), and (c) the water

level.

Form Figure 4.6, the undertow characteristics were similar to the HC16 case.
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During the high-energy wave period from May 13 to 18, waves were breaking around

x = 190 m, and Efu was the dominant factor inducing a strong undertow. The

undertow data were fully observed at x = 116, 126, 136, and 161 m, and missing

data at farther locations, that is, x = 191 and 221 m. On May 18, after the storm

ended, the undertow was dominated by the changes in water depth, where peak

velocity of the undertow was observed during the lowest water depth periods.
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Statistical Analysis of Undertow

5.1 Statistical distributions of undertow current data

Undertow is significantly generated by wave energy flux (Ef ) after wave breaking.

When incoming waves are propagating with a small wave angle, the energy flux due

to wave motion will instantly induce the strong undertow, on the other hand, the

lager wave angle, the increase in longshore mass flux, and the longshore currents

will be strengthened. To demonstrate the effect of wave energy flux on the under-

tow velocity, the energy flux needs converting to cross-shore component by wave

direction. In this study, the author used the adjusted wave direction mentioned in

Section 3.2.4 to calculate the cross-shore component of wave energy flux (Efu).

5.1.1 Sorting the cross-shore component of wave energy flux

The overview of seabed profiles on the first and last day of the observations and

considered locations of the analysis for both HC16 and HC17 is presented in Fig 5.1

by pink and blue colors respectively. The first and last day of the field observations

are indicated by solid line and dashed line for each year, respectively. With respect

to wave energy flux, HC17 has a wider range and a higher standard deviation of Efu

(0.58 kN/s < Efu < 51.88 kN/s and Efu−SD = 11.20 kN/s, respectively) than those

of HC16 (1.40 kN/s < Efu < 34.47 kN/s and Efu−SD = 5.43 kN/s, respectively).

To deal with the different ranges of wave energy between HC16 and HC17, datasets

of both cases were merged and ranked from the maximum to minimum energy flux.

We then sorted them into four levels (A to D), as shown in Fig. 5.2.
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Figure 5.1: Overview of seabed profiles of HC16 and HC17.

Figure 5.2: Histograms of the cross-shore component of the wave energy flux and

range of each wave energy level from the highest A to the lowest D for (a) HC16

and (b) HC17.

The energy level of A is the highest rank of Efu that accounted for the top 10%

of all the data points. Subsequently, levels B, C, and D were assigned for lower Efu

ranks, which accounted for 20%, 30%, and 40% of all the data points, respectively.

For each wave energy level, the average wave conditions, i.e., the average values of

the wave height, wave period, and the cross-shore component of the wave energy are

shown in Tables 5.1 and 5.2 for HC16 and HC17, respectively.
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Table 5.1: Average wave conditions under each wave energy level for HC16.

Table 5.2: Average wave conditions under each wave energy level for HC17.

From Tables 5.1 and 5.2, the average wave height of energy level A was ap-

proximately triple that of energy level D for HC16, and almost four-times that for

HC17, respectively. The sum of Efu of levels A and B amounted to 52.5% and

79.0% for HC16 and HC17, respectively, and their average values were significantly

greater than those in the entire average periods in levels C and D. Thus, the au-

thor determined the wave energy from levels A to B and C to D as the high- and

low-energy wave conditions, respectively. The range between the maximum and

minimum values of Efu in the HC17 case was larger than that of the HC16 case.
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5.1.2 Wave-energetic and spatial distributions of undertow data

In this analysis, the offshore-directed current data are determined as undertow,

uE , and the shoreward current data are ignored. To investigate the characteristics

of undertow due to the effects of the wave energy flux and cross-shore locations,

the undertow velocities were normalized based on the arithmetic average values of

undertow measured at the first bin of H-ADCP within the entire observation period,

(u = -0.10 m/s at x = 96 m for HC16 and u = -0.13 m/s at x = 116 m for HC17),

that is, uE/u, were arranged according to the rank of wave energy level (Fig. 5.2).

The number of undertow datasets at each seaward location, Nx, is summarized in

Tables 5.3 and 5.4 for HC16 and HC17, respectively.

From Tables 5.3 and 5.4, the number of undertow data under high-energy waves

(levels A and B) accounted for 27% and 35% of the total data in HC16 and HC17,

respectively, and the number of data decreased towards offshore from x = 161 m

and there was none at x = 221. The approximately other 70% of the total undertow

data was observed under low-energy waves, and a high rate of obtaining data over

50% is presented until x = 161 m for both observations.

Table 5.3: Number of undertow data and its percentage relative to the total number

in each wave energy level for and the six locations considered for HC16.
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Table 5.4: Number of undertow data and its percentage relative to the total number

in each wave energy level for and the six locations considered for HC17.

The histograms in Figs. 5.3 and 5.4 illustrate the number of undertow data

separated at each wave energy level and cross-shore location, which are based on

Tables 5.3 and 5.4. In each panel, the horizontal dotted line indicates the average of

the normalized undertow, with the value and percentage of undertow data (Nx/NT )

are presented in the upper box. The average values of normalized undertow in each

panel are noted in the upper box and indicated by the horizontal dotted line. In

this study, at locations where more than 50% of data was recorded (shown with gray

area) were included in the analysis. Because the offshore bar location at x = 191

m played a key role in wave breaking and induced a strong undertow, the author

also included the datasets at this location into the discussion for both cases despite

being smaller than 50% (36.8% and 40.9% for HC16 and HC17, respectively).

From the histogram for HC16 (Fig. 5.3), the number of recorded undertow data

at energy levels C and D is large for a lower normalized undertow, and the values

are conglomerated near to or less than average. When the wave energy increases

to levels B and A, the data show more spread toward a higher value of normalized

undertow, and surpass their average. This data distribution based on wave energy

is defined as a ‘wave-energetic distribution.’With respect to the cross-shore location,

the number of data and the data acquisition rate tend to decrease seaward, whereas

the average normalized undertow increases near the bar regions at x = 96, 116, and
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191 m compared to the lower average value near the trough region at x = 126 and

161 m. Here, the data distribution was considered along the cross-shore locations,

which is called a ‘spatial distribution.’

Figure 5.3: Wave-energetic and spatial distributions of histograms of undertow

datasets for HC16.

According to HC17 (Fig. 5.4), the number of undertow data at energy level

A spreading out toward a higher normalized value is greater than that of HC16.

This means that the wave energy at level A in HC17 is higher than that of HC16.

However, the number of data at level A is smaller than that of level B for the same

case because the H-ADCP was installed on the crest of the small sandbar at x =

110 m at the beginning of the observation (Fig. 4.4), during which wave breaking

occurred at more nearshore location. Thus, the H-ADCP could not observe the

current data during that period of energy level A. After May 10, the small sandbar

moved towards offshore, and the waves were then broken in front of the H-ADCP

position, resulting in more data being obtained during the period of energy level

B. For the same reason, the averages of the normalized undertow at energy level

B at the nearshore locations of x = 116 and 126 m are higher than those of level
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A. The wave-energetic and spatial distribution of datasets were then analyzed using

the exceedance probability method.

Figure 5.4: Wave-energetic and spatial distributions of histograms of undertow

datasets for HC17.

5.2 Exceedance probability analysis for undertow

The wave-energetic and spatial distributions of undertow datasets have already been

discussed in Chapter 3. In this Section, the spatial-energetic distributions of under-

tow exceedance probability is considered. The effects of high-wave-energy flux and

small water depth over a bar region result in the increase of undertow intensity. This

means the wave energy flux, water depth, and cross-shore location are three main

hydrodynamic parameters that induce undertow. The combination of these three

parameters develops an efficiency of undertow ne that can be used for estimating

Weibull parameters to predict the exceedance probability of undertow. Therefore,

we have obtained a new statistical model that will be explained in details in sub-

section 5.4. The comparison of the observed and modeled exceedance probability of
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undertow is demonstrated in later to ensure the accuracy of the model.

5.2.1 Undertow exceedance probability of HC16

First, the examples of observed and Weibull distributions of exceedance probability

of the normalized undertow are presented in Fig. 5.5 to demonstrate the process

of defining the wave-energetic and spatial distributions of undertow. The vertical

dashed line refers to uE/u = 1.0 (uE = -0.10 m/s). A discussion relating to well-

fitting curves of the Weibull distribution has been given in the Section 3.3. Secondly,

all findings of the exceedance probability analysis for every energy level and seaward

locations are discussed. Fig. 5.5a presents the energetic distributions of the undertow

exceedance probability for all wave energy levels at x = 116 m (xL/XB = 0.57).

Each color indicates a different wave energy level (A, B, C, or D). For each level,

exceedance probability decreases with an increase in the normalized undertow. The

undertow velocity is less able to reach a higher extreme value, i.e., a comparison

between the values at higher criteria of uE/u = 2.0 and lower criteria of uE/u =

0.5. When the wave energy flux level becomes higher (from D to A), its exceedance

probability increases.

Fig. 5.5b shows the spatial distributions of the undertow exceedance probability

for cross-shore locations at wave energy level of C. Each location is indicated by

each color. For the normalized undertow at a bound of uE/u > 1.0, the undertow

exceedance probability decreased when it was observed at locations farther offshore,

and the lowest value was at x = 161 m (tough region), but exceedance probability

increased slightly at x = 191 m (outer bar region). This is because the undertow

is affected by the various water depths at the different locations. A shorter depth

owing to alongshore sandbars induces a stronger undertow, as observed at locations

of x = 96 and 191 m.

Although some variances between the curves are bigger for a higher criterion, the

exceedance probability curve of all locations was similar to each other. Exceedance

probability at the wave energy levels of A, B, and D also had a similar trend.

The findings indicate that the exceedance probability of the undertow tends to be

affected by the seaward spatial variability in addition to the fluctuation of the wave

energy flux. The energetic distributions of undertow exceedance probability for all

locations; x = 96, 116, 126, 161 and 191 m are included in Fig. 5.6 and the spatial

distributions of undertow exceedance probability for every level of wave energy; A,

B, C and D are gathered in Fig. 5.7.
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Figure 5.5: Exceedance probability of observed and Weibull distributions applicable

to normalized undertow for HC16: (a) location of x = 116 m for each wave energy

level and (b) wave energy level of C for each considered location.

Figure 5.6: Wave-energetic distribution of the exceedance probability of observed

and Weibull distributions applicable to normalized undertow for locations of: (a) x

= 96 m, (b) x = 116 m, (c) x = 126 m, (d) x = 161 m and (e) x = 191 m in HC16.

45



Chapter 5. Statistical Analysis of Undertow

From Fig. 5.6, the illustration of wave-energetic distributions of undertow ex-

ceedance probability are presented for all considered locations. Not only the loca-

tion of x = 116 m demonstrates that the increase in wave energy flux resulted in

the higher exceedance probability of undertow, but also the other locations similarly

happened and had the same trend even there was no data at energy levels of A and

B on the farther locations of x = 161 and 191 m. With regards to the location of x =

96 m where the undertow exceedance probability for energy levels of A, B and C was

identical, this can also be explained that the short distance of water depth at this

point forces the undertow intensity instead of wave energy in during the decreasing

in wave energy level.

Figure 5.7: Spatial distribution of the exceedance probability of observed and

Weibull distributions applicable to normalized undertow for energy levels of: (a)

Efu = A, (b) Efu = B, (c) Efu = C, and (d) Efu = D in HC16.

Fig. 5.7 illustrates the effect of water depth at each seaward location on the

undertow exceedance probability. The curves are slight different for all energy levels.

However, the curve of undertow exceedance probability at the location of x = 161

m in Figs. 5.7c-d (low-energy-wave condition) can be seen the effect of water depth

at trough region that less generated undertow compared to other positions where

bars existed (e.g. x = 96 and 191 m). In the other hands, it can be concluded that

the closer to nearshore location, the undertow is strengthened by water depth, and

it becomes weaker at farther location and weakest at trough location.
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From the results, the measured exceedance probability of undertow can well be

estimated by using Weibull distribution as two reasons mentioned in following;

1) Relating to Fig. 5.5, exceedance probability of observed and Weibull distribu-

tions applicable to normalized undertow and exceedance probability were plot-

ted in log-scale. The scatter of data can be seen from uE/u > 1.5. However,

the scattering only ranges from exceedance probability = 0.001-0.3 (0.1%-3%)

and small number data were counted compared to the data that well fitted by

Weibull distribution when uE/u ≤ 1.5.

2) The relationship between the observed and results from Weibull distribution

gives good correlation with the skill of 0.96.

5.2.2 Undertow exceedance probability of HC17

In the previous section, the undertow exceedance probability under barred beach

condition was considered. Here, the analysis is extended to cover a natural un-

barred beach condition as mentioned in Section 4.2 that the seabed profile was

approximately planar. To develop the statistical model, the undertow observation

of HC17 was also included in this analysis.

The wave-energetic distributions of the exceedance probability of observed and

Weibull distributions applicable to normalized undertow for all considered locations

are demonstrated in Fig. 5.8. For the curve indicating the undertow exceedance

probability at energy level of A, it should have the highest exceedance probability as

anticipated owing to the highest level, but the lower exceedance probability than that

of levels B ans C is appeared. This can be explained that H-ADCP was measuring

the onshore ward currents and waves were broken after passing H-ADCP during the

initial state of the storm event. After that, a sand ripple was generated in front of H-

ADCP and the undertow was then more observed during the middle of storm event

responsible for the lower energy levels of B, C and D. Accordingly, the exceedance

probability of undertow was highest at energy level of B and became lower when wave

energy was decreasing. The disappeared curve in Figs. 5.8c-d means no undertow

data. The farther seaward location, the less number of undertow data.
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Figure 5.8: Energetic distributions of the observed undertow PE , and Weibull dis-

tributions applicable to normalized undertow for HC17 at the locations of: (a) x =

116 m, (b) x = 126 m, (c) x = 161 m, (d) x = 191 m and (e) x = 221 m.

Figure 5.9: Spatial distribution of the observed undertow PE , and Weibull distribu-

tions applicable to normalized undertow for HC17 at the energy levels of: (a) Efu

= A, (b) Efu = B, (c) Efu = C, and (d) Efu = D.
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5.3 Results of exceedance probability analysis

In addition to energetic distribution, the spatial distribution of undertow ex-

ceedance probability at each energy level is illustrated. In Figure 5.8, the dashed

line refers to the normalized undertow at the criteria of 1.0. The curves in each

panel show similar trends for every location. This is same as the discussion of 2106

undertow data in Section 5.6. The energy level of B and C could lead to the stronger

undertow and reach the higher extreme undertow compared with that of level A.

The exceedance probability was lowest at energy level of D compared to other levels

as it had the negative steepest slope. The highest exceedance probability for the

energy level D was at the ripple location of x = 191 m.

5.3 Results of exceedance probability analysis

The correlation between the observed PE and the normalized value of the undertow

was determined to understand the undertow characteristics. The analysis presented

here separately demonstrates the distributions of the observed undertow PE , which

is affected by the wave energy, cross-shore locations, and different water depths

owing to the tidal range. The Weibull distribution was used to fit the observed

undertow PE , providing two values of parameters a and b individually for each

curve of undertow PE . These two Weibull parameters allow us to develop a new

model of the undertow PE , as described in Section 5.4.

5.3.1 Effect of wave energy flux

First, the wave-energetic distributions of undertow PE at x = 126 m (xL/XB =

0.63), which have approximately 50% the number of data at all wave energy levels

(as identified by the meshed box in Figs. 5.3 and 5.4), were chosen to demonstrate

the characteristics of the undertow owing to the wave energy effect. Figures 5.10a

and 5.10b depict the observed and Weibull-fitted PE of the normalized undertow

for HC16 and HC17, respectively. The different symbols, i.e., black rectangle, open

gray circle, blue triangle, and gray rectangle indicate the undertow PE distribution

at wave energy levels of A, B, C, and D, respectively. Each curve decreases with

an increase in the normalized undertow value. Undertow PE is less able to reach a

more extreme value of uE/u, e.g., a comparison of undertow PE at each energy level

between the higher criteria of uE/u = 1.0 and lower criteria of uE/u = 0.5.

However, Fig. 5.10a of HC16 shows that when the wave energy flux level becomes

higher from D to A, its PE increases and reaches the higher criteria of approximately

uE/u= 3.0 for the energy level of A. For HC17 (Fig. 5.10b), a slightly lower undertow
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PE occurred at level A than at level B, i.e., from uE/u = 1.3, and the curve of wave

energy level B was able to reach the criterion of uE/u = 3.0 unlike level A. This was

caused by the sandbar movement during the field observation of HC17 described

in Section 5.1.2. Note that a similar trend of wave-energetic distributions was also

illustrated at other locations of x = 96, 116, and 161 m for HC16 and x = 116 and

161 m for HC17.

Figure 5.10: Wave-energetic distributions of the undertow PE of observed and

Weibull distributions applicable to normalized undertow at the location of x = 126

m for (a) HC16 and (b) HC17. The black rectangle, gray circle, blue triangle, and

gray rectangle differentiate the undertow datasets at wave energy levels of A, B, C,

and D, respectively. The solid and open symbols represent the observed undertow

PE for HC16 and HC17, respectively. The vertical dashed, rigid, and dotted lines

refer to the criteria of normalized undertow at uE/u = 0.5, 1.0, and 3.0, respectively.

5.3.2 Effect of cross-shore location and water depth

Although wave energy flux is the main driver for the undertow, the bathymetry

feature can also affect the magnitude of the undertow, particularly during LWE

conditions. To demonstrate the effect of the bathymetry feature on the undertow

characteristics, the spatial distributions of the undertow PE for cross-shore locations

at a wave energy level of C (as identified by the dashed box in Figs. 5.3 and 5.4 are

illustrated in Figs. 5.11a and 5.11b for HC16 and HC17, respectively. Each location

is indicated by a different color and symbol. Both cases represent a similar trend of

undertow PE curves for all considered locations until the criterion uE/u = 1.0. The

difference of the PE curves becomes larger from approximately uE/u > 1.0.
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Figure 5.11: Spatial distributions of the undertow PE of observed and Weibull dis-

tributions applicable to normalized undertow at the energy level of C for (a) HC16

and (b) HC17. The solid and open symbols represent the observed undertow PE for

HC16 and HC17, respectively. The blue triangle indicates the undertow datasets

at wave energy levels of C at the location of x = 126 m (the same as in Figs. 5.3

and 5.4). The red upside-down triangle represents the undertow PE , which increases

at x = 191 m (bar region). The rigid line refers to the criterion of the normalized

undertow at uE/u = 1.0.

Figure 5.11a illustrates that the undertow PE decreased with the farther offshore

locations, and the lowest value was at x = 161 m (trough region), whereas PE

increased again at x = 191 m (outer bar region). This change in the undertow PE

along the cross-shore locations occurred because the undertow was affected by the

various water depths owing to the bathymetry feature. A shorter depth owing to

alongshore sandbars induces a stronger undertow, as observed at locations of x =

96 and 191 m.

By contrast, the planar beach condition of HC17 in Fig. 5.11b presents a similar

curve of the spatial distributions of the undertow PE for all considered locations.

Interestingly, its highest PE is at x = 191 m, where a small sand bar exists. Note

that the distribution of undertow PE at the wave energy level of D also had a similar

trend for both cases of HC16 and HC17. Therefore, the features of the barred and

planar beaches can cause different undertow characteristics under low-wave-energy

conditions. The undertow can be induced around the bar region, which has a short

water depth.
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5.4 Modeling for undertow exceedance probability

One of our primary objectives is to develop the statistical model of the undertow.

When applying the Weibull distribution to each observed undertow PE curve, the

curves are well fitted by changing the two Weibull parameters. According to the

findings presented in the previous section, these two parameters are affected by

the normalized values of the wave energy flux, relative cross-shore location, and

normalized water depth. A higher wave energy flux generates a stronger undertow.

In addition, the characteristics of the undertow can also be inversely differentiated

by the cross-shore location and water depth, that is, the farther the location is from

the shore with greater water depth, the weaker the undertow.

The relation between the Weibull parameters and the combination of normalized

statistical values (hereafter ne, the efficiency of the undertow) is then defined to

generalize the Weibull distribution for undertow PE . The normalized parametric

values are defined as 〈Efu〉O / 〈Efu〉T for cross-shore component of wave energy

flux, 〈xL/XB〉 for cross-shore location, and 〈h〉O / 〈hB〉T for water depth. The most

suitable combination of all trials when considering the Weibull distribution is

ne =
[〈Efu〉O / 〈Efu〉T ]

[〈xL/XB〉][〈h〉O / 〈hB〉T ]
(5.1)

where subscript O is the observed dataset of each wave energy level of each cross-

shore location, T is the total observed dataset, and angle brackets represent the

averaging procedure. Curve fitting methods for nonlinear and linear regression were

applied to the relationship between the two Weibull parameters and ne, as indicated

in Fig 5.12 (see more the values of parameter ne in Appendix. B, and the values of

scale a and shape b parameters in Appendix. C).

Besides the polynomial function, the other functions, e.g. exponential, logarithm,

and allometric functions had already been considered for scale parameter a. The

explanation is separately given in Appendix. D.

The data for parameter a for energy levels A, B, C, and D are represented by

a black rectangle, open circle, blue triangle, and gray rectangle, respectively. The

shape parameter b is indicated by the rhombus. The solid and open symbols indicate

the HC16 and HC17 datasets, respectively. It can be considered that the value of

parameter a decreases with an increase in ne from energy level D to C, and increases

from energy level B to A. This trend supports our discussion that the shorter water

depth under low-energy waves and the increase in wave energy under high-energy

waves can increase the value of parameter a, which enlarges the PE of the undertow.
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The shape parameter b presents a linear relation with ne. Therefore, the best fits of

the scale parameter a and shape parameter b are as follows:

Figure 5.12: Correlation between ne and two Weibull parameters (scale a and shape

b). The scale parameter a obtained at wave energy levels of A, B, C, and D were

differentiated by the black rectangle, gray circle, blue triangle, and gray rectangle,

respectively. The shape parameter b was indicated by the rhombus. The HC16

and HC17 datasets were distinguished by using the solid and open symbols, respec-

tively. The rigid and dashed lines represent the fit functions for parameters a and

b, respectively.

a = 0.22n2
e − 1.77ne + 3.83, (5.2)

b = 0.13ne + 0.98 (5.3)

with the skill of regression coefficients of R2 = 0.80 and 0.42, respectively.

The accuracy of the proposed statistical model against the observed and the

Weibull distribution is demonstrated for every energy level and considered location.

Fig. 5.13 shows an example of the comparison of the modeled and observed result

at the location of x = 96 m. The modeled PE by our proposed model is represented

by the solid curve with yellow dot indicating the PE value. Although the modeled

curve does not perfectly fit the observed; however, the deficiency was only about
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0.03 (3%) at the uE/u = 1.5. Moreover, the comparison result reveals that the

higher undertow PE (lower uE/u value) was well estimated.

Figure 5.13: Comparison of wave-energetic distribution between the observed and

modeled undertow PE at location x = 96 m.

Also, the efficacy of our proposed model must be ensured on an extreme current

of approximately uE/u = 0.10, which is five-times larger than the sediment-fall

velocity (0.02 m/s [20]) for a sediment size of 0.18 mm along the Hasaki coast.
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Figures 5.14a and 5.14b illustrate a comparison of the undertow PE of the observed

(black), Weibull distribution (gray), and “best-fit” (red) models for HC16 and HC17,

respectively.

Our findings demonstrate that the best-fit model can properly predict PE under

both bathymetry conditions for either a barred or planar beach. The spatial distri-

butions of the undertow for both cases of HC16 and HC17 reveal a high PE at the

high-energy levels of A and B and a low PE at the low-energy levels of C and D.

During the high-energy level A of HC16 (Fig. 5.14a(i)), the observed PE tended to

increase based on the wave energy flux at the nearshore locations from x = 96 to

116 m. However, PE decreased at x = 126 m, which was closer to the greater water

depth around the trough region.
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Figure 5.14: Spatial distributions of undertow PE under the criterion of uE/u =

0.10 for (a) HC16 and (b) HC17. Panels (i)–(iv) show the results from energy levels

A–D, respectively. The observed, Weibull, and best-fit model PE were represented

by a black rectangle, gray circle, and half-red filled triangle, respectively. Panel (v)

illustrates the average seabed profile.

Considering low-energy waves (e.g., Fig. 5.14a(iii, iv) and Fig. 5.14b(iii, iv)),

the undertow was subject to bathymetry features, that is, cross-shore location and

water depth, because the observed and Weibull distribution of undertow PE seemed

similar to the characteristic of their bed profiles. Particularly at the energy level of

C in HC16, PE was the highest at a shorter water depth near the inner sandbar at

x = 96 m and reduced along the seaward direction until it became the lowest within

the trough region at x = 161 m. It then increased again at the outer bar at x =
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191 m owing to the effect of the shorter water depth. This supports the results of a

laboratory experiment [31, 44]m, where the lowest and highest undertow velocities

were at the trough and bar, respectively.

In addition to the illustration of the spatial distributions, the probability percent-

age of undertow that exceed the certain velocity of uE = 0.10 m/s is determined in

Table 5.5. As already explained, the percentage of undertow exceedance probability

from different three types of data are mentioned: the measured, Weibull distribution

and best-fit model. At each wave energy level, the percentages of all types of data

are slightly different from each others at the same location and the largest errors

are on the location of x = 96 m of energy level B that shows the discrepancy of

overestimation about 20.8% and 22.6% compared with the measured and Weibull

distribution, respectively. However, The averages of modeled exceedance probability

using the best-fit model are approximately 0.7 - 3.2% and 0.4 - 6.3% different from

the results of measured and Weibull distribution, respectively.

Table 5.5: Percentage of undertow probability exceeding uE = -0.10 m/s (uE/u =

1.0) for HC16.

Moreover, the probability percentage of undertow that exceed the certain veloc-

ity of uE = -0.13 m/s is indicated in Table 5.6. Similarly, the percentage of undertow

exceedance probability from different three types of data are mentioned: the mea-

sured, Weibull distribution and best-fit model. Note that the number of observed

undertow data in 2017 is less than 2016. At each wave energy level, the percentages

of all types of data are analogous to the others at the same location and the largest

errors are on the location of x = 126 m of energy level A that shows the discrepancy

of about 10.0% and 12.6% compared with the measured and Weibull distribution,

respectively. However, The averages of modeled exceedance probability using the

best-fit model are approximately 1.6 - 5.7% and 2.2 - 10.0% different from the results

of measured and Weibull distribution, respectively.
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Table 5.6: Percentage of undertow probability exceeding uE = -0.13 m/s (uE/u =

1.0) for HC17.

The comparison between observed and modeled undertow exceedance probability

for both of HC16 and HC17 are presented in Fig. ??. Although the spatial distribu-

tion of undertow PE contained a small difference at x = 96 m in Fig. 5.14a(ii) and

an underestimation at the energy level of C in Fig. 5.14b(iii), the best-fit model is

able to reproduce a similar trend as that observed and provide good agreement with

the observed data (R2 = 0.90), as shown in Fig 5.15. Moreover, Weibull PE agreed

with the observed values with R2 = 0.97, which means that the Weibull distribution

can also accurately estimate the undertow PE .

Figure 5.15: Best-fit modeled versus observed PE (half-filled red triangle), and mod-

eled Weibull versus observed PE (gray circle) considering uE/u = 1.0 for HC16 and

HC17.
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5.5 Tidal range effect on undertow exceedance probability

5.5 Tidal range effect on undertow exceedance proba-

bility

The undertow velocities vary not only for wave energy flux, water depth and cross-

shore location, but also for the tidal elevation [47, 102]. The study of Pugh [73] on

the estimation of extreme currents for the design of off-shore structures using field

data observed at the Lincolnshire coast, in the North Sea, have already found that

the tidal range subjected to the current velocities at the Inner Dowsing. The high

amplitudes of currents were driven by tides and reached an extreme value on both

the flood and ebb tide, but in opposite directions. To demonstrate the effect of tidal

ranges on the undertow, in this Section, the exceedance probability distributions

were distinguished by the water level as high-tide or low-tide data. This was defined

by the MWL and its standard deviation (WSD) as previously mentioned in Fig. 4.3

for 2016 and Fig. 4.6 for 2017:

WL > MWL+ 0.5WSD : 0.89 m for high-tide durations, (5.4)

WL > MWL− 0.5WSD : 0.61 m for low-tide durations. (5.5)

Firstly, the number of undertow datasets after separating into the full, high-tide

and low-tide data were counted as listed in Table 5.7. The gray-uncolored bounds

the undertow datasets that accounted for more than 50% of the total data at the

same band in Table ?? and were used to discuss later in Fig. 5.16. The average

occupancy ratio of high-tide and low-tide data were 47.5% and 20.7% for energy

level of B, 28.5% and 25.9% for energy level of C and 36.6% and 30.2% for energy

level of D, respectively.

Secondly, the same procedures as Fig. 5.5 were conducted to compute the un-

dertow exceedance probability for both the high-tide and low-tide durations. The

distributions of undertow exceedance probability of 2016 datasets for the different

tides of wave energy levels of B, C and D at the considered locations of x = 96, 116,

126, 161 and 191 m are shown in Fig. 5.16. Each color represents the differences

of data types. The full, high-tide and low-tide data are referred by black, pink and

blue color, respectively.
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Table 5.7: Number of 2016 undertow datasets by separating into full-tide, high tide

and low-tide durations.

Figure 5.16: Observed exceedance probability applicable to normalized undertow

distinguished by water level (field observation in May, 2016).
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The undertow exceedance probability of the full, high-tide, and low-tide data

had the same curves for wave energy levels of B and C, but the differences in the

exceedance probability distributions increased when the wave energy flux decreased,

and the undertow was more affected by the change in water level. In the energy

level of D, it can be clearly seen that exceedance probability of the low-tide data was

higher than that of the full data, and the exceedance probability of the high-tide

data was the lowest from the criteria of uE/u = 0.3. The solid, dashed and dotted

lines in each panel indicate the normalized undertow at the criteria of uE/u = 0.67,

1.00 and 2.00, respectively. Note that there was no high-tide data in excess of uE/u

= 1 for overall energy level of D.

Regarding the undertow exceedance probability at the criteria of uE/u = 1,

Fig. 5.17 shows the spatial distributions of them for the full, high-tide, and low-tide

data of each wave energy flux level. Lack of a mark denotes that there was no

observed data for this criteria, and the number of data in wave energy level of A

was small to be used.

Figure 5.17: Spatial distributions of undertow exceedance probability on uE/u for

full, high-tide, and low-tide data of each wave energy flux level. (field observation

in May, 2016).
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Form Fig. 5.17, the undertow exceedance probability was higher near the inner

bar region (x = 116 m) compared to further locations, i.e., x = 126 and 161 m.

Although the trends were almost the same at each wave energy level, the spatial

distribution of the undertow exceedance probability indicated a greater change by

the effect of the water level when the wave energy decreased (from B to D). The dis-

tribution of the low-tide data of wave energy level D showed the highest exceedance

probability in every considered location. The percentage of the measured exceedance

probability at uE = -0.10 m/s (uE/u = 1.0) considering tide durations for the ob-

servation in 2016 was summarized in Table 5.8. The ratio of the low-tide data to

full data (PE−low/PE−full) at energy level D was higher than those of levels B and

C. The average ratios of PE−low/PE−full of every location for wave energy levels B,

C, and D were 0.75, 1.43, and 2.87, respectively. Moreover, the average ratio of the

low-tide data for wave energy level D increased to about four times higher than that

of level B.

Table 5.8: Percentage of the measured exceedance probability at uE = 0.10 m/s

(uE/u = 1.0) considering tide durations for the observation in 2016.

From these results, the undertow velocities can also be affected by the water

level. Although some theoretical undertow models have been existed and seems well

to be used for predicting the mean undertow, it is necessary to account for the effect

of tidal elevations in the models. It has been proven that the undertow exceedance

probability of the low-tide data was approximately three times higher than that of

the full-tide data, especially during low-energy wave conditions.
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Table 5.9: Number of 2017 undertow datasets by separating into full-tide, high tide

and low-tide durations.

Figure 5.18: Observed exceedance probability applicable to normalized undertow

distinguished by water level (field observation in May, 2017).
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Besides the applying the joint tidal range analysis on the undertow exceedance

probability of 2016 field data, the 2017 undertow datasets were also operated in the

same processes. The definitions of high-tide and low-tide were differently defined as,

WL > MWL+ 0.5WSD : 0.79 m for high-tide durations, (5.6)

WL > MWL− 0.5WSD : 0.53 m for low-tide durations. (5.7)

The number of undertow datasets after separating into the full, high-tide and low-

tide data were summarized in Table 5.9. The gray-uncolored bounds the undertow

datasets that accounted for more than 50% of the total data at the same band in

Table ?? and were discussed more. The average occupancy ratio of high-tide and

low-tide data were 33.3% and 26.9% for energy level of B, 37.8% and 22.5% for

energy level of C and 17.7% and 40.1% for energy level of D, respectively. The

distributions of undertow exceedance probability of 2017 datasets for the different

tides of wave energy levels of B, C and D at the considered locations of x = 116, 126,

161, 191 and 221 m are shown in Fig. 5.18. Each color represents the differences

of data types. The full, high-tide and low-tide data are referred by black, pink and

blue color, respectively.

Differently exceedance probability distributions can be seen, the undertow ex-

ceedance probability of the full, high-tide, and low-tide data had the various curves

for wave energy levels of B and C, but the same curves for wave energy level of D.

At the high-energy wave condition (level B), high-tide resulted in the increase in

undertow exceedance probability. In contrast, the undertow exceedance probabil-

ity of high-tide decreased and was lower than that of full and low-tide data at the

low-energy wave condition (level C). In addition, the exceedance probability was

easier to be exceeded an extreme undertow velocity when affected by the low-tide

duration. However, there was no difference of the curves in the energy level of D

because of the low frequency waves of the very calm condition and the smoothness

of beach profile. The dotted and solid lines in each panel indicate the normalized

undertow at the criteria of uE/u = 1.0 and 1.5, respectively. Note that there was

no data in excess of uE/u = 1 for energy level of D.

Fig. 5.19a and b respectively shows the spatial distributions of the undertow

exceedance probability at the criteria of uE/u = 1.0 and 1.5, for the full, high-tide,

and low-tide data of each wave energy flux level. Lack of a mark denotes that there

was no observed data for this criteria, and the number of data in wave energy level

of A was small to be used.
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Figure 5.19: Spatial distributions of undertow exceedance probability on uE/u =

1.0 and 1.5 for full, high-tide, and low-tide data of each wave energy flux level. (field

observation in May, 2017).

Both of criteria of uE/u = 1.0 and 1.5 showed that the undertow exceedance

probability of high-tide was higher than that of full data at the energy level B,

and the undertow exceedance probability of low-tide was in contrary higher than

that of full data at the energy level C. Moreover, the exceedance probability curves

at this energy level were likewise the cross-shore seabed profile. The exceedance

probabilities of all full, high-tide and low-tide data were decreased due to the larger

water depth in farther locations and then induced by the short water depth at the

ripple region (x = 191 m) to having an increase in undertow exceedance probability.

The percentage of the measured exceedance probability at uE = -0.13 m/s and 0.20

m/s (uE/u = 1.0 and 1.5) considering tide durations for the observation in 2017 was

summarized in Table 5.10.
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Table 5.10: Percentage of the measured exceedance probability at uE = 0.13 m/s

and 0.20 m/s (uE/u = 1.0 and 1.5) considering tide durations for the observation in

2017.

From Table 5.10, the ratio of the low-tide data to full data (PE−low/PE−full)

at energy level C was higher than that of levels B, and there was no low-tide data

at this considered criteria in energy level of D. At the criteria of uE/u = 1.0, the

average ratios of PE−low/PE−full of every location for wave energy levels B and C

were 0.19 and 2.72, respectively. For the criteria of uE/u = 1.5, the average ratios

of PE−low/PE−full of every location for wave energy level C was 2.37 and there was

no low-tide data for wave energy level B. This can be concluded that undertow was

also induced by tide elevation, especially in low-tide duration besides wave energy

flux, water depth and seaward location.

5.6 Discussion Points

In the surf zone, undertow highly affects to the change in bathymetry as it can

carry large amounts of sediment seaward [67]. Existing science dogma regarding the

common conception of undertow holds that the undertow is underneath the return

flow and is able to push people seaward faster than they could swim toward land [19].

In order to suitably organize beaches and safe swimming, the management of coastal
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lands and ecosystems, including the precautions of swimming, needs to be highly

concerned about the effects of undertow [13].

With regards to the previous Section, the measured undertow data from the field

observations at HORS has already been analyzed to clarify the effects of wave energy

flux, water depth and seaward location on the undertow exceedance probability. We

suggested that the exceedance probability of undertow can be estimated using the

Weibull distribution, which were differently derived from the relationship between

the two-Weibull parameters and the ne from the barred beach or unbarred beach

condition. Moreover, we also proposed that the tide elevation should be accounted

for the numerical models of undertow.

Thinking of the high cost of nearshore current velocities observations and, more

seriously, handling the equipment in a storm event, the undertow would be difficult

to be measured [73]. The statistically developed model is a meaningful way for

estimating undertow exceedance probability, including undertow velocity in the field,

and it requires only three hydraulics parameters which are normally and simply

observed in the fields; wave energy flux, water depth and cross-shore location.

The undertow exceedance probability can be utilized to assess the impact of

undertow velocity. An extreme value of undertow velocity is differently defined and

also based on the applications. Next, some examples of applying the statistical

model to the realistic practices are discussed.

5.6.1 Applications of the statistical model in practices

In this Section, we demonstrates how to apply the statistical model of undertow

exceedance probability in practice uses. Three different cases relating to sediment

movement will be considered as follows,

1) Case 1: Settling velocity

First, the consideration is based on the settling velocity, which vary on the

size of sediment particle. At HORS, the median diameter of the sand particle

is 0.18 mm [42]. The settling velocity for this sand diameter can be calculated

following the Stoke’s law as,

w =
gd2

(
ρ′

ρ − 1
)

18ν
. (5.8)

This yields the settling velocity of 0.067 m/s for the sand diameter of 0.18 mm.

The amount of velocity seems pretty low to be discussed, but it naturally occurs

in a calm situation obviously and the cumulative effect causes the seabed profile
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to be changed. Assume that sediment particles are settling with the velocity

of 0.067 m/s, simultaneously, the undertow velocity is generated to be 0.067

m/s or higher, the sediment particles can be hold by this undertow and moved

seaward.

2) Case 2: Root-mean-square value of undertow

As already discussed in Chapter 5, we verified the statistical model with the

measured exceedance probability and also showed the spatial distributions for

every energy level and considered cross-shore location at the value of uE/u

= 0.10 m/s for 2016 data and 0.13 m/s for 2017 data, or uE/u = 1.0. The

results of the comparison have approximately been presented together with

reasonably explaining.

3) Case 3: Critical velocity

Finally, we concern about the critical velocity for sediment diameter of 0.18

mm. Fig. 5.20 shows the diagram of the relationship between the particle

size and velocity, proposed by Filip Hjulström [51]. It can be seen that the

fine sand of the diameter of 0.18 mm starts moving at the cross-shore velocity

about 0.20 m/s and then reaches the erosion velocity of 0.50 m/s. In this

thesis, the critical velocity of 0.20 m/s is mentioned.

Figure 5.20: Filip Hjulström diagram [51]
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Table 5.11: Summary of the velocity and normalized values of undertow in each

case.

The considered velocities and the normalized values of undertow in each case for

both 2016 and 2017 data are summarized in Table 5.11. The spatial distributions

between the measured and modeled of undertow exceedance probability on these

three of criteria are illustrated in Fig. 5.21 for 2016 data and Fig. 5.22. The symbols

of square, triangle and circle represent the comparisons of case 1, 2 and 3, respec-

tively. Different colors and lines distinguish the differences between the measure and

modeled exceedance probability.

Fig. 5.21 ensure the capability of the statistical model that it can be used to

estimate the undertow exceedance probability in the different cases. For high-energy

wave conditions (level A and B), the error decreases as the increase in the certain

values of uE = -0.067, 0.10 and 0.20 m/s, respectively. In the contrary, the error

increases as the increase in those certain values for low-energy wave conditions (level

C and D). Although the exceedance probability of undertow from the location of

x = 116 m to x = 191 m are underestimated at the energy levels of B and C for

case 3, the differences of the average between the measured and modeled exceedance

probability account for 7% and less than 1%, respectively. Furthermore, the different

average values between the measured and modeled exceedance probability of wave

energy levels of A and D are less than that of energy levels B at the same case. The

percentage of undertow exceedance probability for all of cases, wave energy levels

and locations are summarized in Table 5.12.

Similarly, the 2017 undertow datasets were conducted to investigate the spatial

distributions of undertow exceedance probability on the criteria of uE/u = 0.52, 1.0

and 2.0 as shown in Fig. 5.22 and the percentage of undertow exceedance probability

for all of cases, wave energy levels and locations are summarized in Table 5.13.
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Figure 5.21: Spatial distributions of undertow exceedance probability on uE/u =

0.67, 1.0 and 2.0 for full, high-tide, and low-tide data of each wave energy flux level

(field observation in May, 2016).
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Table 5.12: Percentage of undertow probability exceeding the differently extreme

currents of uE = -0.067, -0.10 and -0.20 m/s (uE/u = 0.67, 1.0 and 2.0) for the

observation in 2016.
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Figure 5.22: Spatial distributions of undertow exceedance probability on uE/u =

0.52, 1.0 and 2.0 for full, high-tide, and low-tide data of each wave energy flux level

(field observation in May, 2017).

From Fig. 5.22, we obviously see that the measure undertow exceedance prob-

ability in every case can well be estimated by using the proposed model. Each of

exceedance probability curves in each energy level are similar to the measured. The

highest difference of the average exceedance probability between the measured and

modeled is 11.5% at the energy level D of case 1. Compare to the results using 2016

undertow data, the modeled exceedance probability gives the better agreement with

the measured.

To summarize the above discussion, the statistical model applying Weibull dis-

tribution can be used in any extreme conditions of undertow. The model can well

estimate the undertow exceedance probability even in the high-energy wave con-

dition with the low different percentage of the average between the measured and

modeled exceedance probability.
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Table 5.13: Percentage of undertow probability exceeding the differently extreme

currents of uE = -0.067, -0.10 and -0.20 m/s (uE/u = 0.52, 1.0 and 2.0) for the

observation in 2017.

Next Section, the tidal effect on the undertow in excess of the three of considered

current velocities will be described by the same method as appeared in Chapter 5.

5.6.2 Tidal range effect on undertow in different cases

The example of utilizing the undertow exceedance probability in practice has already

been clarified by the separation of undertow exceedance probability into high-tide

and low-tide durations in Section 5.5 to discuss the effect of tidal range on under-

tow. In this Section, we conducted the same process but for the different extreme

undertow to observe the characteristics of high and low-tide on undertow exceedance

probability when the undertow exceeded an extreme velocity. The spatial distribu-
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tions of undertow exceedance probability (2016) of full, high-tide, and low-tide data

in excess of uE = -0.067, -0.13 and -0.20 m/s (uE/u = 0.67, 1.0 and 2.0) can be

illustrated as shown by Fig. 5.23 and Fig. 5.24 for wave energy level B and D,

respectively.

Fig. 5.23a, 5.23b and 5.23c show the spatial distributions of observed exceedance

probability for full, high-tide, and low-tide data of wave energy level B for different

criteria of undertow, uE = -0.067, -0.13 and -0.20 m/s (uE/u = 0.67, 1.0 and 2.0),

respectively. Each criterion is represented in Fig. 5.16 by the solid, dashed and

dotted vertical lines. Note that the no mark indicates the undertow in excess of

the criteria were not observed. The initial and final beach profiles are shown in

Fig. 5.23c.

Figure 5.23: Spatial distributions of undertow exceedance probability on uE/u ≥ 1

for full, high-tide, and low-tide data of each wave energy flux level (field observation

in May, 2016).

At the criteria of uE = -0.067 and -0.13 m/s, the exceedance probability curves

of full, high-tide, and low-tide data were similar, except uE = -0.13 m/s at the
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location of x = 126 m where the high-tide data showed the highest exceedance

probability. The increase in the criteria of undertow to uE = -0.20 m/s resulted in

the higher exceedance probability of low-tide data. Moreover, the spatial distribution

of low-tide data at the highest criteria had the high exceedance probability in every

location.

Fig. 5.24a, 5.24b and 5.24c show the spatial distributions of observed exceedance

probability for full, high-tide, and low-tide data of wave energy level B for different

criteria of undertow, uE = -0.067, -0.13 and -0.20 m/s (uE/u = 0.67, 1.0 and 2.0),

respectively. Each criterion is represented in Fig. 5.16 by the solid, dashed and

dotted vertical lines. Note that the no mark indicates the undertow in excess of

the criteria were not observed. The initial and final beach profiles are shown in

Fig. 5.24c.

Figure 5.24: Spatial distributions of undertow exceedance probability on uE/u ≥ 1

for full, high-tide, and low-tide data of each wave energy flux level (field observation

in May, 2016).

For the low-tide duration, the spatial distributions of undertow exceedance prob-
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ability were larger than those of the full and high-tide data for all cross-shore loca-

tion. The increase in the criteria of undertow velocities from case 3 to case 1 led

low-tide to more affect the undertow exceedance probability. Specially, the highest

exceedance probability was on the lowest criteria of uE = -0.067 (Fig. 5.24a). The

results of energy level D contrasted to that of energy level B.

In conclusions, the different criteria of undertow differentiated the tidal effect

on the spatial distribution of undertow, and low-tide induced the undertow in both

high and low-energy wave condition. The undertow exceedance probability from the

lower to higher criteria (uE = -0.067, -0.13 and -0.20 m/s, respectively), the spatial

distribution of low-tide during high-energy wave condition (level B) increased and

showed a high exceedance probability at the highest criterion of uE = -0.20 m/s. In

the contrary, the spatial distribution of low-tide during low-energy wave condition

(level D) decreased and showed a high exceedance probability at the lowest criterion

of uE = 0.20 m/s.
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XBeach (Kingsday Release)

Undertow in during storm events is easily generated by wave energy as a significant

driver of coastal erosion. Periodically, undertow can also be induced by water level,

that leads undertow to be stronger on a short water depth over an alongshore sand-

bar. Undertow can be predicted from theoretical models that were developed by

comparing the modeled undertow to the observed undertow from laboratory. Be-

cause observations during the extreme storms are often unavailable owing to the

difficulty of handling, or the instrument malfunction, some numerical models were

used to simulate the wave-driven undertow to compare to the theoretical model and

then create an approach to improve the accuracy of the existing model. Numeri-

cally simulated undertow was also validated by the observed data to evaluate model

accuracy.

In this thesis, the observed undertow datasets at HORS were more usefully ap-

plied to assess the undertow prediction from a numerical scheme, XBeach model,

since it had often been validated by only experimental undertow data. The modeled

undertow was compared with the observed undertow to understand and quantify

the accuracy of undertow prediction under the differences of hydraulics conditions.

Although the simulations were modified several times by adjusting the parametric

values, the model reproduced the underestimated undertow with the low qualifi-

cation compared to the observed undertow. In order to increase the accuracy of

the model, the results were theoretically recalculated by using a parameter of water

depth ratio. The improvement resulted in better qualification of modeled undertow

in all considered locations.
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6.1 Introduction

A serious condition of storms can cause extensive changes to coastal bathymetry,

including beach erosion and the formation of new inlets. These changes leads the

coastal zone to be more vulnerable to future storms. Alongshore sandbars in the surf

zone are normal features and show influences on the seabed profile changes [100].

In the coastal management, artificial sandbars were responsible for the prevention

shoreline to the large storms as a soft solution and proposed to construct in many

nourishment projects [56, 60]. To predict the sediment transport rate and the de-

formation of a sandbar, the nearshore currents are necessay for the calculation [44].

However, undertow is not easy to measure, particular under an extreme condi-

tion. High-energy waves and critical beach changes can damage the measuring in-

strument. One solution to dealing with the observational problems is to numerically

simulate undertow. The consideration about a numerical model called ‘XBeach’ [80]

was conducted.

With regards to many improvements of the XBeach model, the estimation of

undertow have less been mentioned and also verified by only experimental data.

For examples, Roelvink et al. [80] examined XBeach model against laboratory and

prototype scale experiments of breaching of the Zwin sand dike, as presented by

Visser [106]. The comparisons between the measured and simulated flow veloci-

ties of the breach width in time were given and the simulated flow velocity was

higher than the measured. Considering about the surf zone, Jamal et al. [35] fig-

ured out that the onshore and offshore velocity profile envelopes expressed by using

the Lagrangian formulation for XBeach were lower than the threshold velocity for

the coarse sediments, compared to the higher of that obtained from the Eulerian

formulation. This also causes to a smaller changes of seabed profile than it should

be.

In order to simulate the undertow using XBeach for the future benefit of extend-

ing the statistical model of undertow to more energetic waves that were missing,

the accuracy of the modeled undertow must be evaluated. In this study, the field

datasets of undertow from HORS were used to evaluate the mean undertow predic-

tion in XBeach model. Since the undertow datasets had been measured as having

two differently hydraulic conditions: high-energy and low-energy wave conditions

related to wave energy flux, and XBeach model could not adjust the parameters by

itself, the undertow velocity in each condition was separately simulated across the

ranges of conditions that have corresponding undertow observation. The objective

is two-fold,
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(1) To understand and quantify the accuracy of undertow predictions by using

field data under the difference of hydraulic conditions.

(2) To improve the mean undertow prediction in XBeach model.

6.2 Methodology

The same of field hydraulics datasets at Hasaki coast (HORS), using for the devel-

opment of the statistical model in Chapter 5 were also utilized to give a comparison

between the observed and simulated undertow from XBeach model. According to

the data description of the field observation in 2016, the undertow datasets had

been measured as having two differently hydraulic conditions: high-energy and low-

energy wave conditions related to wave energy flux, and also XBeach model could

not adjust the parameters by itself, we separately simulated undertow velocity across

the ranges of conditions that have corresponding undertow observation. Meanwhile,

we were trying to assess the accuracy of the XBeach undertow prediction by tuning

some parametric values, however, the results were underestimated compared to the

measured. In order to increase the accuracy of the modeled undertow, we present

a solution for improving the undertow prediction based on assimilating theoretical

model results and observations. Next section, we provide a brief summary of XBeach

model following XBeach manual, proposed by Roelvink et al. [81], and then describe

the extraction of undertow prediction.

Figure 6.1: Chart of methodology for modeling undertow using XBeach.
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6.2.1 Model description

XBeach model or ‘eXtreme Beach’was proposed by TU Delft, Netherlands. The

model was initailly developed to simulate two-dimentional conditions of nearshore

beach under hurricane or storm events [80]. The philosophies are to numerically

assess the dominant hydrodynamics conditions and then absolutely resolve critical

processes occurring on sandy coasts. The applications of XBeach model to some

natural beaches have already been existed in various studies (e.g. McCall et al. [54],

Williams et al. [109]). Recently, Roelvink et al. [79] increased the accurate prediction

of wave run-up by improving the wave groupiness factor, and also clarified the effect

of a new approach of single directional calculation (single− dir) on the simulation,

that decreased the deficiency in the two-dimensional infragravity runup.

Figure 6.2: Chart of numerical processes for simulating undertow in XBeach model.

Basically, XBeach reproduces both of short- and long-wave motions generated

by the variation in wave height in time through the wave action equation or so-

called ‘surf-beat’. In the surf-beat mode, the wave action equation envelops the

variation on the scale of Groupiness factor, and uses it in the employed dissipation

model and roller model to represent surface momentum after wave breaking. Then,

the radiation stress generated by this variation induces the infragravity waves and

reversely unsteady currents (i.e. undertow) in the water column. To solve the

80



6.2 Methodology

wave-induced currents, the non-linear shallow water equation is included. Fig. 6.2

illustrates the above explanation. Here, the wave action equation, the dissipation

model and the roller model are briefly explained because they are similar to the

descriptions given in Chapter 2. The shallow water equation is described in Sub-

section 6.2.2.

� Wave-action equation

The short-wave action equation is similar to a numerical model for the hind-

casting of waves in shallow water, HISWA model [34]. This equation contains

a parameter of wave energy dissipation after wave breaking (Db). Following

the formulation of Daly et al. [18] (roelvink daly), the total wave energy dis-

sipation, i.e. directional-integrated can be expressed as,

〈Db〉 = 2
α

Trep
QbE (6.1)

where,

Qb = 1 if Hrms > γh, (6.2)

Qb = 0 if Hrms < γ2h, (6.3)

the total wave energy dissipation is transferred proportionally over wave di-

rections as given by,

Db(x, y, t, θ) =
S(x, y, t, θ)

E(x, y, t)
〈Db〉 (x, y, t). (6.4)

According to linear wave theory, this can evaluate the radiation stresses as,

Sxx =

∫ [
CG
C

(1 + cos2 θ)− 1

2

]
Sdθ, (6.5)

Syy =

∫ [
CG
C

(1 + sin2 θ)− 1

2

]
Sdθ, (6.6)

Sxy = Syx =

∫
sin θ cos θ

[
CG
C
S

]
dθ. (6.7)

� Roller-energy balance

The roller energy balance is coupled to the wave action equation. According

to the equation given by Reniers et al. [78], the total roller energy (Dr) is

expressed as,

〈Dr〉 = τrCG (6.8)
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where,

τr =
ρgAr
L

βr (6.9)

the total roller energy dissipation is then proportionally given by,

Dr(x, y, t, θ) =
R(x, y, t, θ)

M(x, y, t)
〈Dr〉 (x, y, t). (6.10)

The roller contribution to radiation stresses is expressed as,

Rxx =

∫
cos2 θRdθ, (6.11)

Ryy =

∫
sin2 θRdθ, (6.12)

Rxy = Ryx =

∫
sin θ cos θRdθ. (6.13)

6.2.2 Undertow prediction

The shallow water equation is used to reproduce the low-frequency waves and wave-

induced mean flow. The return flow, i.e. undertow is expressed in the form of

Generalized Lagrangian Mean flow (GLM), as formulated by Andrews et al. [6].

The resulting GLM-momentum equations are given by,

∂(uL)

∂t
+ uL

∂(uL)

∂x
+ vL

∂uL
∂y
− fvL − νh

(
∂2uL
∂x2

+
∂2uL
∂y2

)
=
τsx
ρh
− τbx
ρh
− g∂WL

∂x
+
Fx
ρh
,

(6.14)

∂(vL)

∂t
+ uL

∂(vL)

∂x
+ vL

∂vL
∂y
− fuL − νh

(
∂2vL
∂x2

+
∂2vL
∂y2

)
=
τsy
ρh
−
τby
ρh
− g∂WL

∂y
+
Fy
ρh
,

(6.15)

∂WL

∂t
+
∂huL
∂x

+
∂hvL
∂y

= 0. (6.16)

Where Fx and Fy represent the wave forcing combining the radiation stress due

to wave breaking and surface roller in x- and y-directions, respectively,

Fx(x, y, t) = −
(
∂Sxx +Rxx

∂x
+
∂Sxy +Rxy

∂y

)
, (6.17)
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Fy(x, y, t) = −
(
∂Syy +Ryy

∂y
+
∂Sxy +Rxy

∂x

)
. (6.18)

For the observed undertow in this thesis, the calculation is presented in the

Eulerian velocity as,

uE = uL − uS , (6.19)

where the Stokes drift in XBeach model follows the equation proposed by Phillips [71]

as,

uS =
E cos θ

ρhC
. (6.20)

6.3 Results of undertow simulations

Two simulations were set up to compare model results to field observations for veri-

fying the undertow prediction in XBeach model. In this thesis, the field observation

at Hasaki coast (HORS), Japan, was selected. The period of model results was from

May 13 to June 2 in 2016, which was separated into the storm duration, May 13 - 23,

and low-energetic wave duration, May 24 - June 2. Although the XBeach model can

well predict under the storms condition, the low-energetic wave condition was also

selected because undertow was strong owing to Eulerian drift forced by water depth

and water level. The data descriptions of tidal elevation, wave and wind condition

have already been written in Chapter 4. In this Section, the modeled results are

given.

6.3.1 Model set-up and tuning parameters

A uniform grid size of 5 m cross-shore by 10 m longshore was applied, with a hori-

zontal extent of 380 m cross-shore by 100 m uniform alongshore. The Roelvink-Daly

formulation [18], with γ = 0.45 and γ2 = 0.15 was used. The dimensionless friction

coefficient from the Chézy value for the Hasaki coast is 60 that is corresponding to a

typical Manning value for sandy coasts of 0.02 s/m1/3. Moreover, some parameters

related to wave motions in the shallow water equation and roller-balance equation

were adjusted as summarized in Table 6.1.
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Table 6.1: Parameter settings.

hmin: In very shallow water some processes need to be limited to avoid unre-

alistic behavior. the increase in hmin value prevents very strong return flows

that might be occur in the storm events. Decreasing hmin to the lowest value

give better result for the storm case of undertow simulation.

Fig. 6.3 shows the values of skill and slope when hmin was being tuned. The

solid and dashed lines indicate the skill and slope values of the regression line,

respectively. Each color refers to each cross-shore location where the modeled

undertow was taken. The black, red and blue colors indicate the location of

x = 96, 116 and 126 m, respectively. Decreasing hmin gave the better slope

for the prediction of undertow velocity in the high-energy wave condition. For

the case of low-energetic wave, we conducted the same process but there was

only a small change. Therefore, we used the default value.

Figure 6.3: (a) skill and (b) slope values of tuning hmin for high-energy wave

condition.
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Figure 6.4: (a) skill and (b) slope values of tuning Beta for both of high- and

low-energy wave conditions.

Beta (or βr): The roller model reproduces the shoreward shift in wave-induced

setup, return flow and alongshore current. Beta or the slope of breaking wave

front is accounted for the calculation of roller dissipation in the roller model.

The lower Beta value will give the larger shift. Regarding the validation of the

hydrodynamics of the model against Delilah measurements by Roelvink [80],

the prediction of the longshore velocity is sensitive to the Beta, with the value

that is lower the default will give better results. In here, we tuned this Beta

value for undertow.

Fig. 6.4a and Fig. 6.4b show the values of skill and slope, respectively, when

Beta was being tuned. The solid and dashed lines indicate high- and low-

energy wave conditions, respectively. The locations of x = 96 and 116 m

where the modeled undertow were considered, are respectively represented by

black and red. The prediction of undertow velocity is also sensitive to the

Beta, with Beta = 0.05 giving slightly better results for the high-energy wave

case than the default value of Beta = 0.10.

rfb: Turning rfb on (rfb = 1) is to feedback maximum wave surface slope in

roller energy balance. Fig. 6.5a and Fig. 6.5b show the time-series of undertow

velocity, Stokes drift and water depth at the location of x = 96 m for turning

rfb off and on (rfb = 0 and 1), respectively. In panel 1, black and red refers

to the observed and modeled undertow, respectively. The model result of rfb

= 1 is closer to the observed line and higher than that of rfb = 0 as seen from

the gap between these two lines and marked by yellow spots. Moreover, the

comparison between the observed and modeled undertow of rbf = 1 gave the
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better results with the values of skill and slope of 0.11 and 0.43, compared to

that of rbf = 0 with the values of skill and slope of 0.08 and 0.39, respectively.

The Stokes drift and water depth in panel 2 and 3, respectively, were same

between rfb = 0 and rfb = 1. Therefore, rfb = 1 was decided to apply for both

undertow simulations.

6.3.2 Time shift

Although the parametric values of hmin and Beta were tuned, and the rfb

was turned on to increase the accuracy the undertow prediction as much as

XBeach can simulate, the skill and slope values were very low. Furthermore,

the qualities of the performance of models evaluated by the models on the

basis of the Relative Mean Absolute Error (RMAE) [105] and the Root Mean

Square Error (RMSE) [44] were unacceptable (see more in Appendix. E for

the equations of RMAE and RMSE).

Figure 6.5: Time-series of (1) undertow velocity, (2) Stokes drift and (3) water depth

at the location of x = 96 m: (a) rfb = 0 (b) rfb = 1.
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Figure 6.6: Time-series of (1) undertow velocity, (2) Stokes drift and (3) water depth

at the location of x = 96 m for the low-energy wave case (May 24 - June 2, 2016).

Afterward, we figured out that the simulated undertow had been shifted faster

than the observed for the case of low-energy wave as presented by yellow mark in

panel 1 of Fig. 6.6. Black and red represent the observed and modeled undertow,

respectively. To increase the quality of the model, the time difference of the peak

velocities between the observed and modeled undertow was computed as summarized

in Table 6.2. The mode, median and average of time difference were 5, 3 and 3.3

hours. respectively.

Table 6.2: Summary of time difference of the peak velocities between the observed

and modeled undertow in low-energy wave case.
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Figure 6.7: Changes of comparison of the observed and modeled undertow for the

locations of x = 96, 116 and 161 m due to time-shif from 0 to 3 hours.

Then, the simulated undertow was shifted in the range of time difference from 0

to 5 hours to match the peak undertow velocity at the same. Shifting the modeled

undertow backward resulted in better agreement with the observed as the skill and

slope values increased, and the best results were at a time shift of 3 hours. After

that, the skill and slope values decreased at 4 and 5 hours. Fig. 6.7 presents the

effect of time shift on comparison of the observed and modeled undertow for the

locations of x = 96, 116 and 161 m. Time-series of comparison of the observed

and modeled undertow after time shift for 3 hours in case of low-energy wave was

presented in Fig 6.8. Black and red refer to the observed and modeled undertow,

respectively. The peaks of undertow velocity are now at the same period, but the

simulation presents underestimated data. Fig. 6.9a and Fig. 6.9b indicate the values

of skill and slope for each panel of Fig. 6.7. The locations of x = 96 and 116 are

represented by black and red respectively.
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Figure 6.8: Time-series of modeled undertow after time shift for 3 hours in the case

of low-energy wave.

Considering the peak of undertow velocity defined as up > urms(0.1 m/s), we also

quantified the performance of the model using the values of RMAE and RMSE as

presented by Fig. 6.10a and Fig. 6.10b, respectively. It can be seen that at backward

time shift of 3 hours for the modeled undertow gave the best results on the better

quality for all considered locations, e.g. RMAE of the modeled undertow at x = 116

m changed form poor to fair quality when the the modeled undertow was shifted

backward from 2 hours to 3 hours. The distributions of RMSE also gave the similar

results (see more the values of RMAE and RMSE in Appendix F).

Figure 6.9: (a) skill and (b) slope values of the comparisons relating to time-shift

for low-energy wave conditions.
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Figure 6.10: (a) RMAE and (b) RMSE of the comparisons relating to time shift for

low-energy wave conditions.

The reason for time shift can be explained by using Fig. 6.11, which presents an

extraction of the time-series of undertow velocity compared with the tide elevation,

i.e. water level. The observed and modeled undertow (before shifted) are indicated

by gray and red, respectively. The observed and modeled water level are represented

by black and blue. The modeled water level was similar to the observed while the

modeled undertow was simulated faster than it should be. The water level decreased

from the maximum to MWL with the average rate of 3.7 mm/min. The variation

of the modeled undertow was similar to the change of water level. The modeled

undertow was periodically increasing when water level decreased from the maximum

level to minimum level, and the undertow got to the peak when the water level

decreased to about MWL (+0.66 m, D.L.) as indicated by horizontal dashed line,

while the observed data was actually slower and the peak occurred at approximately

the minimum water level. Therefore, the modeled undertow was underderestimated

at the peak of the observed. It showed that the prediction of undertow in XBeach

model is based on the water level and the undertow intensity subjects to the change

of water level, as also supported by the laboratory study of Hadano et al. [33]. The

prediction could well estimate undertow form the experimental data, but not for the

undertow from the field data that was mainly induced by wave energy.

In addition to the deficiency of undertow prediction owing to the development

from experimental data, this can explain that the development of undertow pre-

diction between using experimental data and using field data affect the model to

simulate the different results as time shift in here. Consequently, we decided to

backward shift the model results for 3 hours.
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6.3 Results of undertow simulations

Figure 6.11: Effect of water level on undertow velocity.

Figure 6.12: Time-series of (1) undertow velocity, (2) Stokes drift (3) water depth

and (4) wave energy flux at the location of x = 96 m for the entire period.
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For the case of high-energetic wave, the values of RMAE and RMSE did not

much change when the modeled undertow was backward shifted in time (Appendix),

even for time shift of 3 hours. Therefore, both cases of the modeled undertow had

backward been shifted for 3 hours in time to proceed the same analysis and reach to

the highest performance of undertow prediction in XBeach model before we merged

the model results together. Time-series of undertow velocity after time shift for 3

hours, Stokes drift, water depth and wave energy flux were presented in Fig 6.12a.

Black and red in panel 1 refer to the observed and modeled undertow, respectively.

The peaks of observed and modeled undertow velocity are at the same period with

the better values of skill, slope, RMAE and RMSE. However, the modeled undertow

underestimated the observed as the peak velocity of undertow was lower (Fig. 6.12b).

6.3.3 Theoretically improving the simulated undertow

According to the explanation of undertow prediction in Sub-section 6.2.2, The equa-

tion of the Stokes drift can be expressed as Eq. 6.20 and the Stokes drift is accounted

for the undertow prediction in the equation of Eulerian velocity (Eq. 6.19). It is dif-

ferent from the theoretical models of undertow, which basically consist of volume

flux and water depth under wave trough level, but total water depth is used instead.

If the Stokes drift increases by decreasing the value of total water depth, the under-

tow velocity will be increased. For this reason, we multiplied the total water depth

with a coefficient (defined as λ) to increase the Stokes drift. The equation of Stokes

drift becomes,

u′S =
E cos θ

ρC(λh)
, (6.21)

yields the new modeled undertow as,

u′E = uL − u′S . (6.22)

After that, we conducted the comparison between the observed and new modeled

undertow (u′off ) together with using trial and error to obtain the optimal value of λ.

The decision was based on the value of qualitative RMAE for defining λ. Fig. 6.13

shows the variation of RMAE due to the coefficient λ from 0.3 to 2 for the locations

of x = 96, 116 and 126 m. Each color indicates each seaward location. The optimal

value for the coefficient λ was 0.60±0.02.
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6.3 Results of undertow simulations

Figure 6.13: Variation of RMAE due to the coefficient λ from 0.3 to 2 for the

locations of x = 96, 116 and 126 m.

At this moment, the recommended coefficient λ is 0.60±0.02 for comparing with

this field data only. The undertow simulation will more be conducted to confirm the

λ for using with field data in the future. Here, the comparison of the peaks between

the observed and modeled undertow was given in Fig. 6.14. The modeled undertow

in the cases of initial, after a time shift of 3 hours and after multiplying with λ

= 0.60 are differently indicated by black, blue and red. The modeled undertow of

multiplying with λ = 0.60 gave the better result with the better slope and skill

values compared with the previous simulated results.

Fig. 6.15 also shows that RMAE decreased about 15.5% from the initial case

after time shift of the simulated undertow and the adjustment of modeled undertow

using λ resulted in the best with the good quality. RMAE decreased about 40% from

the initial case in every considered location, e.g. the model result at the location of

x = 96 m changed from fair to good quality with a decrease in RMAE of 40% from

the initial. RMSE also have the same trend as RMAE which decreased to the lowest

value for the case of using λ in all locations. RMAE and RMSE for the cases of

modeled undertow after time shift and using λ = 0.60 are summarized in Table 6.3.

Moreover, we show the percentage decrease in RMAE and RMSE are respectively

as listed in Table 6.4 and Table 6.5.
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Figure 6.14: Comparison of the peaks between the observed and modeled undertow

at the location of x = 96 m.

Figure 6.15: Spatial distributions of (a) RMAE and (b) RMSE at the locations of

x = 96, 116 and 126 m for the modeled undertow in the different cases of initial

(black), after a time shift of 3 hours (blue) and after multiplying with λ = 0.60

(red).

Table 6.3: Summary of RMAE and RMSE for the cases of modeled undertow after

time shift and using λ = 0.60.
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Table 6.4: Percentage decrease in RMAE for the cases of modeled undertow after

time shift and using λ = 0.60.

Table 6.5: Percentage decrease in RMSE for the cases of modeled undertow after

time shift and using λ = 0.60.

6.4 Discussion

To assess the accuracy of undertow prediction in XBeach model, the model was

validated against the field undertow data, that was observed at HORS in 2016.

The undertow simulations were separately run under high- and low-energetic wave

conditions. The prediction of undertow velocity in high-energetic wave case was

sensitive to the choices of roller parameter β and shallow water parameter hmin,

with β = 0.05 and hmin = 0.001 m giving slightly better results than using default

value. Moreover, turning rfb on resulted in the better simulated undertow than

turning off for both cases of the undertow simulation.

With regard to the case of low-energetic wave, the significant issue was found on

the time series of the comparison between the observed and modeled undertow. The

modeled undertow was simulated faster than usual and its peak was at the different

time. This brought about the underestimation of modeled undertow. The modeled

undertow reached a peak when the water level decreased to about MWL, while the

peak of observed undertow got to a peak when the water level decreased to about

minimum level. This might be the effect of the development of undertow model by

using laboratory data that leads to enlarge the error when applied to the realistic
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cases. After that, the modeled undertow was shifted for most matching time of 3

hours and then the peak of modeled undertow provided the better quality as shown

by RMAE and RMSE.

Furthermore, the theoretical improvement was conducted by modifying the con-

tribution of Stokes drift to undertow prediction with the coefficient of λ. The best

model results were reproduced when λ = 0.60 was applied within the range of ±0.02.

In this Section, a guidance for estimating the coefficient of λ is given.

To compute a constant value of λ, we expected that it was the ratio of water depth

under wave trough level to total water depth at a considered location. Because the

total water depth in the equation of Stokes drift is compensated and then multiplied

by the water depth under wave trough instead. Here, the demonstration of the

coefficient λ is based on the average of the water depth and wave height as express

by,

λ =

〈
hT
h

〉
=

〈h〉 − 〈H/2〉
〈h〉+ 〈H/2〉

(6.23)

Table 6.6 indicates the average of water depth and wave height for the considered

locations of x = 96, 116 and 126 m. As anticipated, the average of λ calculated by

the Eq. 6.23 exactly equaled to the assumed λ of 0.60. Therefore, we can say that

the coefficient of λ might be the ratio of water depth under wave trough level to

total water depth. Applying this λ when comparing with the field data caused the

modeled undertow to have a better quality.

Table 6.6: Average of water depth and wave height for the considered locations of

x = 96, 116 and 126 m.

96



Chapter 7

XBeach (X Release)

XBeach model has continuously been updated to extend the range of application for

a variety of beach features, and there is a number of investigations into the perfor-

mance of XBeach, where the effect of model coefficients for predicting morphological

changes has found more attention [35] [93]. For example, the most skillful predic-

tions under three extreme erosion events at Hasaki coast in Japan were obtained

when the time-averaged flows due to wave skewness and asymmetry, facua, of 0.0

was used. The correlation between facua and sediment volume changes was sug-

gested to take into account for further XBeach improvements [93]. Therefore, to

improve XBeach model, not only the adjustable coefficients, but the equations of

each considered individual term should also be discussed.

In this study, we focused on the undertow prediction in XBeach, which is one

of the important hydrodynamic mechanisms for sediment transport [83]. Whether

high- or low-wave energy conditions, the cumulative effects of undertow cause exten-

sive changes in the coastal bathymetry [11]. Recently, the betterment of undertow

prediction was demonstrated by modifying the wave-roller dissipation coefficient,

that is spatially variate. However, despite the improvements for high-wave-energy

(hereafter HWE) conditions, the XBeach still performs poorly in predicting under-

tow under low-wave-energy (LWE) conditions [75].

Thus, this study aims to improve the XBeach’s undertow prediction response

under LWE conditions. The capability of the model to reproduce undertow current

was evaluated using the field observation datasets at the Hasaki coast, that is, HC16.

The model coefficients were calibrated to obtain the best prediction of undertow.

However, the undertow simulation needs a modification for increasing performance,

and a new coefficient of water depth is suggested. Both the temporal and spatial

undertow results were analysed and discussed.
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7.1 Updated functions in XBeach model

After the first version of XBeach model was released, the XBeach team have im-

proved the model to widen its application areas. For example, in the Risc-Kit

project [104], since XBeach was applied to translate offshore events that affect the

coastal concrete structures for a variety of beach features, the examination, improve-

ment and validation of the numerical and physical schemes had been conducted. Fi-

nally, the XBeach version Kingsday was achieved. The new (and modified) physical

formulations, increased boundary conditions, improved numerical scheme, skillbed

and bug fixes are summarized in Table 7.1.

Table 7.1: Updating of XBeach model.

While the XBeach version Kingsday was being validated, a new branch of the

XBeach model, called XBeach-G was also developed for steep gravel coasts [53] [54].

A correction term of non-hydrostatic pressure was included in the non-linear shallow

water equation [88], allowing phase-resolving approach for infragravity and incident-

band waves in XBeach-G.

In 2017, a new release of XBeach, XBeach verion X, was issued by Deltares, IHE

Delft and TU Delft. XBeachX release was named to celebrate the 10th anniversary

of the first presentation of the code at the 10th International Workshop on Wave
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Hindcasting and Forecasting and Coastal Hazard Symposium in Hawaii on November

11, 2007 [82]. XBeachX includes the XBeach-G, and performance updates along with

many new features based on ongoing research results funded by JIP, EU and market

projects. Especially, the second-order upwind scheme was corrected according to

the study of Warming and Beam in 1976 [10] for reducing the numerical error owing

to steepening of wave-group propagation. Table 7.2 is the list of updating default

settings for XBeach version Kingsday and X summarized by the author. Not only

Warmbeam scheme, but also the default value and range of each parameter were

changed. Yet some changes are not listed in the manual, where the users should

check while calibrating for their simulations.

Table 7.2: Default settings for the XBeach Kingsday and X release versions.

7.2 Undertow modeling in XBeachX

7.2.1 Model set-up

In this research, the latest release of XBeach, version X (1.23.5840), was implemented

in two dimensions with a 5 m grid resolution along the cross-shore section (500 m)

and 10 m grid resolution on the alongshore section (100 m). The seabed profile

of May 24 of HC16 was used as the initial bathymetry condition. At the offshore

boundary, JONSWAP type wave conditions were specified using the hourly time-

varying wave spectra and direction observed at the pier end (x = 380 m). The wave

breaking formulation of Daly et al. (2010) [18] was used, and the first and second

thresholds were set as 0.4 to fully breaking and 0.1 for stop breaking. The hourly

tidal signals were also created using the observed data at the same location. These
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field datasets are described in Section 3.2. The model was run under the default

surfbeat mode, with each point-data resulting at every 5 min.

7.2.2 Tuning model coefficients

Based on several model-sensitivity tests to obtain better comparisons between the

observed and modeled wave height, water level, and undertow velocity, the important

model coefficients subject to change were: 1) a Chezy coefficient of 60 was applied as

dimensionless friction, corresponding to a typical Manning value of 0.02 s/m1/3 for

the median sediment diameter of 0.18 mm at the Hasaki coast, 2) the wave surface

slope in roller energy balance was implemented (=1), and 3) the slope of breaking

wavefront, βr, which accounted for the wave-roller dissipation, was applied at the

lowest value of 0.05 for the LWE conditions. Other unmentioned parameters were

left to default.

7.3 Modification of undertow prediction I: water depth

In the XBeach surfbeat mode, the mean off-shore directed current, i.e., undertow is

solved in the form of Eulerian velocity (Fig. 7.1), uE , as Eq. 6.19. This equation

indicates two important factors of the cross-shore component of Lagrangian velocity,

uL, and Stokes drift, uS .

From Eq. 6.20, the wave energy flux, Ef , and the total water depth, h, dominate

the uS velocity. Here, the equation was modified as given by,

uS =
E cos θ

ρhCλ
. (7.1)

where ρ is the water density, θs is the wave angle, C is the wave celerity, and λ

is a new coefficient of water depth. The nonlinear shallow water equations (NSWE)

solves the depth-averaged uL as follows:

∂(uL)

∂t
+ uL

∂(uL)

∂x
+ vL

∂uL
∂y
− fvL − νh

(
∂2uL
∂x2

+
∂2uL
∂y2

)
= −τbx

ρh
− g∂WL

∂x
+

Fx
ρhλ

,

(7.2)

∂(vL)

∂t
+ uL

∂(vL)

∂x
+ vL

∂vL
∂y
− fuL − νh

(
∂2vL
∂x2

+
∂2vL
∂y2

)
= −

τby
ρh
− g∂WL

∂y
+

Fy
ρhλ

,

(7.3)
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∂WL

∂t
+

∂huL
∂x

+
∂hvL
∂y

= 0. (7.4)

where t is time, x and y are respectively the cross-and longshore coordinates, vL

is alongshore component of Lagrangian velocity, νh is the horizontal viscosity, τbx

represents the bed shear stress, g is the gravitational acceleration, WL is the water

level (SWL), and F represents the wave forces due to the short wave-action and

wave-roller energy dissipation.

Figure 7.1: Schematic of Lagrangian velocity and Stokes drift associated with the

generation of undertow.

In an attempt to increase the accuracy of undertow prediction, the modification

was focused on the water depth factor, that dominates under-tow under LWE con-

ditions. Theoretically, the undertow is driven by the water depth under the wave

trough level, hT , as shown in Fig. 7.1 [36] [63]. However, according to the Stokes

drift (Eq. 7.1), the total water depth in the equation covers the entire water column

from the seabed to water surface, the shoreward current velocity is, thus, being

considered, and this may increase the error in predicting undertow. To neglect this

shoreward current, we introduced a spatially varying coefficient of water depth in

Eq. 7.1, that is λ, indicating the normalized value of hT /h, calculated by

λ =
hT
h

=
h− (H/2)

h
. (7.5)
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7.4 Undertow simulation under LWE conditions

7.4.1 Field datasets during LWE

As we considered the undertow during LWE condition, the seabed profile responsible

for that period, i.e., May 24 and June 2, 2016, is presented in Fig 7.2. The shoreline

was defined at the mean water level (MWL) at Hasaki coast of +0.65 m relative to

the datum level (D.L.) at the site (T.P. -0.68 m). The water depth, h, was measured

from the water surface level to the seabed. Two sandbars appeared around x = 60

and 190 m. Between the inner and outer bars, the depth at the trough (x = 140

m) was 4.20 m below the MWL. At the end of the observation period, the sediment

accretion occurred from the shoreline to x =100 m and in the trough region. The

inner sandbar crest was raised by approximately 1 m. However, no change was

observed from x = 150 m to the farther locations.

Figure 7.2: Seabed profile change during the LWE conditions.

During May 14–23, high-wave conditions continued with the wave height ex-

ceeding the average value of the whole observation period of 1.01 m. From May

24, the situation became calm and the wave height was mostly below the average.

Figs. 7.3a-7.3b shows the time-series data of the wave height with wave period, and

wave direction during the LWE period, respectively. The averages of wave height

and wave period were 0.74 m and 7.1 s with a range of 0.47 m < Hs < 1.42 m and

4.4 s < Ts < 9.0 s, respectively. The wave direction changed within a range of 12.7◦

< θs < 41.8◦, which did not vary much compared to the high-wave conditions or

during an incident wave on May 27 (θs−min = -23.1◦).
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The temporal water level and the cross-shore currents at the five locations, i.e.,

x = 96, 116, 126, 161, and 191 m, are presented in Figs. 7.3c–7.3d, respectively. In

the panel (d), the vertical line indicates the current magnitude and the horizontal

dashed line indicates the considered location and distinguishes direction; the data

below and above the dashed line refer to the onshore- and offshore-ward currents

(i.e., the undertow), respectively. The blanks are missing data. The red dashed box

indicates the analyzed period (May 28–30) that is discussed in Section 7.4.3.

Figure 7.3: Observed time-series data during LWE of HC16: (a) significant wave

height and wave period, (b) wave direction, (c) water level, and (d) cross-shore

currents.

As shown in Fig. 7.3d, a strong undertow occurred periodically with the decreas-

ing water level. This finding is significant for the undertow characteristic under the
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LWE condition, where the undertow was induced by the change in water level and

the remaining energy from the wave dissipation. Moreover, the differences in water

depths along the seaward locations created spatial variation in the undertow, indi-

cating that the strongest undertow was measured at the smallest water depth of x

= 96 m. Then, it became weaker with increasing water depth at farther offshore

locations (from x = 96–161 m) and was weakest in the trough region of x = 161 m.

However, a stronger undertow was again induced at a smaller water depth over the

outer sandbar crest (x = 191 m).

7.4.2 Wave comparisons under LWE

To evaluate the performance of the wave transformation in XBeach, the modeled

waves were verified against the field wave measurements, provided by HORS. Three

wave datasets observed in the surf zone at the locations of x = 303 (offshore), 145

(sandbar trough), and 40 m (nearshore), which located within the distance from the

boundary at x = 380 m to shoreline position at x = 15 m, were used for testing.

The wave comparisons are shown in Fig. 7.4. The black, gray, blue, and red colors

indicate the observed, DF, MF-1, and MF-2 simulated wave heights, respectively.

The relative mean absolute error (RMAE) proposed by Van Rijn [105] was used to

qualify the wave simulations. With the same colors and qualification method, the

undertow validation is also discussed in the later section. Note that the RMAEs for

wave and undertow evaluations were different.

Figure 7.4: Time-series data of the observed (black), XBeach DF (gray), MF-1

(blue), and MF-2 (red) modeled wave heights at x = (a) 303, (b) 145, and (c) 40 m.

104



7.4 Undertow simulation under LWE conditions

In Fig. 7.4, all of the modeled wave heights using DF, MF-1, and MF-2 simu-

lations agreed well with the observations, and the RMAE of each case is similar.

Especially at x = 303 and 145 m, the RMAEs for MF-2 are 0.03 and 0.07, respec-

tively. Although the results in panel (c) show an overestimation at x = 40 m from

the midday of May 28 to the end on June 30, 2016, the variation coincides with

the observed coincides with the observed wave with the RMAE in an acceptable

qualification of 0.18 (fair).

7.4.3 Temporal undertow comparisons under LWE

The hourly averaged undertows response under LWE conditions between the ob-

servation and XBeach simulations were compared as presented in Fig. 7.5. Panel

(a)-(e) show the undertow comparisons at five locations of x = 191, 161, 126, 116,

and 96 m, respectively, and panel (f) shows the comparisons of hourly water level

from May 28 to 30, 2016.

Figure 7.5: Time-series data of undertow during May 28–31, 2016, at five locations

of x = (a) 191, (b) 161, (c) 126, (d) 116, and (e) 96 m, and (f) water level for the

observed (black), XBeach DF (gray), MF-1 (blue), and MF-2 (red).
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From the figure, the XBeach DF undertow shows an overestimation during high

tide and an underestimation during low tide, yielding to a high value of RMAE >

1.0 (bad qualification). Thus, the modifications of undertow prediction using λ were

done for dealing with this inaccuracy. Since λ limits the generation of undertow

under hT level, an increase in simulated undertow velocity is expected here, though

the results of MF-1 and MF-2 are still not much different from the DF case. However,

interestingly, the less overestimated undertow during high tide, i.e., at the beginning

of each day, is presented at all locations for both MF-1 and MF-2, resulting in a

better RMAEs > 0.7 as compared to DF.

Because of the selection of the five cross-shore locations for discussing temporal

undertow velocity, some meaningful undertow data in between those locations were

unseen. Therefore, the evaluation of the performance of undertow simulations were

continued by examining the fixed-time undertow distributions and discussed in the

next section.

7.4.4 Spatial distributions of undertow under LWE

The capability of the XBeach to predict the spatial distributions was investigated

by comparing the simulated undertow with the observed data at a higher time-

resolution of 20-min averaging for every cross-shore location. Fig. 7.6a– 7.6c illus-

trates the undertow spatial distributions at the specific high, mean, and low water

levels on May 29, respectively. The timings are indicated by the vertical dashed

lines in Fig. 7.5.

From the water level near MWL (Fig. 7.6b) to the low water level (Fig. 7.6c),

the observed undertow velocity slightly decreased at every location with the peak of

-0.11 m/s, that is still critical to the sediment movement at the Hasaki coast. While

the DF and MF-1 simulations show the undertow underestimation, the MF-2 could

well predict the undertow and present a similar distribution to the observed data.

Note that the similar distributions at each tide were also given on May 28 and 30.

Regarding the characteristics of undertow spatial distribution explained above,

the performance of the undertow simulations depend on the tidal elevation. Thus,

we summarized its performance by comparing the spatially-varied undertow velocity

against the observed data, and averaging the time series RMAE based on three tidal

cycles during May 28–30 (Fig. 7.5, (1)-(3)).
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Figure 7.6: Spatial distributions of undertow on May 29 at (a) high tide, (b) close

to MWL, and (c) low tide of 0.85, 0.50, and 0.16 m, D.L., respectively.

Figure 7.7: Observed vs. DF, MF-1 and MF-2 modeled undertow current veloci-

ties and regression lines response under LWE (a) with and (b) without shore-ward

velocity value.

The comparison between the observed and DF, MF-1 and MF-2 modeled un-

dertow velocities results response under LWE conditions are presented in Fig. 7.7.
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Although the regression lines are similar with the overestimated and underestimated

undertow at the higher and lower velocity of approximately -0.05 m/s, respectively,

the undertow data are less scattered, and gathered near the ideal line for MF-2.

Moreover, the improvement of undertow prediction was increased noticed by the

increase in R-square values by 14% and 22% when the shore-ward velocity was con-

sidered (Fig. 7.7a) and unconsidered (Fig. 7.7b), respectively.

Figure 7.8a shows the similar curves of RMAE score with the increasing of accu-

racy from DF, MF-1, to MF-2 simulations, respectively. When the water level was

reducing, the pressure gradient of water surface becomes maximum at the MWL

and intensifies the undertow. Yet, this peak undertow could not be well predicted

as the vertical dotted lines represent the top 2 lowest accuracy at 2nd and 10th hour.

Further investigation is needed at this point. The last one at 20th hour was not

considered as it was mostly onshore-ward velocity. When the pressure gradient of

water surface was approximately zero at the high and low tides, the undertow was

mainly affected by wave mass flux only and well predicted with the highest ac-curacy

as indicated by vertical dashed lines at 8th and 16th hour for high and low water

levels, respectively. Here, given the proposed λ coefficient, the wave mass flux of

both Ef (Eq. 7.1) and F (Eq. 7.2–7.3) were correctly adjusted to neglect the effect

of shoreward mass flux and generate the undertow under the wave trough level.

Figure 7.8: Time averaged values on three tidal cycle (Fig. 7.5, (1)-(3)) during

May 28–30, 2016: (a) RMAE of XBeach DF (gray), MF-1 (blue), and MF-2 (red)

simulated undertow results, and (b) observed water level.
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Considering the improvement of simulated undertow at the low tides during

May 28–30, that is, strong undertow, the RMAEs were temporally averaged for

each cross-shore location as shown in Fig. 7.9. Although the RMAE of DF and

MF-1 reveals the inaccuracy due to unpredictable undertow especially at bar trough

(x = 146 m) and bar-offshore (x = 221 m) regions, the significant improvement of

the undertow simulation was finally achieved using MF-2. The qualification shifted

from bad to fair, with the average RMAE value decreasing from 1.057, 0.857, to

0.415 for the DF, MF-1, and MF-2, respectively.

Figure 7.9: Spatial RMAE values of undertow simulation at low tide on each day

during May 28-30.

7.5 Summary of undertow results under HWE condi-

tions

Furthermore, the MF-2 modeled undertow under HWE conditions were analyzed

using the same procedure as LWE, and their comparison results are summarized in

Table 7.3. Even though the water-level change due to tides is a minor effect on the

undertow, the undertow comparison is classified into five groups (A, B, C, D and

E) based on tide condition and water-level elevation to provide detailed analysis.

Interestingly, the improvement of undertow results are achieved with the increase in

R-square values from group A to E by 39%, 33%, 57%, 17% and 31%, respectively.

However, the underestimation errors were found at the strong undertow current

velocity. The comparison result of group A (pink mark) is presented in Fig. 7.10.
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Table 7.3: Default settings for the XBeach Kingsday and X release versions.

Figure 7.10: Observed vs. modeled XBeach DF (black), MF-1 (blue), and MF-2

(red) undertow velocities response HWE for data group A.

Figure 7.10 shows the comparison between the observed, XBeach DF (black),

MF-1 (blue), and MF-2 (red) undertow velocity for classified group A undertow

data. From no correlation in DF simulation, MF-1 and MF-2 results in the increase

in performance for predicting undertow, with the R-square values of 0.07 and 0.39,

respectively. The bias in prediction (slope of regression line) is also decreased and

smallest for MF-2. Therefore, our approach to improving undertow prediction by

using the water depth coefficient (MF-2) yield better modeled-undertow results than

DF for both LWE and HWE conditions. More results and discussions are provided

in the Section 7.6.2, that includes undertow results from another modification.
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7.6 Modification of undertow prediction II: wave roller

From Figure 7.10, the observed shore-ward and undertow velocities were over-

and underestimated, respectively. The overestimation might be caused by some

unchecked model coefficients, e.g., breaking index and viscosity, and this should be

later investigated. For the modeled undertow, the increase in velocity, the larger

error and bias. Since the undertow under HWE was generally governed by the wave

energy flux owing to wave breaking and roller, we first checked the wave-breaking

zone by using the equation of wave-breaking depth [8] to confirm that if the strong

undertow occurred at this zone. The equation is given as,

hb =
1

g1/5γ4/3

(
H2

o co cos θ

2

)2/5

. (7.6)

where γ is 0.8, Ho is the offshore wave height at x = 380 m, co is wave celerity, and

θ is wave angle.

Figure 7.11: Seabed profile change during the HWE conditions and the wave-

breaking zone (pink mark).

As a result, the wave-breaking zone ranged from x = 22 to 118 m, where the

undertow data were observed (Fig. 7.11, pink mark). Therefore, the contribution

of wave energy dissipation calculated as an wave force term in the shallow water

equation should be considered for adjusting undertow velocity under HWE. In this
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research, the modification of roller dissipation coefficient was conducted according to

Rafati’s scheme [75]. The physical process of wave roller, and detailed modification

are given in Section 7.6.1. In Sections 7.6.2 and 7.6.3, the results of undertow spatial

distribution response HWE and LWE are presented.

7.6.1 Effects of wave roller on undertow

A specific location, on the sandbar crest, is where waves are broken and the undertow

will be driven by that onshore mass flux, Db. However, a big wave can also delay

breaking behind or near sandbar trough region [7] [78], and the onshore mass flux

is not instantly transferred to water column to generate undertow. Instead, while

waves are propagating shoreward and the mass flux, Db1, is carried shoreward, some

flux is also lost by surface roller on the wavefront, Dr, as shown in Fig. 7.12. Then,

the rest mass flux, Db2, induces undertow under the wave trough level [24], which

could be strengthened even at the sandbar trough location. The roller energy balance

equation is given by,

∂R

∂t
+

∂Rc cos θ

∂x
+

∂Rc sin θ

∂y
= Db −Dr, (7.7)

where R is the roller energy in crosshore, x, and longshore, y component for each

directional bin with time, t. The terms of Db and Dr are calculated by Eqs. 6.1

and 6.8.

Figure 7.12: The shoreward flux is decreased due to wave roller and the rest flux

induces undertow beneath the wave trough.
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Based on the numerical studies [24], the roller dissipation coefficient, βr, con-

trols the roller energy. Especially during the HWE, the wave breaking is dominant

and high roller energy is generated, resulting in undertow. In XBeach model, the

coefficient βr is a constant value that needs to be adjusted; however, the sensitivity

analysis conducted by Rafati shows that the underestimation of undertow is caused

by the underestimation of the roller energy, R. Here, the decrease in coefficient βr,

the roller energy is increased, and it compensates for the underestimation of un-

dertow in wave-breaking zone. Therefore, according to the formulation of βr [107],

Rafati suggested a new equation:

βr = 0.03kh
h−Hrms
Hrms

< 0.1, if kh > 0.45, (7.8)

βr = 0.1, if kh < 0.45, (7.9)

where 0.03 and a limiter are recommended by Rafati and k is wave number.

7.6.2 Spatial distributions of undertow under HWE

To demonstrate the improvement of undertow prediction after incorporating the

modification of roller coefficient in XBeach model (hereafter MF-3), we selected 23

hours of spatial distribution datasets, with every 20-min averaged. The total number

of undertow velocity data, n, are 797 data. Since wave is significant during HWE

and highest when the water level increases, thus, the undertow spatial distribution

of group A (n = 204) is presented in this section.

Figure 7.13 shows the observed time-series data of cross-shore currents, waver

energy flux, and water level from May 13 to 17 of HC16. The vertical line and

number with bracket represent the considered data in group A (at high water level).

Specially, the spatial distributions of undertow at 6th and 7th hour in Fig. 7.14 are

at the duration indicated by the red lines.
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Figure 7.13: Observed time-series data during HWE from May 13 to 17 of HC16:

(a) cross-shore currents, (b) wave energy flux, and (c) water level.

At the considered duration of 6th, the spatial distributions of observed, DF, MF-

1, MF-2, and MF-3 modeled undertow are presented in Fig. 7.14, and are indicated

by black dashed, gray, blue, red, and green colors, respectively. The spatial distri-

butions of modeled undertow in Figs. 7.14a and b show a peak velocity around x =

110 and 180 m where the onshore and offshore sandbar were located. However, as

previously mentioned, the location of peak undertow is depending on wave-breaking

location, thus, it is possible that the peak undertow occurs near the sandbar trough

region (x = 160 m) when wave delays breaking (Fig. 7.14c). Unfortunately, there

were no observed data to compare with these modeled results at the offshore bar

locations.
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Figure 7.14: Spatial distributions of undertow of group A data on May 16 at 6th

hour: (a) 01:40 AM, (b) 02:00 AM and (c) 02:20 AM, and at 7th hour: (d) 10:20

AM and (e) 11:20 AM.

With respect to nearshore zone, where the onshore sandbar existed in the begin-

ning of HC16, the MF-2 was able to simulate a peak undertow and yield a higher

accuracy against the observed data as shown in Figs. 7.14a, 7.14b and 7.14d, though

still underestimated. Here, modifying wave roller coefficient results in the increase

in undertow velocity, specially at the onshore sandbar region. Therefore, this mod-

ified version of XBeach proved that the peak undertow was governed by wave roller

energy during HWE, that exactly occurred at the wave-breaking zone. Moreover,

Rafati scheme should be supported for improving XBeach model. The recheck of

this scheme on the undertow response under LWE is discussed in Section 7.6.3.
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To evaluate the performance of XBeach model to reproduce the undertow for each

modified version, the comparisons between the observed and modeled by DF (black),

MF-1 (blue), MF-2 (red), and MF-3 (green) undertow velocities are presented in

Fig 7.15. The result shows that the MF-3 modeled undertow gives a better agreement

against the observed data, especially the underestimated undertow are improved

with R-square value of 0.51, and the bias of comparison is reduced. However, the

value of 0.03 in Eq. 7.9 is a site-specific coefficient, which results in best agreement

with Rafati’s field observed datasets, though it is not general for natural beaches.

Thus, some error still remains.

Moreover, the RMAEs were temporally averaged for each cross-shore location

as shown in Fig. 7.16. The RMAEs of DF and MF-1 reveal the inaccuracy due

to unpredictable undertow especially at bar trough (x = 146 m) and bar-offshore

(x = 221 m) regions. By using MF-2 and MF-3, the significant improvement of

the undertow simulations was achieved, specially MF-3 yield the best result. The

qualification shifted from bad to good, with the average RMAE value decreasing

from 0.990, 0.879, 0.570, to 0.391 for the DF, MF-1, MF-2, and MF-3, respectively.

7.6.3 Recheck of the spatial distributions of undertow under LWE

Considering the application of MF-3 for LWE condition, an example of undertow

spatial distribution at the beginning of HC16 on May 13 (Fig. 7.13, vertical blue line)

is demonstrated. At the nearshore locations, Figure 7.17a shows that the undertow

spatial distribution modeled by MF-2 is better than that of MF-3, and Figure 7.17b

shows an underestimation at the location of x = 96 to 110 m for MF-3. It could be

considered that the changes in water depth was dominant to the undertow generation

under LWE, and only the modified water depth in MF-2 could reproduce the better

results. For the offshore locations (Fig. 7.17a), the observed data were fluctuated

with some high peaks of undertow velocity, which MF-2 and MF-3 underestimated

the undertow, though a curve was simulated.
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Figure 7.15: Observed vs. modeled XBeach DF, MF-1, MF-2, and MF-3 undertow

velocities response HWE for data group A.

Figure 7.16: Spatial RMAE values of undertow simulation for data group A under

HWE.
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Figure 7.17: Spatial distributions of undertow on May 13 at (a) 12:40 PM and (b)

1:40 PM.
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Concluding Remarks

8.1 Summary of the study

Field observations were conducted along the Hasaki coast (HORS) in May of 2016

and 2017. The differences in seabed profiles between 2016 and 2017 were barred

(HC16) and unbarred (HC17) beach conditions, respectively. Datasets of wave,

undertow, and water level in the surf zone were observed at a 427-m long pier and

then utilized using the exceedance probability method to investigate the undertow

characteristics owing to the effects of wave energy, cross-shore locations, and water

depth.

In this analysis, the undertow exceedance probability, PE , was distinguished into

wave-energetic and spatial distributions. The wave-energetic distributions for both

cases of HC16 and HC17 revealed an increase in undertow exceedance probability

with an increase in wave energy levels from D to A. Considering the seaward-spatial

distributions of the undertow under low-energy wave conditions, the trend in the

exceedance probability seemed similar to the bed profile. HC16 showed a high

exceedance probability on the sandbar crest and low exceedance probability within

the trough region, whereas a smoother trend occurred on the unbared beach for

HC17. Therefore, the exceedance probability increases when an undertow is induced

by either the wave energy under high-energy wave conditions, or the cross-shore

location and water depth under low-energy wave conditions.

The wave-energetic and spatial distributions of the exceedance probability of the

undertow were best-fitted through a Weibull distribution with two parameters, that

is, the scale and shape parameters. The values of the scale and shape parameters ob-

tained from each exceedance probability curve had parabolic and linear relationships

with ne, the efficiency of the undertow estimated using a combination of the nor-
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malized wave energy flux, normalized water depth, and relative surf zone locations.

Generalizing the two Weibull parameters allows us to develop a new statistical model

of an undertow. Although the bathymetry conditions were completely different be-

tween the HC16 and HC17 cases, the proposed model exhibited a good agreement

of PE against that observed for both datasets, with an acceptable R-squared value

of 0.90.

In addition to the development of the statistical model of undertow, we also

conducted the validation of the hydrodynamics undertow prediction of the XBeach

model against the observed undertow from the same site. For the XBeach Kingsday

release version model, To quantify the performance of the model, the parameters

corresponding for the choices of wave motion and roller effect were firstly adjusted.

The prediction of undertow gave a slightly better results when using the hmin =

0.001, beta = 0.05 and turning on rfb-command, than running with the default set

up. Secondly, the underestimation of modeled undertow due to faster simulating

was solved by backward shifted in time. The modeled undertow showed the better

results after time-shifting for 3 hours. This might be the effect from the development

of undertow prediction by using the experimental data in XBeach model. However,

the peak of modeled undertow was still underestimated compared to the observed.

To improve the modeled results, we theoretically modified the Stokes drift using

the coefficient of water depth (λ). From the trial and error, the optimal value of λ

= 0.60±0.02 finally reproduced the modeled undertow with the lowest RMAE and

RMSE. The λ would be the ratio of water depth under wave trough level to total

water depth.

Moreover, the latest XBeach X release version model was investigated and mod-

ified. The capability of the XBeach model to simulate the offshore-directed mean

current, that is, undertow was tested against the field undertow observations under

low-wave conditions (May 24 to June 2, 2016) at the Hasaki coast, Japan. The

model-sensitivity parameters were adjusted to obtain the most skillful prediction of

undertow. However, the XBeach-default simulation (DF) still could not well predict

the undertow with the bad qualification of RMAE exceeding 1.0 for both temporally

and spatially.

Based on the undertow mechanism limited under the wave trough level, the

undertow prediction was improved by respectively including the coefficient of water

depth, λ, in the Stokes drift (MF-1) and wave-forcing term in shallow water equations

(MF-2). Here, simulations using the modified equations that neglect the onshore

mass fluxes were better for MF-1 and most skillful for MF-2 for predicting undertow.
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Moreover, the simulated spatial distribution of undertow using MF-2 gave a good

agreement with the observations, especially during high and low tides. The RMAE

values shifted from bad (DF) to a fair (MF-2) quality, with 61% increase in accuracy.

Simulating undertow for the high-wave condition using MF-2 also gave a better

agreement with the observation, though still underestimated the undertow spatial

distribution and error increased with the increase in undertow velocity. Here, the

modification of wave roller was conducted by including the equation of roller coeffi-

cient (MF-3). As a result, the roller coefficient value was reduced, and the energy

dissipation due to roller was decreased. Thus, the undertow was generated by the

increased mass flux, resulting in the stronger undertow with well-predicted peak at

the onshore sandbar locations. The results improved from the bad (DF), fair (MF-

2), to good (MF-3) quality, with 42% and 56% increase in accuracy. Since the wave

roller energy is significant during HWE only, the MF-3 reproduced similar undertow

results with MF-2 under LWE. (The conclusion of the improvements for DF, MF-1,

MF-2, and MF-3 undertow simulation using XBeach is shown in Table 8.1)

Table 8.1: Summary of the improvements of undertow prediction in XBeach model.

8.2 Limitations and recommendations

Statistical analysis

(1) Tidal effect should be taken into account for increasing the performance of

undertow statistical model.

(2) The proposed model is recommended for HWE, and the undertow PE can be

computed by using a pocket calculator.

(3) The balance of alternative effects between wave and water depth should be

clarified and this might be utilized for XBeach improvement.
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XBeach numerical modeling

(1) Since XBeach can only simulate time-and depth-averaged velocity, the vertical

distribution of the strong undertow is sometimes underestimated.

(2) According to the modified roller dissipation equation, the coefficient βr con-

tains an event-and site-specific value, this should be further investigated.
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Appendix

Appendix. A

Table 8.2: Average, standard deviation, maximum and minimum of the undertow

velocity at each considered location for both 2016 and 2017 datasets.
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Appendix. B

Table 8.3: Efficiency of undertow ne for 2016 datasets.

Table 8.4: Efficiency of undertow ne for 2017 datasets.

135



Chapter 8. Appendix

Appendix. C

Table 8.5: Values of Weibull parameters a, b and ne for 2016 datasets.

Table 8.6: Values of Weibull parameters a, b and ne for 2016 datasets after general-

izing.
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Table 8.7: Values of Weibull parameters a, b and ne for 2017 datasets.

Table 8.8: Values of Weibull parameters a, b and ne for 2017 datasets after general-

izing.

Appendix. D

In this thesis, three important parameters, i.e. wave energy flux, seaward loca-

tion, and water depth were combined for the dimensionless-efficiency of undertow

ne. Wave mass flux normally forces the stronger undertow during high-energy wave

condition, but the undertow can also be decreased by the vertical varying-eddy vis-
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cosity coefficient and the bed roughness that is different in each seaward location.

Therefore, the relative location was included in the equation of ne as if it was friction.

Moreover, in low-energy wave condition, water depth obviously persuade undertow.

The small water depth on sandbar show the higher exceedance probability of un-

dertow than that larger water depth on trough region. Form the above definition

of ne, its exceedance probability can be well expressed by applied Weibull distribu-

tion, which a and b are dimensionless parameters in polynomial and linear function,

respectively.

Figure 8.1: Correlation between ne and scale and shape parameters, when the log-

arithm function was used for a.

Not only the polynomial function, but also the other functions, e.g. exponential,

logarithm, and allometric functions had already been considered. For instances, the

scale parameter (a) had been fitted by using logarithm method as shown in Fig. 8.1

and the equation of a was,

a = −0.879 lnne + 1.952, (8.1)

with the skill of R2 = 0.84. Although the skill was good, the spatial distribution of

undertow exceedance probability using this function was not appropriate with the

observed exceedance probability in high-energy wave condition (wave energy levels

of A and B) as illustrated by Fig. 8.2. The modeled exceedance probability showed

overestimation at locations of x = 96 and 106 m, and underestimation at locations

of x = 116 and 126 m. The reason is that when the modeled a using the logarithm

function was decreasing and became lower than that observed a, this caused to

overestimate exceedance probability. It means that the logarithm was not suit with

a parameter. The most appropriate function that we found is polynomial function.

138



Figure 8.2: Spatial distributions of undertow exceedance probability on uE = -0.10

m/s (uE/u = 1.0) for the observation in 2016, when the logarithm function was used

for a.

Regarding the allometric function, the plotted data of a (Fig. 8.3) seem to be

well fitted by this function and it was horizontal from ne = 2 with equation of a as,

a = 1.74n−0.61
e . (8.2)

Figure 8.3: Correlation between ne and scale and shape parameters, when the allo-

metric function was used for a.
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Figure 8.4: Spatial distributions of undertow exceedance probability on uE = -0.10

m/s (uE/u = 1.0) for the observation in 2016, when the allometric function was

used for a.

However, the spatial distributions of undertow exceedance probability using this

equation of a show that there was no variation during high wave energy conditions

(Fig. 8.4) and also resulted in overestimation owing to the error by using this func-

tion. Therefore, the polynomial function gives the well-fitting to a at this moment.

Appendix. E

A quantitative manner on the basis of the Relative Mean Absolute Error (RMAE), as

proposed by Murphy et al. [59] can be used to assess the quality of the performance

of models. Herein, the undertow prediction of XBeach model was validated against

the measurement and then evaluated by using RMAE as expressed by,

RMAE =
〈(|uE−c − uE | −∆uE)〉

〈|uE |〉
. (8.3)
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in which: uE = observed undertow velocity, uE−c = calculated undertow velocity,

∆uE = error of observed undertow velocity = 0 and 〈...〉 refers to averaging procedure
over time series.

The qualitative ranking was defined as,

Excellent : less than 0.10,

Good : 0.1 to 0.3,

Fair/Reasonable : 0.3 to 0.5,

Poor : 0.5 to 0.7,

Bad : more than 0.7.

Moreover, we also used the root-mean-square error (RMSE) [44] to assess the

model as given by,

RMSE =

√∑
(uE − uE−c)

2

∑
(uE)

2 (8.4)

.

Appendix. F

Table 8.9: Values of RMAE and RMSE owing to time shift.
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