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Abstract—Swarm robotics requires a practical scheme to
maintain operator supervision for the acceptability of auton-
omy of the systems by humans. For this purpose, this paper
proposes a distributed algorithm for continuous connectivity
between robots and a base station to maintain the controllability
and transparency of the swarm. This algorithm forms network
topology among the swarm members and deploys repeaters to
maintain the connection to the base station by a role switching
scheme. Preliminary simulations have shown that the revised
acute angle test reduced the cost of the network formation
with the Gabriel graph topology. Through the simulated patrol
missions, the proposed algorithm successfully maintained the
continuous connectivity between the base station and the swarm
members without significant inequality in the computational cost
among swarm members. Furthermore, as the number of robots
increases, the computational cost per robot does not increase
significantly. These results indicate the distributed nature and
scalability of the proposed algorithms.

Index Terms—Swarm robotics, Role switching, Decentralized
algorithm, Connectivity maintenance

I. INTRODUCTION

Swarm robotics is a way to operate multiple robots by local
interactions among robots and surrounding environments. It
has several advantages, such as robustness, scalability, and
flexibility [1], and gaining attention in robotics technologies.

Despite these advantages, there are few cases where robotic
swarms are deployed for real-world applications [2]. Accord-
ing to the literature, the concerns include individual robot
failure, communication reliability, and system predictability.
System predictability is a characteristic to what extent the
system can be expected to behave as intended by human
operators. This concern is a significant problem for whole
robotics areas, especially in complicated situations and life-
threatening applications, such as medicine, security, and res-
cue. In swarm robotics, this concern becomes more severe
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because of the characteristic that system behaviors emerge
from robot local interactions, which are usually invisible from
out of the system [2].

To relieve the concern, a practical scheme is required to
ensure supervision from humans. Maintaining connectivity
among swarms, including a base station (BS), is fundamental
to realizing this requirement. In this context, BS corresponds
to human operators or interface to their authority to supervise
the system and make high-level decisions. Especially for tasks
that should be solved collectively, it is essential to consolidate
swarm members to a network frontier. Collected robots at the
forefront of the network provide immediate engagement to
those tasks according to instructions from the BS.

The contribution of this research is a proposal of a de-
centralized, scalable, and low-cost algorithm for continuous
connectivity of robotic swarms, including fixed base stations.
As an extension of the existing research [3], the algorithm
employs role switching to retain the connectivity while the
related processes depend on locally available information.
The following sections review the existing research (Sect.II),
describe the proposed algorithm (Sect.III), and show the result
of simulations (Sect.IV), discussion (Sect.V), and conclusions
(Sect.VI).

II. RELATED WORKS

Swarm connectivity is a topic that is widely researched.
Amigoni et al. reviewed research on multi-robot exploration
with various restrictions in terms of connectivity [4]. The
review categorized those restrictions as either event-based or
continuous.

Event-based connectivity is a concept that requires recover-
ing the connection triggered by particular events. According
to Banfi et al., this is further categorized as periodic and
recurrent [5]. Periodic connectivity requires connections every
after a past of a specific length of time [6] [7]. Recurrent
connectivity, with more adaptivity, requires connections every
after each robot gains new information. This timing usually
corresponds to the deployments or arrivals of robots to their
assigned area [5] [8] [9].

On the other hand, as this research’s main point of interest,
continuous connectivity requires connections among robots



during whole missions. Although the event-based connectivity
may be efficient, still in cases where real-time access to infor-
mation is necessary, continuous connectivity is needed [10].
Arkin and Diaz studied three exploration algorithms with con-
tinuous connectivity, varied by degree of apriori knowledge on
mission spaces [11]. Mukhija et al. proposed the exploration
algorithm to maintain connections to fixed BS by propagating
a tree network [12]. Nestmeyer et al. showed an exploration
algorithm to arrive at multiple locations assigned to each robot
by switching priority with maintaining connectivity among
robots [13]. Hung et al. developed a network topology manage-
ment scheme by hierarchical control to maintain continuous
connectivity [14].

This paper proposes an algorithm to maintain continuous
connectivity in a distributed and scalable manner. The novelty
of this research is that the proposed algorithm can maintain
connectivity without global coordination or high computa-
tional cost. Existing studies on continuous connectivity fre-
quently depend on central coordination by a central agent.
Other distributed methods, often with high computational
costs, require the swarm member to infer the network topology
or other global swarm status [15] [16] [17] [18]. This research
builds on these efforts to develop a simpler algorithm for
continuous connectivity by introducing role assignment and
switching. The main part of the algorithm only requires be-
haviors based on adjacent robots’ information. The following
sections describe the detail of the proposed algorithm and its
performance.

III. METHODOLOGIES

A. Problem Settings

This research considers a patrol mission for disaster areas,
for example, to detect the objects of interest, such as victims
and malfunctioning instruments. A robotic swarm R consisting
of N homogeneous mobile robots: R = {r1, r2, ..., rN} are
deployed for this mission to detect and report the objects of
interest to the BS. In the current settings, the study regards the
robots without failures or malfunctions. All variables related
to ri are shown with the suffix i. If not explicitly indicated,
they are status at timestep t. Other assumptions for the robots
are:

1) The robots can sense their accurate location xi ∈ R2,
and inform the neighbors via communications.

2) The robots can identify other robots in range ds.
3) The robots can keep connected and communicate with

the others in range dc.
4) Robots with connections can exchange information on

their status. Multi-hop communications are also avail-
able, consuming a single timestep per hop.

1 is assumed to be achieved by some techniques, such as
SLAM by external sensors (e.g., vision sensors) or dead
reckoning by internal sensors (e.g., inertial measurement
units). Similarly, 2 is assumed to be performed by external
sensors (e.g., depth cameras) or near-range communication
devices(e.g., RFID tags).

B. Role Switching for Continuous Connectivity

The robots behave according to their roles: rolei =
{base station, repeater, local leader, explorer}. The base
station is assigned to r1 and fixed to the origin: x1 = (0, 0) to
be an interface to the central agency. Repeaters maintain the
connection between the base station and a local leader. The
local leader represents a subgroup of the swarm consisting
of explorers. It also communicates with the base station if
needed. Explorers are swarm members as the task detection
and processing executor acting with the local leader. This study
omits the detailed behavior of explorers except for moving
because the study simplifies the simulated mission as an
elementary test. A typical state of the swarm is shown in Fig.1.
In the figure, the circles and their attached triangles represent
the robots and their orientations, respectively. The solid lines
between the circles indicate that the robots’ communication
is available (i.e., connected). A group of robots directly
connected to ri is denoted as Ai. For repeaters and local
leaders, a robot r ∈ Ai at the closer side to the base station
is called a parent robot rpi , and similarly, a robot r ∈ Ai

at the closer side to the explorers is called a child robot rci .
As for local leaders, child robots include all explorers directly
connected to the local leaders.
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Fig. 1: A typical form of a swarm (BS: Base station, RP: Repeater,
LL: Local leader, EX: Explorer). The circles, triangles, and
solid lines correspond to the robots, their orientation, and
communication connections between them, respectively

Each robot acts as one of these four roles and switches or
requests others to switch roles based on local information to
maintain a connection from a base station. The basic idea is
to have the local leader switch its role to repeater or explorer
and request an adjacent to become a local leader instead.
These decisions are made based on the distances between the
local leader and its parent robot as an indicator of network
vulnerability towards the base station. The detailed process
is shown in Algorithm 1, where di,j = ∥xi – xj∥, |Ai| is the
number of robots belonging to Ai. ηa, ηb(0 < ηa, ηb < 1) are
parameters for margins. The requests to change roles are made
by the inter-robot communications. As Fig.1 indicates, there
are several additional assumptions for connections between
robots:

1) The base station connects to one repeater or local leader.
2) Repeaters connect with two robots, a parent side base

station or repeater, and a child side repeater or local
leader.



3) The local leader connects to a parent side base station
or repeater and connects to multiple explorers.

The robots broadcast their state to other robots directly
connected at every timestep. The number of this type of
messages ri receives corresponds to |Ai|, and each message
contains the information on r ∈ Ai, such as locations and
velocities required in algorithms described in the following
sections.

Algorithm 1 Process to switch roles for connectivity

1: when controlling a local leader: ri
2: if di,pi

> ηa ∗ dc then
3: rolei ← repeater
4: request rci with max |Aci | to: roleci ← local leader
5: else if di,pi < ηb ∗ dc then
6: rolei ← explorer
7: request rpi

to: rolepi
← local leader

8: end if

C. Robot Motion

Motions of each robot are controlled based on a target veloc-
ity ui ∈ R2 as a control input, reflected to the robot’s linear
and angular velocity vi ∈ R2 and, in sequence, to location
xi ∈ R2 and heading θi ∈ R. The maximum linear and
angular velocities are capped by 0.03[unit length/timestep],
0.15[rad/timestep] through all of the simulations in this paper.

As for repeaters, ui keeps themselves in a straight line
between their parent and child robots. ui are calculated as
Eq.1 if they are directly connected to the local leader and
Eq.2; otherwise. k1, k2, and k3 are parameters. The difference
between the two equations is that Eq.1 keeps the repeater to
the midpoint between the parent robot and the child robot
(i.e., local leader). In contrast, Eq.2 keeps the distance to
its parent robot. This difference is intended to prevent over-
frequent deployment and collection of the repeater robots.

ui = k1{(xpi
− xi) + (xci − xi)} (1)

ui = k2{(xpi − xi)− ηa ∗ dc ∗
xpi − xi

∥xpi
− xi∥

}

+k3{(xpi
− xi) + (xci − xi)}

(2)

Control input for the local leader guides the swarm to move
on to directed destinations. The input ui corresponds to the
vector from the current position of the local leader to the goal
location, multiplied by an appropriate scaling factor (Eq. 3).

ui = k4(xgoal − xi) (3)

Explorers are directed by ui: a summation vector of velocity
matching vector um

i , inter-robot distance maintenance vector
ud
i , and input uL

i to follow the local leader in Eqs.4 - 7.
The background idea of the um

i and ud
i is from the flocking

algorithm [19]. Each robot ri acquires the control inputs

for adjacent robots: uj for rj ∈ Ai through inter-robot
communications. Likewise, the control input for the local
leader uLL and its location xLL propagates from the local
leader to all subordinate explorers via multi-hop communica-
tion. Here, the propagation works under a message expiration
model, forwarding the message to all adjacent robots other
than its sender until its preset expiration period passes. This
model enables all explorers to acquire uLL and xLL without
knowledge of network routing by setting the expiration period
long enough. dn is a neutral distance between explorers, and
k5 − k8 are parameters.

ui = um
i + ud

i + uL
i (4)

um
i =

k5
|Ai|

∑
rj∈Ai

uj (5)

ud
i = k6

∑
rj∈Ai

{(xj − xi)− dn
xj − xi
∥xj − xi∥

} (6)

uL
i = k7uLL + k8(xLL − xi) (7)

D. Connection Management

A scheme to restrict the number of connections for each
explorer is also employed. Connecting to all other robots in
the communication range will impair the responsiveness to
other robots’ motion due to the velocity matching (Eq.5). Fur-
thermore, it results in a higher burden of inter-robot commu-
nication since a number of messages will rush into the robot.
The algorithm introduces Acute Angle Test (AAT) [20] to de-
termine which robot to connect or disconnect. In this method,
a robot ri connects to rj if and only if all angles ∠xixkxj
are acute for robots Rk = {rk | k ∈ 1, 2, ..., N, di,k ≤ ds}.
In other words, ri and rj are connected whenever no other
robot is located inside the circle Cij : the circle with diameter
xixj . AAT is also a way to form a Gabriel graph [21] in a de-
centralized manner.Furthermore, to reduce the computational
cost, AAT is conducted only if the following conditions are
satisfied.

1) ri has just changed its role to local leader or explorer.
2) ri needs more connection to keep connectivity robust.
3) The condition of Gabriel graph is broken.

In other cases, the network topology is inherited to the
next timestep without new connections or disconnections.
The detailed process is shown in Algorithm 2. ηc in line 6
corresponds to the threshold of the number of connections
to satisfy condition 2 in the list above. It should be kept in
mind that all robots’ roles are either local leaders or explorers
in Algorithm 2. Additionally, ri must explicitly request a
new (dis)connection to the counterpart robot when ri will
newly (dis)connect to others. This is because the symmetric
characteristic [20] of decisions on AAT is no longer reserved
in Algorithm 2.By this scheme, although the computational



cost of the AAT is theoretically expected as O(N2), the
actual performance is significantly improved, as shown in the
preliminary study (Sect.IV-A).

Algorithm 2 Process to refresh network topology among the
local leader and explorers

1: when controlling ri at timestep: t
2: Rk = {rk | k ∈ {1, 2, ..., N}, di,k ≤ ds}
3: Rl = {rl | l ∈ {1, 2, ..., N}, di,l ≤ ds}
4: if rolei(t− 1) ̸= rolei(t) then
5: RAAT = Rl

6: else if |Ai| < ηc then
7: RAAT = Rl

8: else
9: for each r ∈ Ai do

10: for each rl do
11: if xl is in Cij then
12: add r & rl to RAAT

13: end if
14: end for
15: end for
16: end if
17: if RAAT ̸= ∅ then
18: for each r ∈ RAAT do
19: if ∠xixkx < 90◦ for all rk ∈ Rk then
20: add r to Rpass

21: else
22: add r to Rfail

23: end if
24: end for
25: Ai(t+ 1) = Rpass ∪ (Ai ∩Rfail)
26: else
27: Ai(t+ 1) = Ai

28: end if

This scheme also includes the connection recovery for the
disconnected explorers. When an explorer detects disconnec-
tions, it moves towards the origin until it finds the other robots.
The explorer immediately re-joins the swarm network if they
find the other explorers or the local leader. Otherwise, the
disconnected explorer continues moving towards the origin,
and when it finds a repeater or the base station, it temporarily
connects to the found robot. Subsequently, the explorer re-
quests instruction on the child robot’s location of the found
robot. The explorer moves toward the location until it finds the
local leader or the other explorers to re-join. If the child robot
of the robot under temporal connection is another repeater, the
explorer switches the temporary connection to the newly found
repeater and repeats the process above. Fig.2 illustrates this
procedure. A typical disconnection occurs when a local leader
entrusts the role to another robot and switches its role to a
repeater. A connection between explorers and the original local
leader (Fig.2a) is disconnected because connections between
repeaters and explorers are prohibited (Fig.2b). If the explorers
cannot detect the new local leader or other explorers, they
remain disconnected and start moving towards the origin
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(a) Initial status before a discon-
nection occurs
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(b) Two explorers are discon-
nected from the swarm
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(c) The explorers receive an in-
struction on the direction to re-
cover the network

BS

RP

RP

EX

LL

EX

EX

EX

EX

(d) The explorers recover the net-
work connection

Fig. 2: A typical case of network detection and recovery

(Fig.2b shows the disconnected explorers in gray). When
the explorers find repeaters or the base station, they get the
location of the child robot of the found robots (Dashed lines in
Fig.2c show these temporary communications). The explorers
move in the direction until they find the local leader or other
explorers to connect with (Fig.2d).

IV. SIMULATIONS

A. Preliminary Simulation

As a preliminary experiment, simulations evaluated the
calculation costs to form a network topology among explorers
implemented based on Algorithm 2.

a) Configurations: The simulations emulated the net-
work formation among the moving N explorers and logged the
program execution time as a computational cost. Each explorer
moved according to a random walk with constant step length:
l = 1, random moving direction: 0 ≤ θ < 2π, sensor range:
dc = ds = 3, and ηc = 3. The simulator configured the field
size to keep the density of robots constant: Field =

√
N∗
√
N .

The configuration also included the base line condition that
conducts the acute angle test to all detectable robots at every
timestep. The simulation ran 30 trials per condition, with
1000 timesteps for each trial. As for initial deployment, the
simulator distributed the explorers at random locations in the
field. There were no other roles: base station, repeaters, and
local leaders, in this preliminary simulation.

b) Results: The proposed and the baseline scheme have
successfully formed the network with the Gabriel graph
topology. Fig.3 shows the network topology by Algorithm 2
(Fig.3a) and by the baseline scheme (Fig.3b), with the identical
locations of robots. Fig.3 shows that the two schemes formed



almost identical Gabriel graph-like network topology, while
the topology by the baseline has formed a slightly larger
number of edges. Only the edge between r12 and r16 failed
to form in proposed method since the conditions in Sect III-D
are not satisfied. Fig.4 shows the computational cost for
network formation. While the networks in Fig.3 resulted in
almost identical topologies, the intermittent AAT execution by
Algorithm 2 significantly decreased the computational cost. On
the other hand, the smaller number of edges by the proposed
scheme leads to the slightly lower algebraic connectivity for
each N, shown in Fig.5.
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(b) Network topology by the base-
line scheme

Fig. 3: Formed network topology for the identical robot distribution
with the swarm size: N = 20. An edge between r12 and
r16 is an only edge that failed to be formed by Algorithm 2
compared to the baseline

Fig. 4: Mean computational cost for each robot per trial, for the
swarm size: N = 10, 20, ..., 100

B. Performance of the Proposed Algorithm

For the main proposal in this research, scalability and dis-
tributedness were evaluated through simulated patrol missions.

a) Configurations: A patrol in a two-dimensional area
were emulated for algorithm evaluations. The simulation sim-
plified the patrol missions described in the section III-A to the
arrivals at the target locations of the local leader. To evaluate
the scalability and distributedness of the proposed algorithms,
the processing time and the number of messages were logged
as indicators of busyness with different N during the mission.

Fig. 5: Mean algebraic connectivity of the network, for the swarm
size: N = 10, 20, ..., 100

The detailed mission procedures were as follows: the simu-
lator generated the target at a random location, and the swarm
detected and reported it to the BS. When the new object was
generated, its location is informed from the simulator to the
base station and forwarded to the local leader. After the local
leader arrived at the location, it reported the arrival to the base
station, and then the simulator generated another target.

The simulation ran each trial with the following parameter
settings. As for initial deployment and role assignment, the r1
as a base station was located at the origin: x1 = (0, 0), and
the others: r2, · · · rN were located at random locations in the
fan-shaped area: ∥xi∥ ≤ dinit = 0.6

√
N . The robot closest to

the BS became the initial local leader, and the others acted as
explorers. The initial deployment will be redone if the network
connectivity failed to establish without repeaters. The field size
was large enough: ∥xi∥ ≤ 1000 to eliminate the boundary
effect, while the area of target generation was proportional to
the number of swarm sizes: 0 ≤ xtarget, ytarget ≤ 1.8

√
N .

The simulation lasted 2000 timesteps per trial, and 30 trials
were held for each N = 10, 20, ..., 50.

b) Results: Fig.6 describes the typical progress of the
simulated patrol mission. The figure shows that the proposed
role switching algorithm works successfully to maintain swarm
connectivity. At the beginning of the task (Fig6a), the simula-
tor generated a first target (plotted with a star-shaped symbol at
xtarget = (2, 2)) and located the base station: r1 at x1 = (0, 0).
The simulator also distributed the other robots at random
locations and assigned the role: local leader to a robot closest
to the base station (r2 in this case). The rest of the robots act
as explorers. The local leader and explorers are plotted in a
solid red square and vacant blue circles, respectively. As the
mission progressed and d1,2 got longer than the threshold, r2
entrusted its role: local leader to r9 and switched its role to
repeater, plotted in a solid black triangle(Fig.6b). After the
arrival at the first target, the simulator generated a second
target at xtarget = (0.7, 0.7) (Fig.6c). In this situation, the
swarm started to retract the network to reach the target, and
r3, the local leader at the moment, entrusted its role to r9 and
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(d) local leader r3 entrusted its
role to r9 and changed its role
to the explorer

Fig. 6: Typical mission progress with N = 10

(a) The number of disconnections
occurred per trial.

(b) Mean period of disconnections
per trial

Fig. 7: Disconnections and recoveries in proposed algorithm

switched its role to explorer (Fig.6d). Fig.7 also shows the
performances of the connectivity maintenance from the aspect
of the disconnection recovery. Fig.7a shows the number of
disconnections occurred during the missions. Fig.7b shows the
mean length of timesteps in each trial required to recover the
connections for each disconnection.

The simulation results showed that the proposed algorithm
has distributed characteristics. As Fig.8 shows, there was no
severe inequality in processing time among the robots in
swarms with size: N = 10, indicating that the algorithm is
distributed. This trend was identical when the N increased.
On the other hand, from the viewpoint of robot roles, Fig.9

showed slight inequality in computational costs. The cost by
the local leader and explorers tends to be larger than that of
the base station and repeaters. Additionally, as mentioned in
detail in the next paragraph, costs increased as the swarm size
N increased.

Fig. 8: The processing time per 2000 timestep missions at N = 10

Fig. 9: The processing time per robot per 2000 timestep missions
with each role (each box corresponds to N = 10, 20, ..., 50
robots

Furthermore, as shown in Fig.10 and Fig.11, the simulation
showed the scalability of the proposed algorithms. Fig.10
plots the total processing time per robot per trial. While the
processing time increases as the swarm size N increases, the
processing time increases more gradually than the increase in
N. Fig.11 shows the mean number of received messages per
robot per timestep as an indicator of the busyness of each
robot. The result indicates the same trend as the increase of
the measured value was more gradual than the increase of the
swarm size.

V. DISCUSSIONS

The preliminary simulations in Sect.IV-A indicate that the
method described in Sect.III-D successfully reduced the com-
putational cost of the acute angle test. In Algorithm 2, each
robot maintains its current connections and refreshes them



Fig. 10: The processing time per robot per 2000 timestep missions

Fig. 11: The mean number of received messages per robot per single
timestep

only when required. This scheme reduced the computational
cost by approximately 35 - 80 %, with more reduction at larger
N(Fig.4). Furthermore, in both conditions, the increase in
computational cost was more gradual as N increased (N ≥ 50)
since the field size expanded proportionally to N, and the
number of robots detectable by each robot converges to a
constant. On the other hand, the robots under the Algorithm
2 would not attempt to gain further connections unless they
satisfy several conditions. This feature decreased algebraic
connectivity, approximately 5 - 20 % lower than the baseline
when the N is identical, with a larger degree of decrease
with larger N (Fig.5). In both cases, since the node degree
of the Gabriel graph converges to constant [22], the algebraic
connectivity decreases as the number of robots increases.

The main simulations described in Sect.IV-B successfully
maintained the connectivity of the swarms with low com-
putational cost. Fig.6 shows the deployment and collection
of repeaters for the continuous connectivity. The local leader
can decide to switch its role to repeater or explorer only by
the distance between its neighbors, which is locally avail-
able information. As exemplified in Fig.2, temporary network
disconnections may occur during the missions. Though the

disconnections occur a few dozens times at most (Fig.7a),
all disconnections are successfully recovered within a few
to dozens of timesteps (Fig.7b). The networks of smaller
swarms were disconnected more frequently. This was because
the smaller number of robots leads to the smaller number of
connections among the explorers, resulting in disconnections
illustrated in Fig.2. The summation of the disconnection period
is approximately 100 timesteps per trial, at most (mean value
at N = 10), corresponds to 5% of the mission time. The
acceptability of this length depends on the mission; however,
many types of missions may be assumed that they can wait for
the connection recovery. Increasing the degree of aggregation
of the explorers (i.e., decrease dn and increase k6 in Eq.6) can
relieve these risk of disconnections. The total processing time
was 8 seconds at most per 2000 timesteps mission (i.e., ≤ 0.01
seconds per timestep). This low-cost algorithm maintains the
feasibility of being implemented for small mobile robots with
limited computational capabilities.

Fig.8 and Fig.9 show the distributed property of the pro-
posed algorithm. There are no large inequalities in the pro-
cessing times of the individual robots. This characteristic
enables a robot to replace another robot when it malfunctions,
and keep the system robust and prevent the existence of
a single point of failure. On the other hand, robots’ roles
caused inequality in computational costs, and the costs for
the local leader and explorers were higher than those of
the base station and repeaters. Since the local leader and
explorers detect more robots than robots with other roles,
the computational costs for sensing and network formation
tend to be larger. While the acceptability of this inequality
depends on the robots’ specification and mission configuration
in principle, it is natural to assume that individual robots have
enough computational capability since sensing and network
formation are fundamental processes for mission performance.
Furthermore, since each robot switches its role as the mission
progresses, this inequality will be damped, as Fig.8 indicates.
It is also worth noting that the base station’s processing time
is almost constant. Since the robots can decide their behavior
distributedly, the main task of the base station is independent
of the swarm size: directing the local leader to the next target
location.

Fig.10 and Fig.11 show that the proposed algorithm has a
certain degree of scalability in terms of computational cost
and the busyness of each robot. As Fig.10 shows, while the
computational cost increases as the swarm size N increases,
the increase is more gradual than that of N. The cost increased
by approximately 50%, while the swarm size increased five
times larger. The proposed algorithm avoids the worst-case
scenario where the cost increases exponentially with N, as well
as the algorithm works at a low computational cost regardless
of the swarm size, ≤ 0.01 second per timestep at most.
Similarly, this trend was also the case with the number of
received messages by each robot (Fig.11). These results prove
the system’s scalability, or in other words, the feasibility of
adding more robots to the swarm under operations.

Future works may include further evaluations of the pro-



posed algorithm in more practical situations or from different
aspects. For instance, the current study does not regard robot
failures. It is possible to assume that the adjacents can move
and replace the failed robot’s position and role, respectively,
according to the latest message from the failed robot. However,
assessing quantitative factors, such as the time required for
those procedures, is essential for real-world deployment. Other
future works with more fidelity may include detailed behaviors
such as aggregation, pursuit, and multiple subgroups forming
by robots encountering realistic tasks, either in 2-D or 3-D
environments. These may also identify the required specifics
of the base station to control robotic swarms with transparency.
Existing studies, such as [23], have similar approaches by
exemplifying requirements for base stations. Further research
can clarify how the base station and accompanying human
operators can interact with and support autonomous swarm
robotic systems for real-world applications.

VI. CONCLUSIONS

This paper has proposed a decentralized algorithm to main-
tain the continuous connectivity of robot swarms for effective
supervision of the systems. The algorithm is composed of
role switching and network formation, depending on locally
available information. The simulation studies showed that the
proposed algorithm successfully maintained the connectivity
of a moving swarm in distributed, scalable, and low compu-
tationally costed manner.
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