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Abstract—We study the design and optimization of the Boltz-
mann machine hardware using superconducting circuits as a
new stochastic information processing method. The Boltzmann
machine is an artificial neural network of stochastic binary
models wherein the energy function is determined by the given
set of parameters, and the output is obtained by stochastic
state transitions of the system to the energy stable states
according to the Boltzmann distribution. By adjusting the set
of parameters, arbitrary functions can be embedded in energy-
stable states, which have applications in data dimensionality
reduction and generative models. The hardware of a Boltzmann
machine using superconducting circuits consists of quantum
flux parametrons (QFPs), one of the superconducting circuits,
magnetically coupled to each other. In this study, we designed
the Boltzmann machine hardware in which logic gates such
as NOR are embedded in energy-stable states. Furthermore,
we applied maximum likelihood estimation (MLE), machine
learning method, as an operating-point optimization method, and
confirmed the effectiveness of this method in experiments.

Index Terms—Superconducting circuits, Quantum flux
parametron (QFP), Artificial neural networks (ANN), Boltzmann
machine, Optimization, Maximum likelihood estimation (MLE)

I. INTRODUCTION

NEUROMORPHIC computing is an approach to create an
artificial neural network (ANN) in hardware that mimics

the function of the biological brain [1]. By implementing
ANNs based on specialized hardware, information can be
processed at higher speeds and with lower power consumption
[2]. In addition, this approach is attracting attention as a way
to overcome the limitation of the von Neumann bottleneck
between the processor and memory [3]. Neuromorphic com-
puting using semiconductor circuits has already been realized,
and it has been confirmed that the operating speed is improved
in comparison with that obtained by software-based implemen-
tations [4], [5], [6]. However, semiconductor integrated circuits
are approaching their physical limitations [7] and cause an
increase in the leakage current [8]; moreover, an increase in
power consumption is a concern when realizing large-scale
circuits such as ANNs [9]. Therefore, the implementation
using superconducting circuits has been attracting attention
as a method of hardware implementation of ANNs with lower
power consumption [10], [11], [12], [13], [14], [15].

A Boltzmann machine is stochastic ANN consisting of
neurons of a stochastic binary model coupled with each other
[16]. For a given set of parameters, the energy function of
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the entire system of the network is uniquely determined, and
the output is obtained by the stochastic transition of the state
of the entire system to one of its energy-stable states. By
adjusting the set of parameters, arbitrary functions can be
enabled in energy-stable states [17], and the typically used
parameter adjustment method based on statistical machine
learning is maximum likelihood estimation (MLE). Therefore,
the Boltzmann machine can preserve arbitrary functions as a
set of parameters, and can be applied to data dimensionality
reduction and generative models [18]. In addition, several new
information processing methods have been proposed by apply-
ing stochastic state transitions based on the energy functions
of Boltzmann machines [19], [20]. Furthermore, attempts to
apply quantum annealing machines as samplers of Boltzmann
machines that follow the Boltzmann distribution have been
proposed [21], [22], [23].

In our study, as one of the hardware implementations of
ANNs using superconducting circuits, we investigated the
Boltzmann machine hardware using quantum flux parametrons
(QFPs), by magnetically coupling QFPs with each other [24].
A QFP is an energy-efficient superconducting circuit that is
noted as a future technology for building an energy-efficient
computing system because a significant reduction in the power
consumption can be enabled using AC adiabatic biasing [25].

In Boltzmann machine hardware, it is important to correctly
optimize the set of parameters of the hardware correspond-
ing to the set of parameters in the mathematical model of
the Boltzmann machine. In experiments, fine optimization is
required to drive the optimal set of parameters due to the
unintended external noise and manufacturing variation. As an
optimization method for the set of parameters of Boltzmann
machine hardware, we applied MLE and confirmed that logic
gates such as NOR were correctly embedded in the energy-
stable states. This optimization process can be referred to
as closed-loop optimization consisting of a superconducting
circuit that operates at cryogenic temperatures and the sta-
tistical machine learning framework at room temperatures
[26]. In the remainder of this paper, Section II describes
the Boltzmann machine hardware using QFPs, Section III
describes the experimental results, and Section IV presents
the conclusions.

II. BOLTZMANN MACHINE HARDWARE

A. Mathematical Model of Boltzmann Machines

A Boltzmann machine is stochastic ANN consisting of neu-
rons coupled with each other [16]. Fig. 1 shows a Boltzmann
machine consisting of three neurons, where xi represents the
state of the i-th neuron as a binary value of ”−1” or ”+1”
corresponding to logic states, ”0” and ”1”, respectively, and
the state of the entire system is represented by the vector x
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Fig. 1. Boltzmann machine consisting of three neurons, where xi (∈ {0,1})
represents the state of the i-th node, vector x represents the state of the
entire system, bi is the bias energy of the i-th neuron (collectively described
as vector b for all neurons), and wi,j is the coupling energy between the
i-th and j-th (collectively described as vector w). The vectors b and w are
collectively called the set of parameters θ of the Boltzmann machine.

= (x1, x2, x3). In addition, bi denotes the bias energy of the
i-th neuron, which are collectively described as vector b for
all neurons, and wi,j denotes the coupling energy between
the i-th and j-th neurons which are collectively described as
vector w for all couplings between all neurons. The vectors
b and w are collectively called the set of parameters θ of the
Boltzmann machine. For a given θ, the probability distribution
of the single i-th neuron, which is a stochastic binary model,
is defined by

P (xi = 1|θ) = σ

bi +
∑
j

wi,jxj

 , (1a)

P (xi = −1|θ) = 1− P (xi = 1|θ), (1b)

where σ(x) is the sigmoid function = 1/(1+exp(−x)), and∑
j wi,jxj is the sum of all neurons that connect to the i-

th neuron. The neurons recursively influence each other to
determine the state x.

The energy function of the entire system of the Boltzmann
machine consisting of N neurons is defined as

E(x|θ) = −
N∑
i

bixi −
N∑
j>i

N∑
i

wi,jxixj . (2)

The state x, in which the energy function is minimized
for the given θ, is the energy stable state of the Boltzmann
machine. Therefore, by adjusting θ correctly, it is possible to
embed logic gates in the energy-stable states [17], [19], [24].
For example, the NOR is realized by a Boltzmann machine
consisting of three neurons when b = (b1, b2, b3)=(−1, −1,
−2), w = (w1,2, w1,3, w2,3)=(−1, −2, −2). For these param-
eters, Equation (2) yields the minimum value of E(x|θ) = −3
when the energy stable states satisfy 　 the NOR operation,
that is, x = (−1, −1, 1), (−1, 1, −1), (1, −1, −1), (1, 1, −1),
assuming that the inputs at the logic gate are x1, x2 and the
output is x3. In all other states, E(x|θ) > −3.

B. Boltzmann Machine Using QFP

Fig. 2(a) shows the schematic of a QFP where J1 and
J2 are Josephson junctions (JJs) with critical current IC =
50 µA, and L1, L2, and Lq represent the inductances of

Fig. 2. (a) Schematic of QFP where J1 and J2 are Josephson junctions with
critical current IC = 50 µA, Ix is the excitation current, and Ib is the bias
current. The circuit parameters are L1 = L2 = 2.33 pH, Lq = 14.4 pH, Mx =
−0.75 pH, and Mb = 1.21 pH. (b)Probability distribution of the state of QFP
for the bias current Ib. It can be fitted with P(Ib) = 1/(1+exp(−0.112Ib)) by
the sigmoid function.

2.33 pH, 2.33 pH, and 14.4 pH, respectively. The device
parameters were based on the 10 kA/cm2 Nb high-speed
standard process (HSTP) of the National Institute of Advanced
Industrial Science and Technology (AIST) [27]. The QFP
consists of two superconducting loops, an inner loop consisting
of J1, J2, L1 and L2, and a main loop consisting of a pair
of JJs and Lq . When the quantum flux Φ0 ≈ 2.07 × 10−15

Wb is applied to the inner loop by the excitation current Ix,
the potential of QFP changes from single-well to double-well,
and a current Iq flows in the main loop to satisfy the flux
quantization. The direction of the current Iq corresponds to
the logical state q as the binary value of ”0” or ”1”, and
the transition to either state is determined by the weak input
magnetic flux Φb by the bias current Ib to the main loop and
thermal fluctuations. Fig. 2(b) shows the JSIM [28] simulation
result of the probability distribution of the state of the QFP in
Fig. 2(a) for the current Ib, and it can be confirmed that the
fitting can be achieved with P(Ib) = σ(−0.112Ib). Therefore,
the QFP can be applied to the Boltzmann machine as a neuron
of a stochastic binary model. In the simulation, thermal noise
current is added to J1 and J2 in parallel assuming the operation
temperature T = 4.2 K [29].

Fig. 3 shows the Boltzmann machine hardware consisting
of the three QFPs, namely Q1, Q2 and Q3, as shown in Fig.
2(a). The bias current Ib and the mutual inductance M in
the hardware shown in Fig. 3 correspond to the bias energy b
and the coupling energy w in the mathematical model shown
in Fig. 1, respectively. The state of the Boltzmann machine
hardware is determined by the direction of the current flowing
in the main loop of each QFP when all QFPs are excited
at once by the excitation current Ix, as shown in Fig. 4.
By repeating this sequence, the probability distribution for all
states is obtained.
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Fig. 3. Boltzmann machine hardware consisting of three neurons using QFPs.
The bias current Ib and mutual inductance M correspond to the bias energy
b and coupling energy w, respectively.

Fig. 4. Example of the output of the Boltzmann machine hardware. The state
is determined by the direction of currents Iq1, Iq2, and Iq3.

To embed functions such as NOR in the energy-stable
states of the Boltzmann machine hardware, the adjustments
of Ib and M corresponding to b and w are required. Fig. 5
shows the layout of the Boltzmann machine hardware designed
to embed NOR. The M corresponding to w was designed
with M = (M1,2, M1,3, M2,3) = (−0.89 pH, −1.78 pH,
−1.77 pH) to satisfy the relationship 　 illustrated in the
previous section. These parameters were extracted using a
3D inductance extractor, InductEx [30]. While the mutual
inductance M is the parameter determined by the layout
design, the bias current Ib is the parameter applied from the
outside in the experiment. The optimum bias current Ib differs
between experiments and simulations due to the unintended
external noise and manufacturing variation. To optimize the
bias current, we applied MLE, statistical machine learning
method.

III. EXPERIMENT

A. Optimization Algorithm

For the Boltzmann machine, learning means learning the
set of parameters that reproduce the probability distribution of
arbitrary data, applying MLE. This is the minimization of the

Fig. 5. Layout of Boltzmann machine hardware designed to embed NOR.

Kullback-Leibler divergence [31] between the probability dis-
tribution of arbitrary data and that generated by the Boltzmann
machine.

Considering the design of the NOR in the Boltzmann
machine hardware, MLE can optimize the set of parameters Ib
to reproduce the probability distribution of the NOR operation.
Algorithm 1 shows the optimization algorithm based on MLE
applied to the Boltzmann machine hardware. The update rule
for the set of parameters Ib is

Inewbi ← Ioldbi + ϵ(ENOR[xi]− Esamp[qi|Ib,M ]), (3)

where ENOR [xi] is the expected value of the state of the
i-th neurons in the NOR; Esamp [qi|Ib, M ] is the expected
value of the state of the i-th QFP obtained by sampling any
number of times from the Boltzmann machine hardware, given
the parameters Ib and M ; and ϵ is the learning rate for
determining the magnitude of the update. Obtaining a large
number of samples requires a lot of time. Therefore, in the
optimization algorithm, the number of samplings was small
and the learning rate was large for the coarse optimization
in the initial stage; in contract, the number of samplings was
large and the learning rate was small for the fine optimization
in the final stage.

Algorithm 1 Ib Optimization Based on MLE
Input: Expected value of NOR ENOR

Output: Optimal bias current Ib
Initialization :

1: stage = 0
2: s = [100, 500, 1000]
3: ϵ = [0.02, 0.01, 0.005]

LOOP Process
4: while do
5: sampling s[stage] times to get the Esamp

6: Inew
b ← Iold

b +ϵ[stage](ENOR - Esamp)
7: if ||ENOR - Esamp|| < 0.2/(2stage) then
8: stage += 1
9: if stage > 3 then

10: break
11: end if
12: end if
13: end while
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Fig. 6. (a) Photomicrograph of the Boltzmann machine hardware fabricated
using HSTP. (b) Sequence of excitation currents for the Boltzmann machine,
buffer chains, and dc-SQUIDs. (c) Example of the output waveforms, where
the state q = ”110” is read.

B. Measurement System

Fig. 6(a) shows a photomicrograph of the Boltzmann ma-
chine hardware fabricated using HSTP. A test chip is placed
inside a dipping probe and is immersed in liquid He (at 4.2
K). Fig. 6(b) shows the sequence of excitation currents for
the Boltzmann machine, buffer chains, and dc-SQUIDs. The
rise time of the excitation current Ix was set to tr = 2.5
µs. The state of the Boltzmann machine hardware determined
by Ix was propagated by buffer chains at clock ”1” that
were powered and clocked by a pair of sinusoidal excitation
currents of 100 kHz, AC1 and AC2 [27], and then read by
dc-SQUIDs at clock ”5”. Fig. 6(c) shows an example of the
output waveforms, where the state q = ”110” is read.

C. Experimental Results

Fig. 7 depicts the probability distributions obtained by
sampling 1000 times at specific bias values, respectively. Fig.
7(a) shows the probability distribution at Ib = (0 µA, 0
µA, 0 µA) before the optimization, and Fig. 7(b) shows the
probability distribution at Ib = (−81 µA, −83 µA, −88 µA)
after the optimization shown in Algorithm 1. The probability
distribution after the optimization satisfies the NOR operation
that the 　 four states q = ”001”, ”010”, ”100”, ”110” are
obtained with equally high probability. Therefore, it can be
said that the bias currents Ib were correctly optimized by
Algorithm 1. Fig. 7(c) and (d) depicts the results when Ib3
was varied positively and negatively by 20 µA as the inverse
operation [19], [24] respectively. Based on these results, it can
be said that the inverse operations of NOR were realized. Fig.
8 shows the error rate obtained by sampling 1000 times when
the rise time tr was varied at Ib = (−81 µA, −83 µA, −88
µA), for the case where logic states other than NOR are read
as an error. From this result, it can be said that the rise time
should be more than 1 µs for the designed Boltzmann machine
hardware.

IV. CONCLUSION

We designed a Boltzmann machine hardware as a novel
stochastic information processing method using superconduct-

Fig. 7. Probability distributions obtained by sampling 1000 times. (a) Ib =
(0.0 µA, 0.0 µA, 0.0 µA) (b) Ib = (−81 µA, −83 µA, −88 µA) (c) Ib =
(−81 µA, −83 µA, −68 µA) (d) Ib = (−81 µA, −83 µA, −108 µA).

Fig. 8. Error rate obtained by sampling 1000 times when the rise time tr is
varied at Ib = (−81 µA, −83 µA, −88 µA).

ing circuits. In addition, we proposed a method for optimizing
the bias currents by applying MLE and confirmed that the bias
currents were correctly optimized in the designed Boltzmann
machine hardware that embedded NOR operation. Further-
more, the inverse operation was realized in the designed NOR
by varying the current corresponding to the output from the
optimum bias value to positive or negative.

These results suggest that the basic elements constituting
the stochastic ANNs can be efficiently designed by applying
these design and optimization methods. In the future, it will
be necessary to optimize the design of device parameters in
order to improve the operation speed.
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