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Abstract

In recent years, with the development of technologies such as the Internet of
Things (IoT) and cyber-physical systems (CPS), research that applies them to
various fields has attracted attention.  In particular, with the aging society and
the shortage of medical staff, the demand for research on medical ICT that ap-
plies information and communication technology to medical care is increasing.

Among them, the anesthesia control technology during surgery is that can
reduce the burden on anesthesiologists, which is lacking in the medical field,
and is expected to contribute to the efficiency and reliability of medical care. In
order to control proper anesthesia, it is necessary to meet various restrictions and
requirements based on medical knowledge and laws. The medical guidelines
provide guidelines for dosages that take patient safety into consideration, which
is one of the restrictions in anesthesia control. In addition, while satisfying these
restrictions, the BIS (Bispectral index) value used to evaluate the sedative effect of
anesthesia during surgery and the vital vitality for evaluating the analgesic(pain
reduction) effect such as pulse wave and heart rate (HR) should be within an
appropriate range. It is also required that the time from the start of surgery until
various vitals fall within the appropriate range (anesthesia induction time) and
the time until the BIS value after the end of surgery returns to the value at which
the patient awakens are as short as possible.

On the other hand, the population of diabetic patients is increasing worldwide,
and maintaining good health is becoming a social issue. In particular, insulin
therapy for diabetics is based on blood sugar levels in daily life, including sleep.
The dose must be calculated administered by the patient, which imposes a
heavy psychological burden for them. In addition, the number of patients with
congenital type 1 diabetes called childhood diabetes is increasing. However, if
the patientis a child, there is also an increased risk of accidents such as forgetting
to take improper doses or administering them.

For both problems of anesthesia and blood glucose control using insulin for
diabetic patients, methods for controlling the desired value have been studied.

—vii -



Abstract viii

In those studies vital changes due to medication are predicted using a model.
However, there is a problem that existing numerical models do not completely
take into account individual differences of patients and time-varying effects of
drugs that change from moment to moment.

Based on these problems, this thesis proposes a predictive control system for
patient vitals based on this study using a recurrent neural network (RNN). In
the proposed system, RNNs are used to model patient efficacy as a non-linear
time-varying system.

In the proposed system, in this study, in improving the identification (learning)
accuracy of the prediction model by RNN, two main problems were raised and
proposals were made for each.

One is the stochastic gradient descent method (SGD), which is generally used
for learning RNNs. In SGD, there is a problem that the estimation accuracy
of the model changes depending on the value learning rate. In this study,
we analysed theoretically the relationship between the learning rate and the
learning stability, and proposed a method of adaptively updating the learning
rate under the condition that the stability of the RNN can be guaranteed.

Secondly, if the vital data used for model training contains artifacts due to
measurement errors or contamination with other vitals such as ECG, there is a
problem that the identification accuracy may decrease due to the artifacts. In this
study, a method to detect artifacts from the context of vital data is proposed. In
particular, this thesis proposes a method specialized in detecting instantaneous
artifacts such as R waves of ECG, and erroneous due to the detection threshold.
Also, it is considered that the detected / undetected trade-off and its effect on

vital estimation using RNN.
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Chapter 1

Introduction

In recent years, services that can make people life convenient, such as cyber-
physical systems (CPS), have been attracting attention. Along with this, the
application of machine learning (ML) and data science to the medical field is
being studied to support the medical field, which is in a difficult situation due
to the aging population and the shortage of medical staffs [4, 5, 6].
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Chapter 1. Introduction 2

The shortage of medical staff,(e.g., anesthesiologists) presents major problem
[7, 8]. The shortage of anesthesiologists may lead to poor management of
the patient’s anesthesia and an increased risk of postoperative sequelae. To
ameliorate this problem and to ensure the safety of surgical operations, dosage
control systems for total intravenous anesthesia (TTVA) have been proposed
[9, 10].

While, as another problem, The population of diabetics is also increasing
around the world [11], and maintaining their health has become a social prob-
lem. In particular, insulin therapy for diabetic patients imposes a heavy mental
burden on the patients because the patients themselves adjust the dose based
on the blood glucose level even during sleep in daily life. In addition, the
number of patients with congenital type 1 diabetes called childhood diabetes is
increasing, but in the case of children, the risk of accidents such as forgetting
to administer or administering an inappropriate amount is thought to increase.
Based on these issues, glycemic control systems using glycemic sensors and
insulin pumps have been studied for the treatment of diabetic patients [11] [12].

To improve performances of those dosage control system, control method
using model predictive control (MPC) were proposed [13, 14, 15, 16, 17, 18].
The MPC method is effective to control complex conditions such as maintaining
patient health, assuming the model is accurate. As the model of the drug effect
in human body, the parametric model was built with the assumption that drug
absorption in the human body is limited to four fluid compartments. Moreover,
scientific researchers have proposed the estimation scheme of time variation of
vital value using a parametric model [19, 20] and extended Kalman filter (EKF)
[21, 22].

However, although the relationship between drug concentration in the human
body and drug effect assumed to be estimated by nonlinear equation [20], the
full picture of the action mechanism of drugs is much more complicated. There
are more hidden factors like degradation of the liver function through alcoholic
liver disease [23] or stimulation to the patients by the treatment during surgery
[17, 18].

Considering those problems, this paper proposes an estimation system of time
transition of vital value using recurrent neural network (RNN). Since the vital
changes due to drug administration can be assumed to be a nonlinear time-
varying system, in this study, the model constructed by RNN was applied in

order to predict the dosing response.
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Figure 1.2 shows the conceptual diagram of our proposed system.

Sejmjs)i] [ﬂjg Vital data
Prediction «( \
Accept
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Medical Infusion

doctor C on tﬂ ro IJ pump Patient

M

Figure 1.2 The conceptual diagram of the proposal

The flow of the processing is as follows:
Stepl. The vital monitors measures the current vital value of the patient.
Step2. The vital monitors sends the current vital value to the ML server.

Step3. The ML server updates the RNN model using the current vital values
with following learning algorithm.

Step4. The ML server calculates the optimum dosage by the prediction using
RNN model.

Step5. If the medical doctors accepted the optimized dosage, The ML server
sends the control command (the optimized dosage) to the infusion pump.
Otherwise, the medical doctors decides the dosage.

Step6. The dosage controller controls the infusion pump based on the received
command.

Step7. Back to the Step 1 and repeat the Step 1-6 until the infusion is finished.

In general, stochastic gradient descent (SGD) is used to learn neural networks.
However, the stability of the scheme learned by SGD dependent on the learning
rate to update the network parameters. In previous research on similar issues,
although other scientific researchers proposed an estimation scheme of time
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transition of drug effects using neural networks [24, 25, 26], the stability of those
schemes were not discussed. Hence, this paper proposes learning the prediction
model using the RNN to predict the anesthetic effect considering the network
stability.

In addition, vital data may contain artifacts due to measurement errors and
contamination by other vital signals (ECG, EMG, etc.). Learning RNNs with data
that contains artifacts and predicting significant changes causes the problem of
poor estimation performance. Based on this, in this study, it is proposed that
an artifact detection and removal method using difference value information,
assuming that the sample values of the vital data before and after are close to
each other when the artifact is not included.

The main contribution and novelty of the manuscript are as follows

1. The stability of the RNN is analyzed based on Lyapunov analysis [27, 28].
From the analysis, the condition of the stability and optimum learning
rate for each parameter in the RNN model are derived. Furthermore, the
manuscript proposes the scheme that learning rate updates adaptability
and make identification speed faster within a condition of stability.

2. To prevent the prediction performance from deteriorating due to the artifacts
of each vital, this thesis proposes an artifact detection method based on the
difference before and after the vital data. Then, the trade-off between false
positive and false negative of the artifact detection performance based on
the threshold value of the proposed detection method was theoretically

analyzed.

3. Novel performance evaluations considering various patient are conducted.
Especially, the proposed method was compared with the existing learning
methods SGD, RMSprop, and Adam. From the evaluation, the efficiency
of our proposed scheme is confirmed and discussed. Also, it is confirmed
and discussed that the case where the performance of proposal became
lower compared with existing method.

This paper is organized as follows. In Chap.2, related description and prob-
lems about ML for application of drug administration. In Chap. 3, the whole
system model of the proposed scheme is explained. In Chap. 4, modeling
and estimation scheme of drug effect using RNN is explained. In Chap. 5,

the dependable learning algorithm based on theoretical analysis of the learning



Chapter 1. Introduction 5

stability is performed and the optimum learning rate is discussed. In Chap. 6,
the pre-processing method of the vital data for the artifact detection and can-
cellation is explained. in Chap. 7, conclusions our work and discussion of the
future research are described.Figure 1.3 shows the relation of these chapters in

the paper.
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Figure 1.3 Flowchart of the thesis




Chapter 2

Related Description

2.1 Existingstudy to predict drug effect using Neural
Networks

2.1.1 Opverview of the related study

In the section, the related description about vital estimation using Neural
Networks. Several studies have proposed methods for predicting vital changes
due to medication. In the paper[24, 25], prediction scheme of blood glucose
level using Neural Networks is proposed. Moreover, in the paper[26] prediction
scheme the behavior of vital that indicates hypnotic and analgesic effect using
Neural Network.

However, there is a problem that these studies do not theoretically decide
the hyper-parameters of neural networks. In particular, for existing learning
methods (e.g. SGD ,RMSprop, Adam), The learning speed accuracy changes
depending on the parameter design.In addition, it is considered that the op-
timum values of the parameters that determine the learning speed to differ
depending on the handled data and the patient to be estimated. Therefore, con-
sidering thatitis for medical use, it can be said that it is necessary to theoretically
support the parameters used for learning in order to guarantee the accuracy of
prediction.

In addition, vital data sometimes contains electrical signals derived from other
vitals called artifacts. It can be said that the prediction accuracy will decrease
if learning is performed using data that includes artifacts. However, there is
a problem that the method for detecting artifacts has not been examined in
existing studies[24, 25, 26].
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2.1.2 Existing learning algorithm of neural networks

Here, existing learning method to update weights in neural networks.

Stochastic Gradient Decent(SGD)[29, 30]

Stochastic Gradient Descent (SGD)[29, 30] is one of the gradient methods used
for learning neural networks. This method is different from the gradient descent
method in that training is performed using only one sample of the training data.
Therefore, it can be used for online learning of neural network models.The
neural network weight update formula by SGD is as follows:

OEt]

wlt + 1] = w[t] — M@w—[t]’

(2-1)

where, w|t] is the weighting coefficient in the neural network, E[t] is the evalua-
tion function of learning, and 1 is the learning rate that determines the learning
speed. As shown in the e.q (2-1), if the learning rate is too small, the weight of
neural networks will not converge to the optimum solution. Another problem is
that if the learning rate is too large, learning becomes unstable and the optimum
solution cannot be reached. Therefore, it is important to properly determine this

learning rate in order to guarantee the learning performance of neural networks.

RMSprop[31]

RMSprop[31] is one of the improved methods of SGD mentioned above.
Specifically, in RMSprop, the learning rate can be adaptively changed in consid-
eration of the gradient in the past time, thereby preventing the learning from
becoming unstable due to a sudden change in the gradient. The neural network
weight update formula by RMSprop is as follows:

ol 1] = o]+ (1= 5) G
OE[]

B 1
VUt 1] + e Qwlt]’

where, v[t] is moving average of the the square of the gradient of each weights,

wlt +1] = wl] (2-2)

{3 is the parameter that determines the rate of previous moving average, and
( is the parameter that determines impact of the current gradient on learning,
and e is the parameter to prevent division by zero. As shown in the e.q (2-2),
since the learning rate adaptively changes according to the moving average of
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the gradient magnitude so far, divergence due to abrupt gradient changes is less
likely to occur compared to SGD. However, RMSprop also has the problem that

the learning result depends on the parameter setting.

Adam[32]

Adam[32] is a learning method that is a further improvement of the above-
mentioned RMSprop. Specifically, by using not only the absolute value of the
gradient but also the moving average of the gradient itself, it is possible to
prevent learning from becoming unstable at the point where the positive and
negative of the gradient changes. The neural network weight update formula
by Adam is as follows:

o[t + 1] = Broft] + (1 - 51)(m)
s[t + 1] = B[t] + (1 65)((;5%)2
polt + 1]

(2-3)

where, v[t] is moving average of the gradient of each weights,v[t] is moving
average of the squared gradient in each weights, 8; and 3, are the parameters
that determines the rate of previous moving average, and p is the parameter
that determines moving average of the gradient of each weights v[t], and e
is the parameter to prevent division by zero. Adam is an improved version of
RMSprop, but the problem remains that performance depends on parameter set-
tings.Although Recommended parameters are also described in the paper[32],
depending on the problem, another better parameter need to be searched.

2.2 Problem in Total intravenous anesthesia case

2.2.1 Overview of demands in total intravenous anesthesia

The shortage of anesthesiologists may lead to poor management of the pa-
tient’s anesthesia and an increased risk of postoperative sequelae. To ameliorate
this problem and to ensure the safety of surgical operations, dosage control
systems for total intravenous anesthesia (TIVA) have been proposed [9, 10].
Generally, the administration of anesthesia during surgery for sedation, analge-

sia, and muscle relaxation of patients has to guarantee patient’s satisfy after the



Chapter 2. Related Description 10

operation [33]. For example, the constrained dosage propofol [34] for sedation
and the physiological information indicating anesthetic depth has to be taken
into consideration. Thus the bispectral index (BIS) [1] is often used as an index
of anesthetic depth. Table 2.1 shows the relationship between the BIS value
and the patients’” condition. Hence. it shows that the desired BIS value during

surgery ranges from 40 to 60.

Table 2.1 Bispectral Index [1]
Condition of the patients || Value of BIS

Awaken From 90 to 100
Light Hypnosis From 60 to 90
Desired range From 40 to 60
Deep Hypnosis From 0 to 40

2.2.2 Problem in prediction anesthetic effect using recurrent
neural network

Here, the problems in predicting the effect of anesthetics using a recurrent
neural network are described. One problem is that it is necessary to study
the interaction of multiple drugs when predicting the anesthetic effect during
surgery. Specifically, since sedatives and analgesics mutually affect vital signs
such as BIS value, a learning model that takes this into consideration is required.
Another problem is that various vitals are assumed to measure during surgery.
Hence, the artifacts from each vital have to be considered during learning of
RNN model. In particular, it has been reported that EMG and ECG-derived
artifacts are mixed in the BIS value[35, 36]. Therefore, it is necessary to perform
pre-processing to remove the artifacts before using the BIS value as training
data.



Chapter 3

System Model

In this section, the process of our proposed system in details is described.

3.1 Overview of the proposed system

3.1.1 Novelty of the proposed system

First, the novelty of this study is described in this section. The novelty of
this study is that in addition to the conventional prediction of drug effects by
neural networks, this thesis proposes a learning method to make the estimation
performance highly reliable. In order to perform model predictive control of
drug dose, it is necessary to guarantee the estimated performance by the model.
Based on this, the following two proposals were made in this study.

1. The stability of the RNN is analyzed based on Lyapunov analysis [27, 28].
From the analysis, the condition of the stability and optimum learning
rate for each parameter in the RNN model are derived. Furthermore, the
manuscript proposes the scheme that learning rate updates adaptability
and make identification speed faster within a condition of stability.

2. To prevent the prediction performance from deteriorating due to the artifacts
of each vital, this thesis proposes an artifact detection method based on the
difference before and after the vital data. Then, the trade-off between false
positive and false negative of the artifact detection performance based on
the threshold value of the proposed detection method was theoretically
analyzed.

-11 -
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3.1.2 Applicable class of the proposed system

The classes (problems) assumed to be applied in this study are described in this
section. First, the problem envisioned in this study is the system identification
problem of significant changes to human medication using RNN. Specifically,
it is assumed that change of the vital (output) by administration (input) is
predicted using RNN. In this system, RNN is used to model the medication
effects of patients. Also, it is assumed that learning of RNN is performed by

vitals sensed from the patient.

3.2 Structure of the proposed system

Figure 3.1 shows the diagram of our proposed system.

Commands
from medical
doctor

Model Predictive
Controller

Patient
(Unknown System)

Vital
Monitor

u[t]: Dosages of the multi drugs

y[t]: Patient’s vitals
Figure 3.1 The block diagram of the proposed system

The aim of the system is to predict an drug effects and optimize drug dosages
based on the prediction. In this paper, the estimation aspect of the system is
focused, in which drug dosages u|t] are optimized in each time ¢. The prediction
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is based on estimator using RNN model. Specifically, the medication response to
the human body is regarded as an unknown system, and the system is identified
by RNN. Moreover, the network parameters were updated using training data,
y[t](vital values sensed from the patient).

In next chapter, the overview dependable learning scheme of drug dosage

model using RNN and the estimation scheme of the vital behavior are explained.



Chapter 4

Dependable learning scheme of
model for predicting drug dosage
effect using RNN

4.1 Prediction model using recurrent neural networks

In this subsection, our proposed RNN model for predicting the vital behavior
is described. Figure 4.1 shows the structure of the RNN.

~14 -
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Figure 41 RNN model

In our proposed system drug dosages in each time u[t] served as input to
the RNN. In the hidden layer, it is assumed that the time variance of the drug
absorption in the human body is expressed as the feature of nodes. When
applying a neural network to a regression problem, the sigmoid function is
generally used for the hidden layer, so the following sigmoid function o(z) was

also applied in this study:
1

o(x) = et (4-1)
Here, the hidden layer output h[t] at time ¢ is expressed as follows:
h[t] = o(Winh[t — 1] + Wiult]), (4-2)

where, Wy, is a matrix that summarizes the weights of edges that connect the
input layer to the hidden layer, and W}, is a matrix that summarizes the weights
of edges that connect the hidden layer of time ¢ — 1 to the hidden layer of time
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t. In addition, since output linearity is commonly used in regression problems,
linear output neurons were applied in this study as well. The estimated vital
y[t], which is the output of the RNN model, is expressed as follows:

[t] = Wiohlt], (4-3)

where, W}, is a matrix that summarizes the weights of the edge that connect

the hidden layer to the output layer.
These weight parameters were updated in our RNN model by the learning

algorithm.

4.2 Process flow of the proposed system

Figure 4.2 shows the flowchart of our proposed system.
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Pre-training of RNN using

Previous data

Predict ¥ [t]by the RNN
Get y[t] by the sensing

Pre-processing for artifact
detection of vital data y[t]

|

Learning RNN model by proposed
stable SGD

Dose

No
<t >
Yes

Figure 4.2 Flowchart of the proposed scheme
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The t.,q denotes the end time of the dosing period. In this flowchart, each
vital values y[t] is sensed from patients and used to update RNN model in each
time step.

In each step time, weights in the RNN model are updated using learning
algorithm.

In general, weights in the RNN are updated by stochastic gradient descent
(SGD) [29, 30] algorithm. In the SGD algorithm, the weights of the Neural
Network are updated to minimize the value of evaluation function. The eval-
uation function E[t] in each time step is defined as square error between the
training data y[t] and the output of the RNN model y[t] in order to minimize
the prediction error of BIS value. Hence, the function E[t] is defined as follows:

Bl = 5llyl1] ~ 9111 (44)

Using the evaluate function in (4—4)Here, let W be the set of weights in the
RNN. The weighting factor w;(i = 1,2,--- , N(W)) is updated as follows:

OE]t]
wilt+ 1] = wilf] = (4-5)
where, 11; denotes learning rate for each weight, and gffﬁt}} is partial derivative

of E[t] with respect to w;[t]. Based on (4-5), weights w;[t] are updated sequen-
tially to minimize evaluate function E[t] while the learning of the RNN model
proceeds. However, learning performance depends on the value of the learning
rate ;. When the learning rate y; is too small, the speed to improve the estima-
tion accuracy by the RNN becomes slow. When the learning rate 4, is too large,
convergence stability and estimation accuracy using the RNN model cannot be
guaranteed. Therefore, it is analyzed that the stability of learning theoretically
and proposed stable learning scheme using an optimum learning rate 1, based
on the analysis. In the Chap. 5, the stability analysis and proposed learning
algorithm is described in detail.

Another problem is that the data obtained at each step time may contain
measurement errors and other vital artifacts. If the data with the artifact is used
to train the RNN model, there is a risk that the prediction accuracy of the model
will decrease. Therefore, to improve the reliability of the prediction results by
the model, pre-processing method to detect artifact before learning the RNN.
The details of this method are described in Chap. 6 below.
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Dependable Learning Algorithm
based on Lyapunov Stability Theory

5.1 Overview of the proposed algorithm

This chapter describes an online learning method that improves SGD[29, 30].
First, normal SGD always uses a constant learning rate, but as mentioned in
Chapter 3, the RNN output becomes unstable depending on the value. There-
fore, in the proposed method, the optimum learning rate for each weighting
coefficient is first obtained based on the Lyapunov analysis[27, 28], which is an
analysis method for nonlinear systems, and a stable learning method using it is
proposed. The theoretical analysis of the optimal learning rate will be described
in the next chapter.

5.2 Theoretical analysis and optimum learning rate

In this section, the stability of the learning algorithm is analysed based on
Lyapunov analysis [27, 28]. The Lyapunov analysis is used to analyze the
stability of systems based on the Lyapunov function L(¢). From the Lyapunov’s
stability theorem, if the nonlinear function L(t) is positive-definite and the time
derivative of the function L(t) takes negative value, the system became stable.
In the discrete-time system, the differential of Lyapunov function AL[t] = L[t +
1] — L[t] is used to analyze the stability. Here, the condition that the square error
between the RNN output and the true value asymptotically converges to 0 is
analysed. Moreover, since the squared error is a positive-definite function that
is 0 at the origin and takes a positive value otherwise, it can be analyzed as a

Lyapunov function. Thus, the evaluation function E[t] is applied as Lyapunov

~-19-—
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function for the stability analysis in our RNN model. The error between training

data y[t] and the output of the RNN model g[t| are expressed as:
elt] = ylt] — g[t], (5-1)
the Lyapunov function L[t] can be expressed as
1
L[] = 5 lleld]IP. (5-2)

From (5-1) and (5-2), time differential of Lyapunov function AL[t] = L[t+1]—L][t]
can be expressed as

AL[t] = L[t + 1] — L[]
= 2 (llelt + 1P~ lleldIP)
_ %<||em + Aelt]|[* — |le[t]][*)
— Ael]"(elt] + %Ae[ﬂ) (>-3)

where, Ae[t] = e[t + 1] — e[t] denotes the differential of error in each time step.

Using partial derivative 551-[7[51]5} and (4-5), Ae]t] can be also expressed as

N

e = 3528wt + 1 - i),
= G~ g )
Y. Oelt] . OELY]
T ;(awi 1] G, 1] ) S

where, N denotes the number of weights in RNN. Here, the relationship between
| 2Bl delt]
8w2- [t} awl [t]

and can be expressed as

OE[t] + Oelt]
From (5-4) and (5-5), supposing e[t] # 0, the differential Ae[t| can be re-written

partial differentia

= ell] (5-5)

as

_ = i OL[t] \,
Aell) = 2 et Gu )

M e ‘ OE[t] 5
= Tem e 2 ll g

= i _eltlg (5-6)
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OE| OE|t] OE|
dwﬂ ||2 Han[Ft]H2 ||dth[]t || ] = [“17/@’ T nuN]T respec-

tively. From (5-6) and (5-3), the differential of the Lyapunov function AL[t] =
L[t + 1] — L[t] can be re-written as

where, ¢ = |||

1 2 1o
= “TerE? “ellleldll - 5q 4w
4E1Hq p(q" p— 4E]t]). (5-7)

Therefore, from (5-7), the condition to guarantee stability of the RNN can be

expressed as
0<q'p<4E[t]. (5-8)

While, when the value o g”  take the upper bound of (5-7) the following

formula is established:

q' = 4Et]. (5-9)

Then, solving the formula (5-9), the optimum learning rate pu* can be expressed
as follows:

4ETt]
llqll?

*

M:

q. (5-10)

In this paper, learning rate p is updated adaptively based on (5-10).

5.3 Performance evaluation

5.3.1 Simulation conditions

In this section, some evaluations to confirm the prediction accuracy of our
proposal are performed. Here, assuming the administration of anesthesia to the
patient during surgery, the estimation performance of vitals corresponding to
each of the administration of a sedative and an analgesic is evaluated. First,
the effectiveness of sedatives is assumed to be assessed using the Bispectral
Index (BIS). On the other hand, the effectiveness of analgesics is assumed to be
assessed using the pain index(PI) used in the paper[3].

Thus, the BIS and PI behaviors of 12 patients are simulated to evaluate the
efficiency of our proposal. To simulate the true BIS value for each patient,
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the Schnider and Minto model [19] and response surface model[3] are ap-

plied(Details of those models are disrobed in detail in the Appendix.). Also,

the parameter sets used in [2] is applied; they are shown in Table 5.1.

Table 5.1 Parameter of the Patient model [2]

PatientID Age Height[cm] Weight[kg] Gender
1 74 164 88 Male
2 67 161 69 Male
3 75 176 101 Male
4 69 173 97 Male
5 45 171 64 Male
6 57 182 80 Male
7 74 155 55 Female
8 71 172 78 Male
9 65 176 77 Male

10 72 192 73 Male
11 69 168 84 Female
12 60 190 92 Male

The Dosages in each time step were controlled by the a PID control [37] with an

target BIS value of 50 and that of P valueis 4.5

thatis applied in[3]. The gain of

the PID controller was decided based on Ziegler- Nichols’ method [37] that is one
of the typical methods to decide the gain. Furthermore, to evaluate the efficiency

of our proposed scheme, it is compared that the prediction performance of our

proposed scheme with that of the conventional scheme. In the study, proposed
scheme is compared with SGD[29, 30], RMSprop[31],and Adam[32] that is the
generally used learning algorithm to train neural networks. Table 5.2 shows the

simulation parameters.
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Table 5.2 simulation parameters
simulation time[min.] 10
Sampling Period T[sec.] 2.0
Gain of the PID controller
Proportional Gain: K, 0.055
Integral Gain: K; 0.001
Derivative Gain: K; 2.68
Target BIS value in the control 50.0
Target PI value in the control 4.5
Parameter for SGDJ[29, 30]
(Conventional)
Learning rate p 0.004, 0.04, 0.40
Parameter for RMSprop[31]
(Conventional)
1 0.004, 0.04, 0.40
6] 0.9
€ 108
Parameter for Adam[32]
(Conventional)
] 0.004, 0.04, 0.40
B 0.9
Ba 0.999
€ 10-8
Number of units in hidden layer N
(the size of weight vectors) 10
Activation function in hidden layer Sigmoid
Activation function in output layer Linear
Number of hidden layers 1

Note that the simulation time indicates the maximum elapsed time since
drugs are first administered to the patient in the simulation. Moreover, it is
assumed that the sampling period of the BIS and PI value from each monitors
to be 2.0 second, which is the same as the BIS monitor used in [1]. The number
of units in the hidden layer was decided experimentally. It is evaluated that
the estimated vital value and the absolute error between estimated BIS value
and the true vital value in each patients. Also, the mean absolute error (MAE)
during surgery which denotes the average of absolute error over a period of
time is also evaluated. The MAE is defined as follows:

MAE, = 2= 3" i)~ il (5-11)
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where T denotes the number of samples. y;[t] and y;[t] denote the true and
estimated vital values. When the index i is 1, y;[t] and y;[t] corresponds to the
BIS value.  Similarly, when the index i is 2, y;[t] and y;[¢] corresponds to the PI

value.

5.3.2 Numerical results

Comparison between SGD and proposed scheme

Here, the simulation results is described. The MAE of this period is shown in
Figure 5.1 and 5.2.

12 l T T I
sy =0.004
BN u=0.04

10 N u=04 |
B Proposal

oo

Mean Absolute Error(BIS)
(@)

1 2 3 4 5 6 7 8 9 10 11 12
Patient ID

Figure 5.1 Mean Absolute Error in each patient(BIS,Compared with SGD)
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L.5

1.0
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0.5
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1 2 3 4 5 6 7 8 9 10 11 12
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Figure 5.2 Mean Absolute Error in each patient(PI, Compared with SGD)

The MAE values in the proposal are lower than all comparison in all patients.
In particular, MAE value in the case learning rate is fixed to 0.004 takes higher
compared with other case. Next, the performance evaluation for each patient
will be described.  Figure 5.3 and 5.4 shows the transition of the BIS value of

the Patient 1.
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Figure 5.3 Transition of the BIS value in the Patient 1(Compared with SGD)



Chapter 5. Dependable Learning Algorithm based on Lyapunov Stability

Theory 27
Patient:1
20 4 L1 U =0.004
M1 =0.04
M=04
E 15 Proposal
N —==' True Value
5
o
§=
g 10 7
jav]
[
5 -

Time[min. ]

Figure 5.4 Transition of the PI value in the Patient 1(Compared with SGD)

From Fig. 5.3 and 5.4, the estimated BIS and PI value from the proposed
scheme(i.e., blue line) seems to be close value to true value in the simulation
(i.e., the dotted line) compared to the value in the case learning rate is fixed to
0.004 and 0.04.The estimated BIS and PI values in the case learning rate is fixed
to 0.004 and seem to be converged slower compared to the other cases. While,
the estimated BIS and PI values in the case learning rate is fixed to 0.4 seem to
be converged as fast as proposal. However, it can also be confirmed that the
estimated values oscillates in the result when the learning rate is fixed at 0.4
around 1 minute. Especially, estimated BIS value in the case learning rate is fix
to 0.4 oscillates from 80 to 110 of BIS. It is unstable output and can be said that
it cannot be used as a prediction model.

Figure 5.5 and 5.6 shows the squared error between the estimated BIS and PI
values by the RNN model and the true value.
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Figure 5.5 Transition of squared error in the Patient 1(BIS,Compared with
SGD)
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Figure 5.6 Transition of squared error in the Patient 1(PI,Compared with SGD)

From figure 5.5 and 5.6, it is confirmed that the absolute error in the proposal
(i.e., the blue line) takes lower than 5.0 and 1.0. Those worst value are lowest
value compared with the worst values of all conventional. The absolute error in
the case learning rate is fixed to 0.004 sometimes takes higher than 15(BIS) and
5(PI). Also, the absolute error in the case learning rate is fixed to 0.4 takes higher
than 15(BIS) and 2(PI) around 1 minute.

From those results, it is confirmed that the efficiency of our proposed scheme
compared to the scheme with a fixed learning rate in the worst error.

Next, stability of the in each cases are evaluated. From eq. (5-8), stability
index can be defined by following equation:

S(p) = ?E (5-12)

This equation (5-12) shows that the stability of the output cannot be guaran-

teed when the stability index is 1 or more, but conversely, the stability can be
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guaranteed when the stability index is 1 or less. Figure 5.7 shows the transition
of the stability index S(u) in the Patient 11.

, Patient:1
10”3
] U =0.004
] — U =0.04
10" — u=04

—— Proposal

Stablility index
=

—_
< |

0 2 4 6 8 10
Time[min.]

Figure 5.7 Stability index in the Patient 1

From figure 5.7, it can be confirmed that stability index of the proposed scheme
takes 1.0. It is the theoretical result.Also, it can be confirmed that the stability
in the case learning rate is fixed to 0.4 takes higher than 1.0 and especially takes
higher than 2 around the 1 minute. It can be said that this state is far from the
region where stability can be guaranteed, and it is considered that the estimated
value oscillate significantly in about 1 minute.

Next, fig. 5.8 shows the transition of the power of gradients in the proposed

scheme.
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Figure 5.8 Power of gradients in each weights (Patient 1)

From fig. 5.8, it can be confirmed that the average power of gradients takes
around 107% around 1 minutes. However, the average power of gradients be-
come higher around 3 minutes and converged after 3 minutes. From the result of
fig. 5.8, it can be considered that the solution of the RNN drops local minimum
around one minutes. Therefore, we need to propose the scheme to escape local

minimum in the future works.

Comparison between RMSprop and proposed scheme

Here, the comparison between proposed scheme and RMSprop is described.
The MAE of this period is shown in Figure 5.9 and 5.10 .



Chapter 5. Dependable Learning Algorithm based on Lyapunov Stability

Theory

o uh o
| | |

Mean Absolute Error(BIS)

e
n
|

1

2

3

4

5

6 7
Patient ID

8

. u=0.004
B 1 =0.04
s =04
I Proposal

9 10 11 12

32

Figure 5.9 Mean Absolute Error in each patient(BIS,Compared with RMSprop)
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Figure 5.10 Mean Absolute Error in each patient(PI,Compared with RMSprop)

The MAE values in the proposal are lower than comparison in the case the
parameter y is fixed to 0.4 and 0.04 in all patients. In particular, MAE value in
the case the parameter 1 is fixed to 0.4 takes higher compared with other case.
However, the MAE values in the proposal are higher than the conventional in
the case the parameter p is fixed to 0.004 in all patients. Next, the performance
evaluation for each patient will be described. Figure 5.11 and 5.12 shows the
transition of the BIS and PI value of the Patient 1.
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Figure 5.11 Transition of the BIS value in the Patient 1(Compared with RM-
Sprop)
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Figure5.12 Transition of the PI value in the Patient 1(Compared with RMSprop)

From Fig. 5.11 and 5.12, the estimated BIS and PI value from the proposed
scheme and all conventional seems to be close value to true value in the simula-
tion (i.e., the dotted line). However, it can also be confirmed that the estimated
values oscillates in the result when the parameter 1 is fixed at 0.4. In particular,
estimated BIS value in the case the parameter . is fixed to 0.4 oscillates from 75
to 200 of BIS. It is unstable output and can be said that it cannot be used as a
prediction model.

Next, fig. 5.13 and 5.14 shows enlarged view of fig. 5.11 and 5.12
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Figure 5.13 Transition of the BIS value in the Patient 1(Compared with RM-
Sprop,enlarged view)
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Figure 514 Transition of the PI value in the Patient 1(Compared with RM-
Sprop,enlarged view)

From Fig. 5.13 and 5.14, the estimated BIS and PI when the parameter 1 is
fixed at 0.04 seems oscillates around 1 minutes. Moreover, the estimated BIS
and PI when the parameter p is fixed at 0.004 seems to be similar to those of
proposal.

Figure 5.15 and 5.16 shows the squared error between the estimated BIS and
PI values by the RNN model and the true value.
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Figure 5.15 Transition of absolute error in the Patient 1(BIS,Compared with
RMSprop)
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Figure 5.16 Transition of absolute error in the Patient 1(PI,Compared with
RMSprop)

From figure 5.15 and 5.16, it is confirmed that the absolute error in the case the
parameter p is fixed to 0.4 takes higher value compared with the other results.
Especially, the absolute error takes higher than 120(BIS) and 50(PI) around 1
minute.

Next, fig. 5.17 and 5.18 shows enlarged view of fig. 5.15 and 5.16
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Figure 5.17 Transition of absolute error in the Patient 1(BIS,Compared with
RMSprop,enlarged view)
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Figure 5.18 Transition of absolute error in the Patient 1(PI,Compared with
RMSprop,enlarged view)

From Fig. 5.17 and 5.18, maximum absolute error in each vital when the
parameter p is fixed at 0.04 takes higher than those of proposal.

Moreover, the estimated BIS and PI when the parameter . is fixed at 0.004
seems to be similar to those of proposal. It is considered that the reason for
such a result is that the vital signs started to change suddenly from around 2
minutes, so that the speed of change cannot be followed when online learning
is performed at a lower learning rate.

From those results, it is confirmed that the efficiency of our proposed scheme
compared to the scheme with a various parameter . It was also confirmed that
the performance of the proposed method may be almost the same as that of
RMSprop depending on the parameter selection.
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Comparison between Adam and proposed scheme

Here, the comparison between proposed scheme and Adam is described. The
MAE of this period is shown in Figure 5.19 and 5.20 .
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Figure 5.19 Mean Absolute Error in each patient(BIS,Compared with Adam)
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Figure 5.20 Mean Absolute Error in each patient(PI,Compared with Adam)

The MAE values in the proposal take lower than the case the parameter y is
fixed to 0.004 and 0.4 in all patients. In particular, MAE value in the case the
parameter 1 is fixed to 0.004 takes higher compared with other case. However,
The MAE in the case the parameter p is fixed to 0.04 take lower value compared
with proposed scheme.

Next, the performance evaluation for each patient will be described. Figure
5.21 and 5.22 shows the transition of the BIS and PI value of the Patient 1.
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Figure 5.21 Transition of the BIS value in the Patient 1(Compared with Adam)
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Figure 5.22 Transition of the PI value in the Patient 1(Compared with Adam)

From Fig. 5.21 and 5.22,It can be seen that the estimated BIS and PI value
from the proposed scheme and all conventional converge to true value in the
simulation (i.e., the dotted line). However, it can also be confirmed that the
estimated values oscillates in the result when the parameter y is fixed at 0.4.
In particular, estimated BIS value in the case the parameter 1 is fix to 0.4 takes
larger than 100 of BIS even though the true value takes around 90. It is unstable
output and can be said that it cannot be used as a prediction model.

Next, fig. 5.23 and 5.24 shows enlarged view of fig. 5.21 and 5.22(from 2 to 5
minutes).
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Figure 5.23 Transition of the BIS value in the Patient 1(Compared with
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Figure 524  Transition of the PI value in the Patient 1(Compared with
Adam,enlarged view)

From Fig. 5.23 and 5.24,it can be seemed that the estimated BIS and PI when
the parameter 1 is fixed at 0.004 converges slowly compared with other cases.
Moreover, the estimated BIS and PI when the parameter . is fixed at 0.04 and
0.4 seem to be closer to the true value compared with those of proposal.

Figure 5.25 and 5.26 shows the squared error between the estimated BIS and
PI values by the RNN model and the true value.
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Figure 5.26 Transition of absolute error in the Patient 1(PI,Compared with
Adam)

From figure 5.25 and 5.26, it is confirmed that the absolute error in the case
the parameter e are fixed to 0.004 and 0.4 takes higher value compared with
the other results. Especially,in the parameter 1 is fixed to 0.4, the absolute error
takes higher than 10(BIS) and 1.2(PI) around 1 minute.

Next, fig. 5.27 and 5.28 shows enlarged view of fig. 5.25 and 5.26(from 2 to 5

minutes).
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Figure 5.28 Transition of absolute error in the Patient 1(PI,Compared with
Adam,enlarged view)

From Fig. 5.27 and 5.28, absolute error in each vital when the parameter p is
fixed at 0.004 takes higher than those of proposal. However, it can also be seen
that the absolute error of the proposed method is slightly higher than that of
the conventional method when the parameter y are fixed at 0.04 and 0.4. The
reason for such a result is that the proposed method uses a learning rate limited
within the range satisfying the stability condition, so that the follow-up speed
for a steep change is suppressed.

From those results, it is confirmed that the efficiency and drawbacks of our
proposed scheme compared to the scheme with a various parameter p. In
particular, although the advantage of the proposed method is that it does not
require tuning of hyper-parameters, it was also found that Adam gives better
results depending on Adam’s parameter settings. Therefore, it is considered

necessary to further improve the proposed method in consideration of the nature
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of Adam.

5.4 Summary of the chapter

This section describes the summary of the proposed stable learning scheme.
This section proposes the stable learning scheme based on the Lyapnov’s sta-
bility of the RNN. Using proposed scheme, the RNN can be learned not to
oscillate the output compared with the some conventional case in the SGD and
RMSprop. Also, it can be confirmed that the output of the RNN can reached
faster using proposed scheme compared with the conventional. However, it was
confirmed that Adam gave better results than the proposed method depending
on parameter tuning of Adam.

As the further study, the drawback of the proposal is need to be analysed.
For example, in the proposal, calculation complexity is higher than SGD due
to the calculation of adaptive learning rate. Especially, as the total number of
weighting coefficients increases, the amount of calculation increases. Therefore,
the dimensions and computational complexity of RNNs need to be evaluated.
In addition, although the proposed method was devised by modifying SGD, it
is also an issue to improve the proposed method considering the moment of
gradient like Adam.Furthermore, although the initial value of the weight in the
RNN was determined by performing pre-learning this time, it is also necessary
to evaluate the performance of the proposed method when pre-learning is not
performed. In particular, depending on the initial value, the neural network
converges to a local optimum far from the global optimum solution. Therefore,
it is necessary to analyze based on the existence of the local optimum and
propose a method to get out of the local optimum.



Chapter 6

Pre-processing of the Training Data
for the Artifact Detection

6.1 Overview of the pre-processing and artifacts in
vital data

This chapter describes the artifact detection method for each vital data. First,
in this study, it is assumed that instantaneous artifacts such as ECG R waves as
detection targets. (Artifacts that last for a long time are not included.) Also, as
a premise, the subject in this proposal is time-series data, and it is considered
that it does not change suddenly in adjacent sample times. On the contrary, if it
changes suddenly, it is highly likely that it is an artifact.

Based on the above assumptions, this thesis proposes a method to detect
artifacts based on the difference information by taking the difference between

the previous sample time ¢ — 1 and the current sample time ¢.

6.2 Pre-processing algorithm using difference of vi-
tal data

Here, the details of the artifact detection method will be described. From the
assumptions mentioned in the previous section, it is considered that the values
before and after the vital data do not change abruptly. Therefore, if the current
data z[t] does not artifact, the difference between the values one step before
Az[t] is considered to be close to 0. On the contrary, when the current data x|t
is an artifact, Ax[t] is considered to be larger than when it is not an artifact.
Based on the above, this thesis proposes an artifact detection method using the
difference before and after each data point. Figure 6.1 shows a flowchart of

—53—
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artifact detection.
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¥

, . Cacl. Differential
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Regard y[t] as unexpected
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No ! Yes H
Yes No

Regard y[t] as
persistent artifact

Regard y[i] as normal data

Figure 6.1 Flowchart of the artifact detection algorithm

As shown in Figure 6.1, first calculate the difference Ax[t] between the current
time data and the data up to one step before. If Az[t] is equal to or greater than
the threshold value d;, y[t] is regarded as an artifact, and if not, it is regarded as a
normal value. If even one artifact is detected in the vital data at each time used
for learning by this method, the proposed system warns the vital sensor that it
may contain artifacts and requests that the vitals be re-transmission as shown
in Fig. 4.2.

In this method, there is a false-positive / false-negative trade-off depending
on the threshold value for detecting artifact. Specifically, if the threshold value
is set low, the probability of detecting an artifact (true positive) increases, but
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the probability of treating non-artifact data as an artifact (false positive) also
increases. Conversely, if the threshold is set high, false positives will be low,
but there is a high possibility that artifacts will be missed. Therefore, in the next
section, it is analyzed that theoretically the trade-off between false positives and

true positives.

6.3 Theoretical analysis of trade-off between TP/FP

This chapter describes the trade-off between True positive and False positive
in the results of artifact detection.

First, non-artifact vital observations are modeled as white Gaussian noise is
added to the true value. The observed normal value y,[t] is as shown in the

following equation:

yalt] = ylt] +nlt]. (6-1)
Here, since the probability density function p,(z) of the amplitude of the noise

n[t] is AWGN, it becomes as follows:

.%‘2

exp(—5—). (6-2)

20,

B 1
pn(l') - \/%Un
where, 0,, denotes the standard deviation(SD) of the noise. Next, the vital data
with added artifacts will be described. This is also modeled as adding noise a|t]
to the true value. In other words, the equation is expressed as follows:

Yolt] = y[t] + alt]. (6-3)

Assuming that the mean amplitude of the artifact is @ and the probability den-
sity function of the amplitude is normally distributed with the variance of the
amplitude o,, then the probability density function of the amplitude of a[t] can
be expressed as follows:
1 (z —a)?
Pa(T) = o exp(—— -

Here, assuming that the error between the true values of the y[t] and y[t] approx-

)- (6-4)

imated to be 0, The difference when the vital values of the adjacent step times
are both normal values is expressed by the following equation:

Ay[tlun = ynlt] — yult — 1]

= (ylt] +nlt]) = (ylt = 1] +n[t — 1)
=nlt] —n[t — 1]. (6-5)
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Since n[t] and n[t — 1] are independent and the probability density function
is expressed by eq. (6-2), based on the reproductive property of the normal
distribution, the probability density function of Ay|t],, is represented by a normal
distribution with mean 0 and variance 20?2:

ane) = = expl— ). (6-6

While, if an artifact is observed in the step time ¢ — ¢ and current step time ¢
is not, the difference between the observed values Ay|t],, a is expressed by the

following equation:

Ay[tlan = ynlt] = ynlt — 1]
= (ylt] +nlt]) — (ylt = 1] +alt —1])
=nlt] — alt —1]. (6-7)

Here, n[t] and a[t — 1] are independent of each other, and a[t — 1] is expressed
by the probability density function of eq. (6—4) and n[t] is expressed by the
probability density function of eq. (6-2). Therefore, from the reproductive
property of the normal distribution, the probability density function of Ay|t],,
(Pdan()) is represented by the normal distribution with mean —aand variance
o2+ 02

1 (x4 a)?

pdan(x) = exp[—

2\/7(02 + 02) 302 1 o7 (6-8)

In other words, the probability density function when the value of the current
step is a normal value is expressed by a gaussian mixture model of equations
(6-6) and (6-8):

pda(x) = QPdnn + (1 - O‘)pdan
z? l1—a (x +a)?
ex + expl——2 Ty
2\/_% p(= n) 2\/m(02 + 02) vl 2(Uﬁ+03)]

where, a denotes the abundance ratio of normal values in the data. Also,

(6-9)

the cumulative distribution function of the normal distribution with mean =

variance o can be expressed as follows:

L), (6-10)



Chapter 6. Pre-processing of the Training Data for the Artifact Detection = 57

where, er fc(x) is called the complementary error function and is defined by the
following equation:

erfe(z) = % /:0 exp(—t*)dt. (6-11)

Therefore, considering that it is determined to be an artifact when the differ-
ence Ay(t] is equal to or greater than the threshold value d;, the probability that
a normal value is determined to be an artifact from the equation (false positive

probability) Prpgr(z) is as follows:

Prpr(x) = /d Oo Pan(x)dz

= ———exp(— exp|—————<
W 2VFon 0 o) 2 /mon ol 20k +02)

= alt = e el o)+ (a1 = Gerfel-— )
N . 1—a r+a
4 §erfc(_ﬁ) - erfc[—m]. (6-12)

While, if an artifact is observed in the step time ¢ and previous step time ¢t — 1
is not, the difference between the observed values Ay|t],,, a is expressed by the

following equation:

Ay[t]na = yn[t] - yn[t - 1]
ylt] +alt]) — (yl[t = 1] + nt —1])
= a[t] — n[t —1]. (6-13)

Here, a[t] and n[t — 1] are independent of each other, and at] is expressed by the
probability density function of eq. (6—4) and n|t] is expressed by the probability
density function of eq. (6-2). Therefore, from the reproductive property of
the normal distribution, the probability density function of Ay[t], (pa.(z)) is

represented by the normal distribution with mean aand variance o2 + o2:

1 (x —a)?
exp[——2 5
2\/7(02 + 02) 2(0n +03)

Pda(x) = ]. (6-14)

Therefore, from eq. (6-14), the probability that an artifact can be detected
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correctly(True Positive Rate: Prpg(x)) can be expressed as follows:

Prpp(z) = /Oopda(l")dx

dt

[e%e] 1 _ =\2
:/ exp[— (:)32 a)2 |dx
& 2+/7(02 + 02) 2(on +03)

1 T —a

=1- éerfc(—\/ﬁ).

Using the TPR/FPR theoretical formulas shown in equations (6-12) and (6-15),
the next section compares the TPR/FPR obtained from the simulation results

(6-15)

with the theoretical formulas and evaluates a trade-off relationship.

6.4 Performance evaluation

6.4.1 Simulation conditions

In this section, some evaluations to confirm the prediction accuracy of our
proposal are performed. Here, assuming the administration of anesthesia to
the patient during surgery, the estimation performance of vitals corresponding
to each of the administration of a sedative and an analgesic is evaluated using
same vital as Chap. 5.

Thus, the BIS and PI behaviors of 12 patients are simulated to evaluate the
efficiency of our proposal. Model used in simulation is the same as Chap. 5 and
parameter of the patient is shown in table 5.1.

The Dosages in each time step were controlled by the same way of Chap.
5. Furthermore, to evaluate the efficiency of the threshold used in the artifact
detection, four type of threshold are given in the simulation.

Table 6.1 shows the simulation parameters.
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Table 6.1 simulation parameters

simulation time[min.] 20
Sampling Period T}[sec.] 2.0
Gain of the PID controller
Proportional Gain: K, 0.055
Integral Gain: K; 0.001
Derivative Gain: K; 2.68
Target BIS value in the control 50.0
Target PI value in the control 4.5
Learning method Proposed in Chap. 5
Number of units in hidden layer N
(the size of weight vectors) 10
Activation function in hidden layer Sigmoid
Activation function in output layer Linear
Number of hidden layers 1
Signal to Noise Ratio(SNR) [dB] 20
Artifact adding interval [sec.] 30
Artifact parameters
Relative average amplitude 0.56
Relative standard deviation of amplitude 0.10
Relative average amplitude of noise(to normal data) 0.10
Threshold of the proposed scheme 0.14,0.28,0.42,0.56

In this simulation, the detection rate and false detection rate of artifacts and
their influence on vital estimation are evaluated. To simulate the noise in real
vital data, White Gaussian Noise are added in observed vital. The relative
average amplitude of noise shown in the table 6.1 is a relative value supposing
that the average amplitude of standardised vitals is 1. Moreover, to simulate
artifact(e.g. ECG R-wave), artifacts are added to the true value every 30 seconds.
The probably density function of the artifactis shownineq. (6—4) and parameters
are shown in table 6.1. Notice that, this decibel notation is a relative value when
the average amplitude of standardised BIS value is 1. Finally, in the simulation,
threshold of the artifact detection is changed. In the simulation, threshold are
decided to became integer multiple of the \/20,,. The value o4, = /20, denotes
the SD of the difference Aylt],,.

6.4.2 Numerical results

Here, the simulation results is described. The MAE of this period is shown in
Figure 6.2.
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Figure 6.2 Mean Absolute Error in each patient(BIS with artifact)

From figure 6.2, it can be confirmed that the higher the threshold value, the
higher the MAE value. It is considered that this is because if the threshold value
is too high, the number of undetected artifact increases.

Next, the performance evaluation for each patient will be described.  Figure
6.3 and shows the transition of the BIS value of the Patient 1.
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Figure 6.3 Transition of the BIS value in the Patient 1(with artifact)
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From Fig. 6.3, the estimated BIS value in the case that threshold is 0,4, seems

to take closer to true value compared with other case. Also, it can be confirmed

that estimated BIS in the case threshold are 30y, and 40,, sometime deviates

from the true value at the timing when the artifact occurs. This may be because
the threshold is too high to detect the artifact.

Figure 6.4 shows the squared error between the estimated BIS and PI values
by the RNN model and the true value.
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Figure 6.4 Transition of squared error in the Patient 1(BIS,with artifact)

From figure 6.4 and, it is confirmed that the absolute error in the case threshold
are 30,4, and 40y, (i.e., the blue line) takes higher value.

From these results, it can be confirmed that many undetected cases occur
depending on the threshold value of artifact detection.

Next, relationships between True/False Positive and True/False Negative is
evaluated. Figure 6.5,6.6, 6.7 and 6.8 show the distribution of differences in vital
values (standardized) and the judgment results of all patients during simulation
for each threshold.
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From fig. 6.5,6.6, 6.7 and 6.8,it can be seen that the higher the threshold, the
greater the number of undetected artifacts(False Negative). While, it can also
be seen that the lower the threshold value, the greater the number of erroneous
defections of normal values(False Positive). In this proposed system, the more
false positives, the more times the determiner warns the system. Therefore, it
can be said that the threshold value for artifact detection needs to be determined
in consideration of the trade-off between false detection and non-detection.

Finally, the theoretical value of the ROC curve and the simulation result are
compared in order to evaluate the trade-off relationship between TPR and FPR.
The theoretical value of ROC curve is calculated using eqs. (6-12) and (6-15).
Figure 6.9 shows the ROC curve and TPR and FPR evaluated in the simulation.
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Figure 6.9 ROC curve

From the figure, it can be seen that the TPR / FPR calculated from the simu-
lation results generally agrees with the theoretical values derived in previous
sections. For each simulation value, the false positive rate is almost 0 in the
result when the threshold value is 404,. However, since the detection rate is
about 0.5, it can be seen that about half of the artifacts cannot be detected.
While, when the threshold value is 1, the TPR is close to o4,. However, the false
positive rate is also around 0.15. This means that an artifact detection warning
is issued to the system once every 10 samples on average, and it can be said that
the load on the system due to the warning is higher than in the case of other
threshold values. Regarding the results when other threshold values are used,
it can be said that when the threshold value is 20,4,, the value is closest to the
cutoff point (FPR = 0, TPR = 1) of the ROC curve and is close to the equilibrium
point of the trade-off. ~ Finally, looking at the results at threshold 30y, it seems
that they are farther from the cutoff point than at threshold 204, and the TPR is



Chapter 6. Pre-processing of the Training Data for the Artifact Detection = 68

about 0.15 lower.

6.5 Summary of the chapter

This section describes the summary of the proposed stable learning scheme.
This section proposes the artifact detection method using difference of the data.
Also, theoretical analysis of trade-off between TPR/FPR in the detecting artifacts
using proposed scheme is performed. Numerical evaluation shows the effect
of artifact in the learning of RNN. Furthermore, the trade-off of TPR / FPR
due to the threshold of artifact detection and its effect on the system were also
considered.

Future issues include not only the instantaneous artifacts assumed this chap-
ter, but also countermeasures when continuous artifacts are mixed in the learn-
ing data. In particular, it seems to be sufficient to determine whether the data
that appear to be continuous artifacts are true artifacts or due to abrupt changes
in pharmacokinetics and pharmacodynamics of the patient. In addition, con-
sidering the practicality, it is also an issue to propose a method of learning the
probability distribution of the amplitude of the artifact and determining the

artifact detection threshold based on the learning result.



Chapter 7

Conclusion and future works

7.1 Conclusion

This thesis proposes a dependable learning scheme for the prediction model
of the drug effect using RNN. RNNs are effective in identifying non-linear and
non-stationary systems. However, in order to perform more reliable learning, it
is necessary to consider the characteristics of vitals used for parameter tuning
and learning. Based on the above, this thesis made two proposals in order to
make the prediction of drug effect by RNN more dependable.

First, when predicting the medication effect with RNN, the stability of the
output of RNN is important. From the point of view, this thesis proposed a
method that can learn at high speed without making the output of the neural
network unstable during learning. In particular, the stability of the RNN model
is analysed using Lyapunov analysis and the optimum learning rate for each
parameter of the RNN model is derived. The prediction performance of our
proposed scheme against a conventional learning method is evaluated by the
numerical simulation.

It is also proposed that an artifact detection method using the difference in
vital data in order to improve the robustness against artifacts derived from the
electrocardiogram mixed in vitals. It also evaluated that the trade-off between
TPR and FPR (TNR and FNR) of artifacts due to the threshold value in artifact

detection in the proposed method.

7.2 Future works

In the future research, It is necessary to study a method for predicting and

controlling the medication effect using the proposed system. For that purpose,

- 69—
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the effective control scheme of drug effect using the RNN model learned with
our proposed scheme should be considered. Furthermore, it is necessary to
consider a method for detecting not only the instantaneous artifacts assumed
this time but also continuous artifacts. In addition, the proposed scheme should
be implemented for using similar applications. For example, the application to
predictrisk of the car accident and autonomous car control should be considered.



TEk A
Numerical model of anesthetic effect

This section describes numerical model of the drug effects which is applied in
numerical evaluation.

A.0.1 Compartmental model

In this study, it is applied that the fourth-order compartmental model pro-
posed by Schnider and Minto [19] as the Pharmacokinetic (PK) and Pharma-
codynamics (PD) model for Propofol (Sedative) and Remifentanil (Analgesics).

The compartmental model is shown in Fig. A.1 and expressed as

01(t) = — (k1o + k12 + k13) - C1(t) + kar - Ca(2)
u(t)

v
Cy(t) = kyg - Cy(t) — kay - Co(2)

Cg(t) - k’lg . Cl(t) - k’gl . Cg(t)
Co(t) = —ke - Cult) + ke - C1(2). (A-1)

kg1 - Ca(t) +

where, C; represents the concentration in the compartment : and C. denotes the
concentration in the effect site compartment[mg/L], k;; (¢ # j) is the drug absorp-
tion frequency from compartment : to j, ki, is the drug metabolize frequency
from compartment 1 and k. is the drug absorption frequency from compart-
ment 1 to effect site compartment and the frequency of drug removal from effect
site compartment, The parameter @ represents the drug infusion rate [mg/s],
and V] is the volume of the compartment i respectively. In the Model [19], it
is assumed that the effect site compartment is included in the compartmentl.
Consequently, the drug concentration of the compartment 1 is not decreased by
the drug absorption to the effect site compartment.
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Figure A.1 PK-PD model

Each rate constant and volume of each compartment are modeled by age,
weight, height and gender .In the hypnotic drug case, each parameter are defined
as follows[19]:

_ch l,

k1o v 57 ko = V—1[5_1]>k13 = V_l[s_l]
Cl Cl:

I{Z21 = 722[S_1Lk31 = V—;[S_l], ke = 00076[S_1]

Vi = 4.27[L], Vo = 18.9 — 0.391 - (a — 53)[L]

Vi — 2.38[L

Cly = [1.89 + 0.456(w — 77) — 0.0681(lbm — 59)
+0.264(h — 177)] /60[L/s]
Cly = [1.29 + 0.024(1 — 53)/60[L /5]

Cls = 0.0139[L/s], (A-2)

where, Cl; is the rate at which the drug is removed from compartment i and
parameters a,h and w denotes age, height[cm] and weights[kg] of the patients
respectively. Also, the parameter [bm means lean body mass and the parameter
is defined as follows:

w2
o — 4 11w — 1285
1.07 - w — 148%%

(male)

(female) (A3
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Similarly, parameters for analgesics are defined as follows[2]:

Cl Cl ClL
k1o = 711[8_1], kip = V—f[S_ILkB = v—:[s_l]
[ |
o = S5 1y = B K, = 0,595 — 0.007(a — 40) 5]
Vo V3

Vi = 5.1 —0.0201(a — 40) + 0.072(lbm — 55)[L],

Vy = 9.82 — 0.0811(a — 40) + 0.108(Ibm — 55)[L]

Vs = 5.42[L]

Cly = [2.6 — 0.0162(a — 40) + 0.0191(Ibm — 55)] /60[L/s]

Cly = [2.05 + 0.0301(a — 40)/60[L/s]

Cls = [0.076 — 0.00113(a — 40)]/60[L/s). (A—4)

A.0.2 Hill equation and response surface model

The BIS value is related to the effect site concentration. The empirical static

relationship is typically expressed by the nonlinear function: Hill equation [20]

Ce(t)

BIS(t) = fo(Ce(t)) = Eo(1 — C.(t)" + EC3,

) (A-5)

where, E, denotes the value of BIS when effect site concentration C. is zero,
EC5, denotes concentration of effect site compartment when value of BIS is
Ey/2 ,and v denotes steepness of BIS variation depending on change of effect
site concentration C, respectively.

Similarly, the pain index(PI)[3] may be related to the concentration of the effect
side. In addition, sedatives and analgesics interact with each other for BIS and
PI values. Considering those phenomenon, in the paper [3], a response model
that extends Hill’s equation is constructed:

(Oe D + ¢Ce pCe 1”)7
BIS(t) = Ey — Ermaa : e , A6
(t) = Eo [(ce,p + ¢CepCor)? + cgo] (A-6)

v
PI(t) = By — By Cer = 0CenCer) (A-7)

(Ce,r + ¢Oe,pce,r>7 + Cg/o
where, C. , and C. , denotes effect site concentration of sedative(propofol) and

analgesic(remifentanil) drug. average parameter of each coefficients in e.q.
(A-6) and (A-7) are shown in table A.1.
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Table A.1 Average value of response surface model[3]
Parameter | For BIS | For PI

E, 909 | 19.7
Eas 504 | 195
Cso 286 | 3.01
~ 25 1.27
& 228 | 253

In this paper, above average values are applied to simulate BIS and PI value.
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