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## Abstract

Many researchers have worked on developing quantum computers which use quantum mechanics to perform computations. On the other hand, the standardized cryptosystems such as RSA encryption and elliptic curve cryptosystems are theoretically broken by utilizing quantum computing if sufficiently large-scale quantum computers are realized. Hence, it is important to design constructions of post-quantum cryptography or quantum-resistant cryptography, which is cryptography resistant to quantum computing. In fact, NIST (National Institute of Standards and Technology) has promoted the post-quantum cryptography (PQC) standardization project, and the development of post-quantum public key encryption and digital signatures has been advanced actively.

In this thesis, we aim at constructing quantum-secure cryptographic schemes of encryption, authentication, and cryptography with both properties of encryption and authentication. Quantum security means security against quantum computing in a quantum security model in which an adversary can commit a quantum computation in a black-box way. The properties of encryption and authentication are confidentiality and integrity of data, respectively. These are fundamental security notions in cryptology. In addition, quantum security models capture situations in which quantum computers are widespread and available to many users. Hence, it is important to consider confidentiality and integrity in a quantum security model.

First, we focus on public key encryption (PKE) satisfying selective opening (SO) security in quantum security models. Concretely, we prove that two PKE schemes from key encapsulation mechanism (KEM) constructions satisfy SO security against chosen ciphertext attacks (SO-CCA security) in the quantum random oracle model ( QROM ) or the quantum ideal cipher model (QICM). One is constructed from any KEM schemes meeting indistinguishability against chosen ciphertext attacks (IND-CCA security) and any data encapsulation mechanism (DEM) meeting both simulatability and integrity, and it satisfies SO-CCA security in the QICM. The other is constructed from a KEM scheme based on Fujisaki-Okamoto transformation and any message authentication code (MAC) meeting strong unforgeability, and it satisfies SOCCA security in the QROM. We can obtain concrete SO-CCA secure PKE schemes from any KEM constructions meeting the security which standard-
ized KEM/PKE schemes are required to achieve (i.e., IND-CCA security) by combining with standardized DEM or MAC schemes.

Second, we deal with the quantum security of message authentication codes (MACs) with aggregation, which are called aggregate MAC (AMAC) and sequential AMAC (SAMAC). We formalize the quantum security of AMACs for the first time, and show that an existing AMAC scheme satisfies our security. In addition, we also formalize the quantum security of SAMACs and show that existing SAMAC schemes are broken in our security model. Then, we present two SAMAC schemes satisfying our security. One is constructed from any quantum-secure pseudorandom function, and the other is constructed from any randomized pseudorandom generator. To realize concrete AMAC/SAMAC schemes with the quantum security, we can apply existing cryptographic primitives including standardized ones. Hence, our schemes are useful in terms of practicality and security.

Third, we propose constructions of public key cryptography with both confidentiality and integrity, which is called signcryption. We present two schemes satisfying the security in the QROM or the standard model where there does not exist (quantum) random oracles and (quantum) ideal ciphers. One is based on lattice problems which are computationally hard problems even for quantum computers and satisfies the security of signcryption in the standard model. The other is a generic construction starting from any PKE scheme meeting a weaker security than IND-CCA security and any lossy identification scheme with several properties. By applying schemes submitted to the PQC standardization project, it is possible to construct concrete signcryption schemes in the QROM. In addition, we show that the key-size and ciphertext-size of our schemes are shorter than those of existing ones.
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## Chapter 1

## Introduction

### 1.1 Quantum Algorithms against Cryptosystems

In recent years, many researchers have worked on developing quantum computers, which leverage quantum mechanics to perform computations, because we can obtain various applications by utilizing quantum computations. Depending on applied principles, quantum computers are classified as follows: Universal quantum computers with logical operations (which are called quantum gates) aiming at solving any computational problems, and quantum computers aiming at solving specific optimization problems, such as quantum annealers. In order to carry out large quantum computations by using a universal quantum computer, it is necessary to correct errors throughout quantum computations. It seems that it will take a long time to realize large-scale quantum computers with fault-tolerance functionality though there are some experiments which have demonstrated universal sets of quantum gates with high fault-tolerance [33]. NIST (National Institute of Standards and Technology) has shown an opinion that it seems that a quantum computer which can break 2000 -bit RSA encryption could be built by 2030 [33]. Regarding quantum annealers, it is reported that factoring problem can be solved by using quantum computers with quantum annealing though quantum annealing requires super-polynomial time [79].

On the other hand, since Diffie and Hellman introduced the notion of public key cryptography in 1976 [37], many (public key) cryptosystems based on number theoretic problems have been proposed. (e.g., RSA cryptosystems [114], ElGamal cryptosystems [50], Goldwasser-Micali encryption [56], Paillier encryption [109], elliptic-curve cryptosystems [103, 86].) However, if sufficiently large-scale (universal) quantum computers are realized in the future, these cryptosystems are broken theoretically. This is because there exist quantum polynomial-time algorithms solving number theoretic problems used in the cryptographic schemes while polynomial-time classical algorithms solving these problems have not been known. As for symmetric key cryptography,
it is also known that several standardized schemes are theoretically broken in a quantum security model where many users use quantum computers.

Concretely, Shor presented quantum polynomial-time algorithms which solve number theoretic problems such as factoring and discrete logarithm [121, 122]. Thus, by using Shor's algorithms, it is possible to break public key cryptosystems based on number theoretic problems like RSA, factoring, discrete logarithm Diffie-Hellman, and more cryptosystems. As for symmetric key cryptography, there exists a general attack using Grover's algorithm [57], which can find an $n$-bit secret key with time-complexity $O\left(2^{n / 2}\right)$. The measure against this attack is to double the bit-length of secret key-sizes. However, in quantum security models, several well-known schemes are broken in quantum polynomial-time even though we prevent the attack with Grover's algorithm. In 2013, Boneh and Zhandry introduced a quantum security model of message authentication codes (MACs) and proved that in this security model, there exist quantum polynomial-time algorithms which break the existing MACs [24]. In 2016, by utilizing Simon's quantum algorithm [123], Kaplan et al. presented quantum attacks breaking several well-known and classical symmetric key cryptosystems including standardized schemes, such as three-round Feistel scheme, CBC-MAC, PMAC, and GMAC [80] in the security models which were introduced in $[24,25]$. In addition, other quantum attacks against several cryptosystems have been researched $[10,130,70,71,75,69]$.

In 2016, from the factors above, NIST called for proposals of standards of post-quantum cryptography: public key encryption, digital signatures, and key-establishment algorithms [106]. Since then, it has advanced post-quantum cryptography (PQC) standardization project actively [107]. In addition, European Telecommunications Standards Institute (ETSI) also have considered the road-map related to transforming to post-quantum cryptosystems. Notice that in this thesis, if we describe a post-quantum cryptography (or cryptosystem), the cryptography is resistant to quantum computing in a security model where adversaries can utilize quantum computations.

Therefore, it is essential to develop cryptographic primitives secure against attacks using quantum computers, and consider post-quantum ones with small time-complexity and small communication-complexity so that post-quantum primitives can be used in the real world. In the future, the following situations can be considered: (i) There is no threat of attacks utilizing quantum computations, (ii) An adversary can utilize quantum computing and the other users just use classical computing, (iii) all users including adversaries can leverage quantum computing. Notice that we do not consider that cryptosystems with quantum algorithms are used in these situations. In this thesis, we focus on situation (iii) because it is natural to assume situation (iii) in a quantum world where quantum computers are finally widespread and available to many users. In addition, from an academic viewpoint, establishing a post-quantum cryptography in situation (iii) is the most challenging, and the solutions in situation (iii) will be applicable even in other situations (i) and (ii). Regard-
ing the other situations, it is unlikely to consider situation (i) since many researches have paid much attention to the development of quantum computers, and it is predicted that quantum computers are realized in the near or distant future. Although situation (ii) may be natural as a situation in a few decades, we are interested in cryptography secure in a world where many users can use quantum computers.

### 1.2 Quantum Security of Cryptography

There are the following approaches to design cryptographic systems secure against quantum attacks:

- One is to construct a post-quantum cryptosystem in a classical security model where the adversary against the post-quantum cryptosystem can use quantum computing and only classical oracles which, given a classical query, returns the response. For example, we consider a postquantum public key encryption scheme secure against chosen ciphertext attacks in a classical security model. We assume that this one is based on (computationally) hard problems even for quantum computers, such as lattice problems and error-correcting codes. The scheme is secure against attacks using quantum computing and accessing a decryption (classical) oracle which, given a ciphertext, returns the decrypted value.
- The other is to construct a post-quantum cryptosystem in a quantum security model where the adversary against the post-quantum cryptosystem can use not only quantum computing but also quantum oracles which, given a quantum superposition of queries (quantum query), returns the quantum superposition of the responses. For example, we consider a post-quantum public key encryption scheme secure against quantum chosen ciphertext attacks. This one is secure against attacks using quantum computing and accessing a decryption oracle which, given a quantum superposition of ciphertexts, returns the superposition of the decrypted values.

In this thesis, quantum security denotes security against attacks using quantum computation in a quantum security model. Notice that we do not consider the security model in which cryptographic primitives use quantum computing (e.g., [108]). This is because we are interested in how to construct post-quantum protocols starting from existing (standardized) cryptographic primitives with classical algorithms.

Regarding main post-quantum cryptography in a classical/quantum security model, there are cryptosystems based on the hardness of lattice problems, error-correcting codes, and solving systems of multivariate polynomials. These ones are based on the hardness of NP-hard problems or approximating these
problems, and resistant to attacks using quantum computing. This is because it is expected that the classes P and NP are not identical, and NP-hard problems cannot be solved in polynomial-time by using classical computers. Moreover, it is also believed that NP-hard problems cannot be solved in quantum polynomial-time even if quantum computers are utilized. In particular, of all post-quantum cryptosystems, ones based on lattice problems, which are called lattice-based cryptosystems, have been researched actively, because lattice problems or computational ones related to lattice problems are more suitable for applying to cryptography than other NP-hard problems. In addition, lattice problems can provide many cryptosystems with advanced functionality. As promising problems related to lattices, we can consider the problems of learning with errors (LWE) and small integer solution (SIS), which are focused on recently in constructions of lattice-based cryptography. So far, various and important constructions of cryptographic schemes have been proposed based on the problems: public key encryption [113, 111, 112, 90], and digital signatures $[26,53,31,97,115,96,41,42,21,139,27]$. In addition, there are constructions of key encapsulation mechanism [110, 31], identity-based encryption [53, 31, 3, 133, 139, 27, 134], identification schemes [94, 83, 95], and collision-resistant hash functions [54, 102].

Concerning quantum security models, the following models were formalized: Boneh et al. introduced the concept of the quantum random oracle model in 2011 [23], and Boneh and Zhandry formalized the quantum security models of message authentication codes (MACs), digital signatures (DSs), symmetric key encryption (SKE), and public key encryption (PKE) in 2013 [24, 25]. The quantum ideal cipher model was formalized by Hosoyamada and Yasuda in 2018 [72].

Regarding the quantum random oracle model (QROM), many works have aimed at presenting cryptosystems and security proofs in this security model. The (classical) random oracle model (ROM), which was formalized by Bellare and Rogaway in 1993 [18], is a security model in which a cryptosystem uses ideal random functions, and any adversary against the cryptosystem has access to the ideal random functions as oracles which are called random oracles. The QROM is a model in which any adversary is allowed to issue quantum queries to random oracles which are called quantum random oracles. In a real world, cryptosystems secure in the ROM/QROM use cryptographic hash functions as random oracles. It is natural to focus on designing post-quantum cryptosystems in the QROM. In fact, the security of standardized cryptosystems such as RSA-OAEP and Diffie-Hellman key exchange are proven in the ROM, and those of most schemes submitted to the PQC standardization project are guaranteed in the QROM. Since the QROM was introduced, many works have been studied about cryptosystems secure in the QROM as follows: PKE schemes [23, 127, 64, 116, 76, 73, 77, 78], DSs [131, 84, 91, 39], identity-based public-key encryption schemes $[137,81]$, the general proof techniques in the QROM [129, 9], and more works.

In addition, the classical/quantum ideal cipher model is a model where any adversary has access to ideal ciphers $E$ as oracles (i.e., $E_{\mathrm{k}}: \mathcal{X} \rightarrow \mathcal{X}$ is an ideal random permutation for each key $k$ ). Concerning a work related to quantum ideal cipher model (QICM), it is proven that there exists a quantum one-way function if the underlying block cipher is a quantum ideal cipher [72].

The security of MACs in a quantum security model was introduced by Boneh and Zhandry [24]. In this security model, any adversary against a MAC scheme is allowed to issue quantum queries to a tagging oracle which, given a message, returns the tag on the message while in the classical security model, it is allowed to issue only classical queries. Furthermore, they showed that some existing MAC schemes such as Carter-Wegman MAC [132] and a one-time secure MAC from a pair-wise independent hash function, which are secure in the classical security model, can be broken in the security model. Moreover, they proposed constructions satisfying the quantum security. In addition, they also formalized the security of DSs, SKE, and PKE in the quantum security model and proposed generic constructions of these cryptographic protocols with the quantum security [25]. As described before, in 2016, Kaplan et.al presented quantum algorithms breaking several SKE schemes in the security models of [24, 25]. In particular, standardized MAC and authenticated encryption schemes such as CBC-MAC and GCM can be broken in the quantum security model. Hence, it is important to consider quantum security of cryptographic systems.

### 1.3 Overview of Our Contributions

In this thesis, we propose quantum-secure cryptosystems. We consider quantum security of (1) encryption, (2) authentication, and (3) cryptography with both properties of encryption and authentication. Encryption schemes guarantee confidentiality and prevent data from being compromised. Authentication schemes guarantee integrity and prevent data from being substituted. Cryptography with both properties of encryption and authentication guarantees both confidentiality and integrity.

We describe the overview of our contributions in (1), (2), and (3) as follows.

## (1) Encryption

We aim at proving that hybrid encryption schemes satisfy selective-opening security (SO security) in the QROM or the QICM. Hybrid encryption is PKE which consists of public key cryptography and symmetric key cryptography, which are called key encapsulation mechanism (KEM) and data encapsulation mechanism (DEM), respectively. SO security, of which concept was introduced by Bellare, Hofheinz, and Yilek in 2009 [15], guarantees the confidentiality of ciphertexts whose messages and randomness are not compromised even though
adversaries get secret information such as messages and randomness of several ciphertexts.

Our main motivation is to construct SO-CCA secure PKE schemes from any IND-CCA secure KEM/PKE schemes which were submitted to the PQC standardization project. Indistinguishability against chosen ciphertext attacks (IND-CCA security) has been studied actively as one of the most important security of PKE, and NIST requires that standardized schemes satisfy this security. However, IND-CCA security may not be enough in the multi-user setting of selective-opening security against chosen ciphertext attacks (SO-CCA security). It is proven that IND-CCA secure PKE schemes do not necessarily fulfill SO-CCA security in $[14,67,66]$. Namely, there are counterexamples such as IND-CCA secure PKE constructions which are broken in the security model of SO-CCA security. All submitted schemes just guarantee IND-CCA security. Moreover, in fact, there are many situations where messages and randomness of ciphertexts are leaked because of weakness in system's design, even though cryptosystems are not broken theoretically. Therefore, it is important to consider how to construct SO-CCA secure PKE schemes from the submitted KEM/PKE constructions.

Our contribution is to prove that two hybrid encryption schemes from IND-CCA secure KEM/PKE schemes satisfy SO-CCA security in the QROM or the QICM, for the first time. One is a PKE scheme included in the standard KEM/DEM framework which was designed in [35]. We require that the underlying KEM meets IND-CCA security and the underlying DEM scheme meets both simulatability and integrity which were formalized in [61] and [17], respectively. This one satisfies SO-CCA security in the QICM. The other is constructed from any FO-based KEM scheme which is a generic construction of IND-CCA secure KEM, and any MAC with strong unforgeability. This construction satisfies SO-CCA security in the QROM. Notice that FO-based KEM schemes include most constructions submitted to the PQC standardization project. The differences between these hybrid encryption schemes are as follows:

- We can apply any IND-CCA secure KEM to the scheme in the standard KEM/DEM framework while the underlying KEM in the other one is a particular KEM scheme which was categorized in [64].
- The underlying DEM in the KEM/DEM framework must meet both integrity and a particular property (simulatability) which has been dealt only in [61] while the underlying MAC in the other scheme just needs to fulfill a well-known security (strong unforgeability) which standardized (deterministic) MACs meet.

Notice that PKE is a stronger cryptography than KEM. Namely, if a PKE scheme meets IND-CCA security, then it also satisfies the IND-CCA security
of KEM. Thus, we can apply any IND-CCA secure KEM/PKE scheme to either SO-CCA secure hybrid encryption.

## (2) Authentication

Our purpose is to propose quantum-secure MACs with aggregation. Specifically, we deal with aggregate MAC (AMAC) and sequential aggregate MAC (SAMAC) in quantum security models. In the ordinary MAC, a sender generates a tag (MAC-tag) on a message by using its secret key, and a receiver verifies a message/MAC-tag pair by using the corresponding key. In the case in which multiple senders with distinct keys generate MAC-tags on their local messages, an AMAC compresses the multiple MAC-tags into a tag (aggregate tag), and a receiver with the corresponding keys verifies whether a pair of multiple messages and an aggregate tag is valid or not. SAMAC is AMAC which can verify not only messages but also the order of sequential messages.

Our main motivation is to construct quantum-secure AMACs and SAMACs. This is because when multiple senders send messages simultaneously, AMACs and SAMACs are widely used since it is possible to reduce the size of MAC-tags over channels. Thus, it is possible to utilize AMACs/SAMACs for applications using resource-constrained devices such as audit-logging systems, wireless network sensors, data-partitioning, and other applications. Furthermore, existing AMACs/SAMACs may be broken in quantum security models. In fact, it is known that several existing ordinary MACs including standardized schemes are broken in a quantum security model $[24,80]$. However, there is no work which researches the quantum security of AMACs/SAMACs.

Our contribution is to formalize the quantum security of AMACs/SAMACs and present generic constructions with our security. More details are as follows:

- We formalize the quantum security of AMACs. Our definition is reasonable since this is the extension of the existing security [82] in the classical security model. Furthermore, we prove that an existing AMAC constructed from any MAC [82] satisfies our security if the underlying MAC scheme meets unforgeability in the quantum security model of [24]. Notice that it is possible to construct concrete AMAC schemes satisfying our security because several MACs [136, 24, 124] meet the quantum security of [24]. In particular, we can construct the AMACs from standardized MAC schemes [124].
- We formalize the quantum security of SAMACs, which is the extension of the existing security [44] in the classical security model. Besides, we show that existing SAMAC schemes $[44,128]$ are broken in our security model by using existing quantum attacks of $[24,80]$. We present two generic constructions satisfying our security. One is constructed from any quantum-secure pseudorandom function (QPRF), and the other is constructed from any randomized pseudorandom generator (randomized

PRG). The difference between these schemes is that we can apply deterministic pseudorandom functions to the SAMAC from QPRF while we can apply randomized PRGs to the other one. This means that concrete constructions from QPRFs can be realized by applying well-known and practical MAC schemes such as NMAC/HMAC [124] while we can realize concrete ones from randomized PRGs which are based on computationally hard problems for quantum computers such as learning parity with noise (LPN) problem.

## (3) Encryption and Authentication

Our goal is to propose quantum-secure signcryption schemes with short keysize and ciphertext-size. Signcryption is a public key cryptography satisfying both properties of PKE and DSs. Concretely, we construct two schemes with both confidentiality and integrity against inside adversary in a multi-user setting. Inside adversaries and the multi-user setting mean the following:

- Inside adversaries against a signcryption scheme can use either senders' or receivers' secret keys in order to break the scheme in a security game while outside adversaries use only public parameters and public keys. Thus, inside adversaries are stronger than outside adversaries.
- In the multi-user setting of signcryption, multiple senders and multiple receivers communicate one another while in the two-user setting, a sender and a receiver communicate each other. In particular, in the security model of the multi-user setting, the (inside) adversary against a signcryption scheme can generate receivers' or senders' key-pairs at any time and use them to break the scheme in a security game while in the two-user setting, the (inside) adversary generates only one receiver's or sender's key-pair at the beginning of a security game.

Hence, one of desirable security of signcryption is security against inside adversary in the multi-user setting. Notice that signcryption schemes obtained by combining PKE and DS constructions in the straightforward way do not necessarily satisfy both confidentiality and integrity in the security model [11, 100].

Our motivation is to construct quantum-secure signcryption schemes with short key-size and ciphertext-size. Concerning existing post-quantum signcryption schemes, there are constructions obtained by applying concrete latticebased primitives to generic constructions of [34, 104]. However, the key-size and ciphertext-size of these signcryption schemes are much longer than those of constructions based on number theoretic problems. Moreover, by using signcryption schemes, we can realize secure channels guaranteed both confidentiality and integrity from insecure ones such as the Internet. Hence, it is significant to develop efficient cryptographic systems with both confidentiality and integrity in a quantum world.

Our contribution is to propose two quantum-secure signcryption schemes satisfying both confidentiality and integrity against inside adversaries in the multi-user setting:

- One is a lattice-based construction with the securities in the standard model which is a model without (quantum) random oracles and (quantum) ideal ciphers. Concretely, this one is based on the well-known computationally hard problems for quantum computers: Learning with errors (LWE) problem [113] and small integer solution (SIS) problem [102], which are related to lattice problems.
- The other is a generic construction in the QROM. This one is basically obtained by combining a PKE scheme based on Fujisaki-Okamoto transformation [48] and a DS scheme based on Fiat-Shamir transformation [46].

The reason for presenting two schemes is as follows: The standard model is a stronger security model than the QROM while constructions in QROM are more efficient than those in the standard model in terms of key-size, ciphertextsize, and time-complexity, generally. Therefore, the lattice-based construction is important in terms of security while the construction in the QROM is significant in terms of efficiency.

Furthermore, we show that the key-size and ciphertext-size of our schemes are shorter than those of existing ones, which are obtained by applying suitable lattice-based primitives to existing generic constructions of [34, 104]. These existing ones of $[34,104]$ satisfy both confidentiality and integrity against inside adversary in the multi-user setting.

## Chapter 2

## Preliminaries

### 2.1 Notations

We denote the set of integers by $\mathbb{Z}$, the set of real numbers by $\mathbb{R}$, and the set of complex numbers by $\mathbb{C}$. For a set $S$, let $|S|$ be the cardinality of $S$. For a set $S$, the sampling of a uniformly random element $x \in S$ is denoted by $x \stackrel{\cup}{\leftarrow} S$. For a positive integer $n$, let $[n]:=\{1,2, \ldots, n\}$. For a set $S$, let $\{x\}_{x \in S}$ be a set of all elements in $S$. In particular, for a positive integer $n$ and values $x_{1}, \ldots, x_{n}$, let $\left\{x_{i}\right\}_{i \in[n]}=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ denote a set of $x_{1}, \ldots, x_{n}$, and let $\left(x_{i}\right)_{i \in[n]}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ denote a sequence of $x_{1}, \ldots, x_{n}$.

Vectors are in column forms and written as bold italic letters $\boldsymbol{x}$. For a vector $\boldsymbol{x}$, let $x_{i}$ be the $i$-th component of $\boldsymbol{x}$, and $\boldsymbol{x}^{\top}$ be the row vector of $\boldsymbol{x}$. Matrices are written as bold italic capital letters $\boldsymbol{X}$, and for a matrix $\boldsymbol{X}$, let $\boldsymbol{x}_{i}$ be the $i$-th column vector of $\boldsymbol{X} .\|\cdot\|$ denotes the Euclidean norm. For a matrix $\boldsymbol{X}$, let $\|\boldsymbol{X}\|:=\max _{i}\left\|\boldsymbol{x}_{i}\right\|$. For a matrix $\boldsymbol{X}$, let $s_{1}(\boldsymbol{X}):=\max _{\boldsymbol{u}}(\boldsymbol{X} u)$, where $\boldsymbol{u}$ is a unit value.

We write that a function $f(\lambda)$ is negligible in $\lambda$ (or $f$ is a negligible function in $\lambda$ ) if $f(\lambda)<1 / g(\lambda)$ for a polynomial $g$ and sufficiently large $\lambda$. A negligible function in $\lambda$ is denoted by negl $(\lambda)$. A polynomial of $\lambda$ is denoted by $\operatorname{poly}(\lambda)$.

The statistical distance between two distributions $\mathcal{X}, \mathcal{Y}$ over a finite domain $\mathcal{D}$ is defined as $\Delta(\mathcal{X}, \mathcal{Y}):=\frac{1}{2} \sum_{w \in \mathcal{D}}|\mathcal{X}(w)-\mathcal{Y}(w)|$.

For a randomized algorithm A and the input $x$ of $\mathrm{A}, \mathrm{A}(x ; r)$ denotes a deterministic algorithm, where $r$ is a random coin used by A. "Probabilistic polynomial-time" and "quantum polynomial-time" are abbreviated as PPT and QPT, respectively.

### 2.2 Quantum Computation

Quantum Systems. A quantum system is defined as a complex Hilbert space with an inner product. The state of a quantum system is denoted by a vector $|\varphi\rangle \in \mathcal{H}$ such that $\langle\varphi \mid \varphi\rangle=1$, where $\varphi$ is a label for the vector, $\langle\varphi|$ is a dual
vector of $|\varphi\rangle$, and $\left\langle\varphi \mid \varphi^{\prime}\right\rangle$ is an inner product between two vectors $|\varphi\rangle$ and $\left|\varphi^{\prime}\right\rangle$. A single qubit is denoted by $|\varphi\rangle=\psi_{0}|0\rangle+\psi_{1}|1\rangle \in \mathbb{C}^{2}$ with an orthonormal computational basis $\{|0\rangle,|1\rangle\}$ (e.g., $|0\rangle=(1,0)^{\top},|1\rangle=(0,1)^{\top}$ ) and amplitudes $\psi_{0}, \psi_{1} \in \mathbb{C}$ such that $\psi_{0}^{2}+\psi_{1}^{2}=1$. An $n$-qubit state is defined as a linear combination $|\varphi\rangle=\sum_{x \in\{0,1\}^{n}} \psi_{x}|x\rangle$, where $\{|x\rangle\}_{x \in\{0,1\}^{n}}$ is an orthonormal computational basis of an $n$-dimensional Hilbert space with an inner product, and $\psi_{x} \in \mathbb{C}\left(x \in\{0,1\}^{n}\right)$ are amplitudes such that $\sum_{x \in\{0,1\}^{n}}\left|\psi_{x}\right|^{2}=1$.

For different quantum systems $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$, the composite quantum system is defined as the tensor product space $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. For $\left|\varphi_{A}\right\rangle \in \mathcal{H}_{A}$ and $\left|\varphi_{B}\right\rangle \in$ $\mathcal{H}_{B}$, the tensor product state is denoted by $\left|\varphi_{A}\right\rangle\left|\varphi_{B}\right\rangle=\left|\varphi_{A}\right\rangle \otimes\left|\varphi_{B}\right\rangle$.
Measurement. If $|\varphi\rangle=\sum_{x \in\{0,1\}^{n}} \psi_{x}|x\rangle$ is measured in the computational basis $\{|x\rangle\}_{x \in\{0,1\}^{n}},|\varphi\rangle$ collapses to a classical state $|x\rangle$ with probability $\left|\psi_{x}\right|^{2}$. More generally, information can be obtained from a quantum superposition state $|\varphi\rangle$ by using positive-operator valued measure (POVM) $M=\left\{M_{i}\right\}_{i \in[m]}$, where $M_{1}, \ldots, M_{m}$ are positive semi-definite matrices such that $\sum_{i} M_{i}=\boldsymbol{I}$. When we measure a state $|\varphi\rangle$, outcome $i$ is obtained with probability $\langle\varphi| M_{i}|\varphi\rangle$.
Evolution of Quantum Systems. When a state $|\varphi\rangle \in \mathcal{H}$ is transformed into another state $\left|\varphi^{\prime}\right\rangle \in \mathcal{H}$, a unitary transformation is applied. Namely, $|\varphi\rangle=$ $\boldsymbol{U}|\varphi\rangle$, where $\boldsymbol{U}$ is a unitary matrix over $\mathcal{H}$.
Oracle Access For a quantum oracle $\mathrm{O}: \mathcal{X} \rightarrow \mathcal{Y}$, issuing a quantum query $\sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \psi_{x, y}|x, y\rangle$ to O (quantum access to O ) is written as

$$
\sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \psi_{x, y}|x, y\rangle \mapsto \sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \psi_{x, y}|x, y \oplus \mathrm{O}(x)\rangle
$$

### 2.2.1 Quantum Random Oracle Model

In the random oracle model, we assume that there exists an ideal random function H , and all parties can access this function. The quantum random oracle model (QROM) is defined as the model in which any quantum adversary can submit quantum queries to random oracles.

The quantum ideal cipher model (QICM), which was introduced in [72], is defined as follows: A block cipher with a key space $\mathcal{K}$ and a message space $\mathcal{X}$ is defined as a mapping $E: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{X}$ which is a permutation over $\mathcal{X}$ for any key in $\mathcal{K}$. In the QICM, quantum adversaries are allowed to issue quantum queries to oracles $E^{+}: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{X}$ and $E^{-}: \mathcal{K} \times \mathcal{X} \rightarrow \mathcal{X}$. For any $\mathrm{k} \in \mathcal{K}$ and any $y \in \mathcal{X}$, the response of $E^{-}(\mathrm{k}, y)$ is $x$ such that $E^{+}(\mathrm{k}, x)=y$. For any $\mathrm{k} \in \mathcal{K}$, we write oracles (permutations over $\mathcal{X}) E_{\mathrm{k}}(\cdot)=E(\mathrm{k}, \cdot), E_{\mathrm{k}}^{+}(\cdot)=E^{+}(\mathrm{k}, \cdot)$, and $E_{\mathrm{k}}^{-}(\cdot)=E^{-}(\mathrm{k}, \cdot)$.

In this thesis, QROM (resp. QICM) denotes the security model where quantum adversaries are allowed to issue quantum queries to random oracles (resp. ideal ciphers), but submit only classical queries to the other oracles.

### 2.2.2 Semi-Classical Oracle

We describe semi-classical oracle which was introduced in [9] and utilize this oracle for our security proofs. We consider quantum access to an oracle with a domain $\mathcal{X}$. A semi-classical oracle $\mathrm{O}_{S}^{S C}$ for a subset $S \subseteq \mathcal{X}$ uses an indicator function $f_{S}: \mathcal{X} \rightarrow\{0,1\}$ with the subset $S$ which evaluates 1 if $x \in S$ is given, and evaluates 0 otherwise. When $O_{S}^{S C}$ is given a quantum query $\sum_{x \in \mathcal{X}} \psi_{x}|x\rangle|0\rangle$ with the input register $Q$ and the output register $R$, it maps

$$
\sum_{x \in \mathcal{X}} \psi_{x, z}|x\rangle|0\rangle \mapsto \sum_{x \in \mathcal{X}} \psi_{x}|x\rangle\left|f_{S}(x)\right\rangle,
$$

and measures the register $R$. Then, the quantum query $\sum_{x \in \mathcal{X}} \psi_{x}|x\rangle|0\rangle$ collapses to either $\sum_{x \in \mathcal{X} \backslash S} \psi_{x}^{\prime}|x\rangle|0\rangle$ or $\sum_{x \in S} \psi_{x}^{\prime}|x\rangle|1\rangle$. Let Find be the event that $\mathrm{O}_{S}^{S C}$ returns $\sum_{x \in S} \psi_{x}^{\prime}|x\rangle|1\rangle$ for a quantum query $\sum_{x \in S} \psi_{x}|x\rangle$. For a quantum oracle H with domain $\mathcal{X}$ and a subset $S \subseteq \mathcal{X}$, let $\mathrm{H} \backslash S$ be an oracle which first queries $\mathrm{O}_{S}^{S C}$ and then H .

By using semi-classical oracles, [9] proved the following propositions. We notice that for query depth $d$ and the number of queries $q$, we use $q$ such that $q \geq d$ in the same way as Theorem 2.8 in [73] or Lemma 3 in [78].

Proposition 2.1 (Theorem 1 in [9]). Let $S \subseteq \mathcal{X}$ be random. Let $\mathrm{H}: \mathcal{X} \rightarrow \mathcal{Y}$, $\mathrm{G}: \mathcal{X} \rightarrow \mathcal{Y}$ be random functions such that $\mathrm{H}(x)=\mathrm{G}(x)$ for all $x \in \mathcal{X} \backslash S$, and let $z$ be a random bit-string (S, H, G and $z$ may have an arbitrary joint distribution). Let A be any quantum algorithm issuing at most $q$ quantum queries to oracles. Then, it holds that

$$
\left|\operatorname{Pr}\left[1 \leftarrow \mathrm{~A}^{\mathrm{H}}(z)\right]-\operatorname{Pr}\left[1 \leftarrow \mathrm{~A}^{\mathrm{G}}(z)\right]\right| \leq 2 \sqrt{q \cdot \operatorname{Pr}\left[\text { Find } \mid 1 \leftarrow \mathrm{~A}^{\mathrm{H} \backslash S}(z)\right]} .
$$

Proposition 2.2 (Corollary 1 in [9]). Let A be any quantum algorithm issuing at most $q$ quantum queries to a semi-classical oracle with domain $\mathcal{X}$. Suppose that $S \subseteq \mathcal{X}$ and $z \in\{0,1\}^{*}$ are independent. Then, it holds that $\operatorname{Pr}[$ Find $\mid$ $\left.\mathrm{A}^{\mathrm{O}_{S}^{S C}}(z)\right] \leq 4 q \cdot P_{\text {max }}$, where $P_{m a x}=\max _{x \in \mathcal{X}} \operatorname{Pr}[x \in S]$.

### 2.2.3 Generic Search Problem

We describe lemmas related to generic (quantum) search problems [10, 74].
Let $\operatorname{Ber}_{\gamma}$ be the Bernoulli distribution with bias $\gamma \in(0,1)$. Namely, for a bit $b \leftarrow \operatorname{Ber}_{\gamma}, \operatorname{Pr}[b=1]=\gamma$, and $\operatorname{Pr}[b=0]=1-\gamma$. For some finite set $\mathcal{X}$ and a real number $\gamma \in[0,1]$, let $F: \mathcal{X} \rightarrow\{0,1\}$ be an oracle such that for $x \in \mathcal{X}, F(x)$ is distributed following $\operatorname{Ber}_{\gamma}$. Let $N$ be an oracle such that for $x \in \mathcal{X}, N(x)=0$. The generic search problem is to determine whether the given oracle is $F$ or $N$.

The following lemma related to generic search problem holds:

Lemma 2.1 (Generic Search Problem [10, 74]). Let $\gamma \in[0,1]$ be a real number, $\mathcal{X}$ be a finite set, $q \geq 0$ be an integer, and $F: \mathcal{X} \rightarrow\{0,1\}$ be the following function: For each $x \in \mathcal{X}, F(x)=1$ with probability $\gamma$, and $F(x)=0$ else. Let $N$ be the function with $\forall x \in \mathcal{X}: N(x)=0$. For any QPT algorithm A issuing at most $q$ queries, then

$$
\left|\operatorname{Pr}\left[\mathrm{A}^{F} \rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{A}^{N} \rightarrow 1\right]\right| \leq 2 q \sqrt{\gamma}
$$

Furthermore, concerning the variant of the generic search problem, which is called generic search problem with bounded probabilities [64, 84], the following lemma holds:

Lemma 2.2 (Generic Search Problem with Bounded Probabilities [64, 84]). Let $\gamma \in[0,1]$ be a real number, $\mathcal{X}$ be a finite set, $q \geq 0$ be an integer, and $F: \mathcal{X} \rightarrow\{0,1\}$ be the following function: For each $x \in \mathcal{X}, F(x)=1$ with probability $\gamma$, and $F(x)=0$ else. For any $Q P T$ algorithm $\mathrm{A}=\left(\mathrm{A}_{0}, \mathrm{~A}_{1}\right)$ issuing at most $q$ queries, then we have

$$
\operatorname{Pr}\left[\operatorname{Exp}_{\gamma, \mathrm{A}}^{\mathrm{gspb}} \rightarrow 1\right] \leq 8 \gamma(q+1)^{2}
$$

where $\operatorname{Exp}_{\gamma, \mathrm{A}}^{\mathrm{gspb}}$ is defined as follows:

1. $(\gamma(x))_{x \in \mathcal{X}} \leftarrow \mathrm{~A}_{0}$.
2. If $\exists x \in \mathcal{X}: \gamma(x)>\gamma$, return 0 .
3. $\forall x \in \mathcal{X}, F(x) \leftarrow \operatorname{Ber}_{\gamma(x)}$.
4. $x \leftarrow \mathrm{~A}_{1}^{F}$.
5. Return $F(x)$.

### 2.3 Lattice Background

We define lattices, discrete Gaussian distributions, and computational problems related to lattices. As cryptographic tools, we describe lattice-based trapdoor functions and some algorithms using these trapdoor functions.

### 2.3.1 Lattices

For a positive integer $n$, let a basis $\boldsymbol{B}=\left\{\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{n}\right\}\left(\boldsymbol{b}_{i} \in \mathbb{R}^{n}\right.$ for $\left.i \in[n]\right)$ denote a set of $n$ linearly independent vectors in $\mathbb{R}^{n}$. The $n$-dimensional lattice $\mathcal{L}$ generated by the basis $\boldsymbol{B}$ is defined as

$$
\mathcal{L}=\mathcal{L}(\boldsymbol{B})=\left\{\sum_{i \in[n]} x_{i} \boldsymbol{b}_{i} \mid x_{i} \in \mathbb{Z} \text { for } i \in[n]\right\}
$$

Notice that in this thesis, we consider the full-rank lattices above. For a lattice $\mathcal{L}$, the successive minimum $\lambda_{i}(\mathcal{L})$ is the smallest radius $r$ such that $\mathcal{L}$ has $i$ linearly independent lattice vectors of norm at most $r$. In particular, $\lambda_{1}(\mathcal{L})$ denotes the length of the shortest nonzero vector in $\mathcal{L}$. (i.e., $\lambda_{1}(\mathcal{L})=$ $\min _{x \in \mathcal{L}}\|\boldsymbol{x}\|$.)

Furthermore, we define integer lattices. For positive integers $n$ and $q$, a matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, and a vector $\boldsymbol{u} \in \mathbb{Z}_{q}^{n}$, $m$-dimensional $q$-ary lattices are defined as

$$
\begin{aligned}
\Lambda(\boldsymbol{A}) & :=\left\{\boldsymbol{z} \mid \exists \boldsymbol{s} \in \mathbb{Z}_{q}^{n}, \boldsymbol{z}=\boldsymbol{A}^{\top} \boldsymbol{s} \bmod q\right\} \\
\Lambda^{\perp}(\boldsymbol{A}) & :=\{\boldsymbol{z} \mid \boldsymbol{A} \boldsymbol{z}=\mathbf{0} \bmod q\} \\
\Lambda_{\boldsymbol{u}}^{\perp}(\boldsymbol{A}) & :=\{\boldsymbol{z} \mid \boldsymbol{A} \boldsymbol{z}=\boldsymbol{u} \bmod q\}
\end{aligned}
$$

We can view $\Lambda_{\boldsymbol{u}}^{\perp}(\boldsymbol{A})$ as the shifted lattice of $\Lambda^{\perp}(\boldsymbol{A})$.

### 2.3.2 Gaussian

Let $m$ be a positive integer, and $\Lambda$ be a subset of $\mathbb{Z}^{m}$. For any real vector $c \in \mathbb{R}^{m}$ and real number $\sigma \in \mathbb{R}$, let

$$
\rho_{\sigma, \boldsymbol{c}}=\exp \left(-\pi\|\boldsymbol{x}-\boldsymbol{c}\|^{2} / \sigma^{2}\right) \in \mathbb{R}^{m}
$$

be the Gaussian function with a center $c$ and a parameter $\sigma$. The discrete Gaussian distribution over $\Lambda$ with a center $\boldsymbol{c}$ and a parameter $\sigma$ is defined by

$$
\forall \boldsymbol{y} \in \mathcal{L}, \mathcal{D}_{\Lambda, c, \sigma}(\boldsymbol{y})=\frac{\rho_{\sigma, c}(\boldsymbol{y})}{\rho_{\sigma, c}(\mathcal{L})},
$$

where $\rho_{\sigma, \boldsymbol{c}}(\Lambda)=\sum_{\boldsymbol{x} \in \Lambda} \rho_{\sigma, \boldsymbol{c}}(\boldsymbol{x})$. In this thesis, $\mathcal{D}_{\Lambda, \mathbf{0}, \sigma}$ is abbreviated as $\mathcal{D}_{\Lambda, \sigma}$.
Regarding the Gaussian distribution, the following lemma holds.
Lemma 2.3 ([102]). For any $\mathcal{L}$ with basis $\boldsymbol{T}, \boldsymbol{c} \in \mathbb{R}^{m}$ and Gaussian parameter $\sigma \geq\|\boldsymbol{T}\| \cdot \omega(\sqrt{\log m})$, we have $\operatorname{Pr}\left[\|\boldsymbol{x}-\boldsymbol{c}\|>\sigma \sqrt{m} \mid \boldsymbol{x} \leftarrow \mathcal{D}_{\mathbb{Z}, \boldsymbol{c}, \sigma}^{m}\right]<\operatorname{negl}(n)$.

### 2.3.3 Computational Problems

We define some lattice problems and computational problems such as learning with errors (LWE) problem and small integer solution (SIS) problem.

## Lattice Problems

We define shortest vector problem (SVP), which is one of well-studied lattice problems.

Definition 2.1 (Shortest Vector Problem (SVP)). Given a basis B of a lattice $\mathcal{L}=\mathcal{L}(\boldsymbol{B})$, find a non-zero vector $\boldsymbol{v} \in \mathcal{L}$ such that $\|\boldsymbol{v}\|=\lambda_{1}(\mathcal{L})$.

We define two lattice problems GapSVP $_{\gamma}$ and SIVP $_{\gamma}$ which are related to LWE and SIS problems. These are parameterized by an approximation factor $\gamma=\gamma(n) \geq 1$, where $n$ is the dimension of a lattice. Informally, GapSVP ${ }_{\gamma}$ is the decisional approximate SVP, and short independent vectors problem (SIVP) is a problem which, given a basis of a lattice, finds a short basis of the lattice. Concretely, these problems are defined as follows.

Definition $2.2\left(\right.$ GapSVP $\left._{\gamma}\right)$. Given a basis $\boldsymbol{B}$ of a lattce $\mathcal{L}=\mathcal{L}(\boldsymbol{B})$ and a real number $r>0$, return 1 if $\lambda_{1}(\mathcal{L}) \leq r$, and return 0 if $\lambda_{1}(\mathcal{L})>\gamma \cdot r$.

Definition 2.3 ( $\left.\mathrm{SIVP}_{\gamma}\right)$. Given a basis $\boldsymbol{B}$ of a full-rank $n$-dimensional lattice $\mathcal{L}=\mathcal{L}(\boldsymbol{B})$, find a set $\boldsymbol{S}=\left\{s_{i}\right\}_{i \in[n]} \subset \mathcal{L}$ of $n$ linearly independent lattice vectors where $\left\|s_{i}\right\| \leq \gamma \cdot \lambda_{n}(\mathcal{L})$ for all $i \in[n]$.

## Learning with Errors (LWE)

LWE problem was introduced by Regev in [113]. As cryptosystems based on LWE, it is possible to realize cryptomania such as trapdoor functions, public key encryption, oblivious transfer, and cryptography with advanced functionality.

Let $n, q$ be positive integers. First, we define $\mathrm{O}_{s, \chi}$ as an oracle which, given a vector $s \in \mathbb{Z}_{q}^{n}$ and a distribution $\chi$ over $\mathbb{Z}_{q}$, returns $\left(\boldsymbol{a}, \boldsymbol{s}^{\top} \boldsymbol{a}+e\right) \in \mathbb{Z}_{q}^{n+1}$, where $\boldsymbol{a} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}$ and $e \leftarrow \chi$. Besides, $\mathrm{O}_{U}$ is an oracle which returns $(\boldsymbol{a}, u) \in$ $\mathbb{Z}_{q}^{n+1}$, where $\boldsymbol{a} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}$ and $u \stackrel{U}{\leftarrow} \mathbb{Z}_{q}$.

Then, the LWE assumption is defined as follows.
Definition 2.4 ( $\mathrm{LWE}_{n, q, \chi}$ assumption). Let $n$ be a positive integer, $q=q(n)$ be a prime, and $\chi$ be a probabilistic distribution over $\mathbb{Z}_{q}$. The $\operatorname{LWE}_{n, q, \chi}$ assumption holds if for any PPT algorithm D solving $\mathrm{LWE}_{n, q, \chi}$, the advantage

$$
\operatorname{Adv}_{D}^{\operatorname{LWE}_{n, q, \chi}}(\lambda):=\left|\operatorname{Pr}\left[\mathrm{D}^{\mathrm{O}_{s, \chi}}\left(1^{\lambda}\right) \rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{D}^{\mathrm{O}_{U}}\left(1^{\lambda}\right) \rightarrow 1\right]\right|
$$

is negligible in $\lambda$, where $s \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}$ and $\chi$ is a distribution over $\mathbb{Z}_{q}$.

## Small Integer Solution (SIS)

SIS was introduced by Ajtai in [5] and is related to lattice problems such as $\mathrm{GapSVP}_{\gamma}$ and SIVP $_{\gamma}$. This problem provides one-way functions, pseudorandom functions, collision-resistant hash functions, identification schemes, digital signatures, and more cryptographic primitives. SIS was formalized by Micciancio and Regev in [102] and defined as follows.

Definition 2.5 ( $\mathrm{SIS}_{n, q, \beta, m}$ assumption). Let $n$ be a positive integer, $q=q(n)$ be a prime, $\beta=\beta(n)$ be a positive real number, and $m=m(n)$ be a positive
integer. The $\mathrm{SIS}_{n, q, \beta, m}$ assumption holds if for any PPT algorithm F , the advantage

$$
\operatorname{Adv}_{\mathrm{F}} \mathrm{SIS}_{n, q, \beta, m}(\lambda):=\operatorname{Pr}\left[\begin{array}{l|l}
\boldsymbol{A} \boldsymbol{e}=\mathbf{0} \bmod q \wedge & \boldsymbol{A} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n \times m} ; \\
\|\boldsymbol{e}\| \leq \beta \wedge & \boldsymbol{e} \leftarrow \mathrm{F}\left(1^{\lambda}, \boldsymbol{A}, \beta\right) \\
\boldsymbol{e} \neq \mathbf{0}
\end{array}\right]
$$

is negligible in $\lambda$.
The following theorems, which were proved in [113] and [102], show the hardness of LWE and SIS problems.

Theorem 2.1 ([113]). Let $n$ be a positive integer, $q=\operatorname{poly}(n)$ be a positive integer, $\chi$ be (discrete) Gaussian distribution $\chi$ with a parameter $\alpha \in(0,1)$ such that $\alpha q>2 \sqrt{n}$. If there exists a polynomial-time algorithm that solves $\mathrm{LWE}_{n, q, \chi}$, then there exists a quantum polynomial-time algorithm that approximates $\operatorname{GapSVP}_{\tilde{O}(n / \alpha)}$ and $\operatorname{SIVP}_{\tilde{O}(n / \alpha)}$.

Theorem 2.2 ([102]). Let $n$ be a positive integer, $\beta>0$ be a real number, $q=\beta \cdot \operatorname{poly}(n)$ be a prime, and $m=\Theta(n \log n)$ be an integer. If there exists a polynomial-time algorithm that solves $\mathrm{SIS}_{n, q, \beta, m}$, then there exists a polynomial-time algorithm that approximates $\operatorname{GapSVP}_{\tilde{O}(\beta \sqrt{n})}$ and $\operatorname{SIVP}_{\tilde{O}(\beta \sqrt{n})}$.

### 2.3.4 Lattice-based Trapdoor

Briefly, a one-way function is a function which is easy to compute, but hard to invert. A trapdoor function is a one-way function which is easy to invert by using a secret called a trapdoor, but hard to invert without the trapdoor. A lattice-trapdoor notion with a gadget matrix $\boldsymbol{G}$, which was introduced in [101], is defined as follows:

Definition 2.6 (Definition 5.2 in [101]). Let $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and $\boldsymbol{G} \in \mathbb{Z}_{q}^{n \times w}$ be matrices with $m \geq w \geq n$. A $\boldsymbol{G}$-trapdoor for $\boldsymbol{A}$ is a matrix $\boldsymbol{T} \in \mathbb{Z}^{(m-w) \times w}$ such that $\boldsymbol{A}\left[\begin{array}{c}\boldsymbol{R} \\ \boldsymbol{I}\end{array}\right]=\boldsymbol{H} \boldsymbol{G}$ for some invertible matrix $\boldsymbol{H} \in \mathbb{Z}_{q}^{n \times n} . \boldsymbol{H}$ can be viewed as a tag or a label. The quality of the trapdoor is measured by its largest singular value $s_{1}(\boldsymbol{T})$.

By utilizing this lattice-trapdoor, it is possible to realize injective trapdoor functions and preimage sampleable trapdoor functions (regarding the definition of trapdoor functions, see Section 2.5), and the following proposition holds.

Theorem 2.3 (Theorem 5.1 in [101]). There is an efficient randomized algorithm $\operatorname{TrapGen}\left(1^{n}, 1^{m}, q\right)$ that, given any integers $n \geq 1, q \geq 2$ and sufficiently large $m=O(n \log n)$, outputs a parity-check matrix $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ and a trapdoor
$\boldsymbol{T}$ such that the distribution of $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$ is $\operatorname{negl}(n)$-close to the uniform distribution in $\mathbb{Z}_{q}^{n \times m}$. Moreover, there are efficient algorithms, denoted by Invert and SampleD, which do the following with overwhelming probability over all random choices:

- For $\boldsymbol{b}^{\top}=\boldsymbol{s}^{\top} \boldsymbol{A}+\boldsymbol{e}^{\top} \in \mathbb{Z}_{q}^{m}$, where $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$ and either $\|\boldsymbol{e}\|<q / O(\sqrt{n \log q})$ or $\boldsymbol{e} \leftarrow \mathcal{D}_{\mathbb{Z}^{m}, \alpha q}$ for $1 / \alpha \geq \sqrt{n \log q} \cdot \omega(\sqrt{\log n})$, the deterministic algorithm $\operatorname{lnvert}(\boldsymbol{T}, \boldsymbol{A}, \boldsymbol{b})$ outputs $\boldsymbol{s}$ and $\boldsymbol{e}$.
- For any $\boldsymbol{u} \in \mathbb{Z}_{q}^{n}$, and large enough $s=O(\sqrt{n \log q})$, the randomized algorithm $\operatorname{SampleD}(\boldsymbol{T}, \boldsymbol{A}, \boldsymbol{u}, s)$ outputs samples from a distribution which is $\operatorname{negl}(n)$-close to $\mathcal{D}_{\Lambda_{\frac{1}{\boldsymbol{u}}}(\boldsymbol{A}), s \cdot \omega(\sqrt{\log n})}$.


### 2.4 Pseudorandom Generator and Pseudorandom Function

First, we define $k$-wise independent hash functions. A function $f: \mathcal{X} \rightarrow \mathcal{Y}$ is a $k$-wise independent hash function if $\forall y_{1}, \ldots, y_{k} \in \mathcal{Y}$ and distinct $x_{1}, \ldots, x_{k} \in$ $\mathcal{X}$,

$$
\operatorname{Pr}\left[f\left(x_{1}\right)=y_{1} \wedge f\left(x_{2}\right)=y_{2} \wedge \ldots \wedge f\left(x_{k}\right)=y_{k}\right]=\frac{1}{|\mathcal{Y}|^{k}} .
$$

Pairwise independent hash functions denote 2-wise independent hash functions.

Consider a function $G: \mathcal{X} \rightarrow \mathcal{Y}$, where for a security parameter $\lambda, \mathcal{X}=$ $\mathcal{X}(\lambda)$ is a domain, and $\mathcal{Y}=\mathcal{Y}(\lambda)$ is a range. And, we assume that $|x|<|y|$ holds for all $x \in \mathcal{X}$ and all $y \in \mathcal{Y}$, where $|x|$ and $|y|$ are the bit-lengths of $x$ and $y$, respectively. Then, $G$ is said to be a pseudorandom generator ( $P R G$ ), if for any PPT algorithm A , the following $\operatorname{Adv}_{G, \mathrm{~A}}^{\mathrm{prg}}(\lambda)$ is negligible in $\lambda$ :

$$
\operatorname{Adv}_{G, \mathrm{~A}}^{\operatorname{prg}}(\lambda):=|\operatorname{Pr}[\mathrm{A}(G(x)) \rightarrow 1 \mid x \stackrel{U}{\leftarrow} \mathcal{X}]-\operatorname{Pr}[\mathrm{A}(y) \rightarrow 1 \mid y \underset{\leftarrow}{\leftarrow}]| .
$$

In addition, a PRG $G: \mathcal{X} \rightarrow \mathcal{Y}$ with a randomness space $\mathcal{R}$ is called a randomized $P R G$, if for any PPT algorithm A, the following $\operatorname{Adv}_{G, \mathrm{~A}}^{\mathrm{prg}}(\lambda)$ is negligible in $\lambda$ :

$$
\operatorname{Adv}_{G, \mathrm{~A}}^{\operatorname{prg}}(\lambda):=\left|\operatorname{Pr}\left[\mathrm{A}(G(x ; r)) \rightarrow 1 \mid x \stackrel{U}{\leftarrow}_{\leftarrow} ; r \leftarrow \mathcal{R}\right]-\operatorname{Pr}[\mathrm{A}(y) \rightarrow 1 \mid y \stackrel{U}{\leftarrow} \mathcal{Y}]\right| .
$$

Note that for a randomized PRG $G$ with a randomness space $\mathcal{R}$ and any seed $x \in \mathcal{X}$, we write $G(x ; r)$ as a deterministic function, where randomness $r \in \mathcal{R}$ is not sampled uniformly.

A function PRF: $\mathcal{K} \times \mathcal{X} \rightarrow \mathcal{Y}$, where for a security parameter $\lambda, \mathcal{K}=$ $\mathcal{K}(\lambda)$ is a key space, $\mathcal{X}=\mathcal{X}(\lambda)$ is a domain, and $\mathcal{Y}=\mathcal{Y}(\lambda)$ is a range, is a
pseudorandom function (PRF), if the following $\operatorname{Adv}_{\mathrm{D}, \mathrm{PRF}}^{\mathrm{pr}}(\lambda)$ is negligible for any PPT algorithm,

$$
\operatorname{Adv}_{\mathrm{PRF}, \mathrm{D}}^{\mathrm{pr}}(\lambda):=\left|\operatorname{Pr}\left[\mathrm{D}^{\operatorname{PRF}_{k}(\cdot)}\left(1^{\lambda}\right) \rightarrow 1\right]-\operatorname{Pr}\left[\mathrm{D}^{\mathrm{RF}(\cdot)}\left(1^{\lambda}\right) \rightarrow 1\right]\right|
$$

where $\operatorname{PRF}_{\mathrm{k}}(\cdot)$ is an oracle which, on input $x \in \mathcal{X}$, outputs $\operatorname{PRF}(\mathrm{k}, x)$, and $\mathrm{RF}(\cdot)$ is an oracle which, on input $x \in \mathcal{X}$, outputs a value $\mathrm{RF}(x)$ of a random function RF: $\mathcal{X} \rightarrow \mathcal{Y}$.

In addition, a quantum-secure $\operatorname{PRF}$ (QPRF) is defined in a similar way as above by assuming that D is any QPT algorithm allowed to issue quantum superposition of queries to oracles.

### 2.5 Trapdoor Function

A family $\left\{g_{a}: \mathcal{D}(\lambda) \rightarrow \mathcal{R}(\lambda)\right\}$ of trapdoor functions is denoted by a tuple of polynomial-time algorithms (TrapGen, Eval, Invert), where $\lambda$ is a security parameter, $a$ is a parameter of a function $g, \mathcal{D}(\lambda)$ is a domain, and $\mathcal{R}(\lambda)$ is a range.

Trapdoor Generation TrapGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$, outputs a parameter $a$ and a trapdoor $t$.

Evaluation Eval is an algorithm which, on input a parameter $a$ and $s \in \mathcal{D}(\lambda)$, evaluates the function $g_{a}(s) \in \mathcal{R}(\lambda)$.

Inversion Invert is a deterministic algorithm which, on input a trapdoor $t$ and $b \in \mathcal{R}$, outputs $s \in \mathcal{D}(\lambda)$.

As the correctness, it is required that TDF $=($ TrapGen, Eval, Invert $)$ meet the following: For all $(a, t) \leftarrow \operatorname{TrapGen}\left(1^{\lambda}\right)$ and all $s \in \mathcal{D}(\lambda)$, we have $s=$ Invert $(t, b)$ with overwhelming probability, where $b \leftarrow \operatorname{Eval}(a, s)$.

As the security of trapdoor functions, one-wayness is defined as follows:
Definition 2.7 (One-wayness). A family $\left\{g_{a}: \mathcal{D}(\lambda) \rightarrow \mathcal{R}(\lambda)\right\}$ of trapdoor functions which is given by TDF $=($ TrapGen, Eval, Invert) meets one-wayness if for any PPT algorithm A , the following advantage of A is negligible in $\lambda$ :

$$
\operatorname{Adv}_{\mathrm{TDF}, \mathrm{~A}}^{\text {one-wayness }}(\lambda):=\operatorname{Pr}\left[s=s^{\prime} \left\lvert\, \begin{array}{c}
(a, t) \leftarrow \operatorname{TrapGen}\left(1^{\lambda}\right) ; \\
s \leftarrow \mathcal{D}(\lambda) ; b \leftarrow \operatorname{Eval}(a, s) ; \\
s^{\prime} \leftarrow \mathrm{A}\left(1^{\lambda}, a, b\right)
\end{array}\right.\right]
$$

In addition, we define preimage sampleable trapdoor functions. A family $\left\{f_{a}: \mathcal{D}(\lambda) \rightarrow \mathcal{R}(\lambda)\right\}$ of preimage sampleable trapdoor functions is denoted by a tuple of polynomial-time algorithms (TrapGen, Eval, Sample, SampleD), where $\lambda$ is a security parameter, $a$ is a parameter of a function $f, \mathcal{D}(\lambda)$ is a domain, and $\mathcal{R}(\lambda)$ is a range.

Trapdoor Generation TrapGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$, outputs a parameter $a$ and a trapdoor $t$.

Evaluation Eval is an algorithm which, on input a function index $a$ and $x \in \mathcal{D}(\lambda)$, evaluates the function $f_{a}(x) \in \mathcal{R}(\lambda)$.
Domain Sampling Sample is a randomized algorithm which, on input a security parameter $\lambda$, samples $x$ from some distribution over $\mathcal{D}(\lambda)$ such that $f_{a}(x)$ is uniform over $\mathcal{R}(\lambda)$.

Preimage Sampling SampleD is a randomized algorithm which, on input a trapdoor $t$ and $y \in \mathcal{R}(\lambda)$, samples from the distribution $x \in \operatorname{Sample}(\lambda)$ conditioned on $f_{a}(x)=y$.

As the security of preimage sampleable trapdoor functions, we define onewayness, preimage min-entropy, and collision-resistance.

Definition 2.8 (One-wayness). A family $\left\{f_{a}: \mathcal{D}(\lambda) \rightarrow \mathcal{R}(\lambda)\right\}$ of trapdoor functions which is given by PSF $=($ TrapGen, Eval, Sample, SampleD) satisfies one-wayness if for any PPT algorithm A, the following advantage of A is negligible in $\lambda$ :

$$
\operatorname{Adv}_{\mathrm{PSF}, \mathrm{~A}}^{\text {one-wayness }}(\lambda):=\operatorname{Pr}\left[\begin{array}{c|c}
(a, t) \leftarrow \operatorname{TrapGen}\left(1^{\lambda}\right) ; \\
x^{\prime} \in f_{a}^{-1}(y) & x \leftarrow \operatorname{Sample}(\lambda) ; y \leftarrow \operatorname{Eval}(a, x) ; \\
x^{\prime} \leftarrow \mathrm{A}\left(1^{\lambda}, a, y\right)
\end{array}\right] .
$$

Definition 2.9 (Preimage Min-entropy). For every $y \in \mathcal{R}(\lambda)$, the conditional min-entropy of $x \leftarrow \operatorname{Sample}\left(1^{\lambda}\right)$ given $f_{a}(x)=y$ is at least $\omega\left(\log 1^{\lambda}\right)$.

Definition 2.10 (Collision-Resistance). A family $\left\{f_{a}: \mathcal{D}(\lambda) \rightarrow \mathcal{R}(\lambda)\right\}$ of trapdoor functions which is given by PSF $=$ (TrapGen, Eval, Sample, SampleD) satisfies collision-resistance if for any PPT algorithm A , the following advantage of A is negligible in $\lambda$ :

$$
\operatorname{Adv}_{\mathrm{PSF}, \mathrm{~A}}^{\mathrm{cr}}(\lambda):=\operatorname{Pr}\left[f_{a}(x)=f_{a}\left(x^{\prime}\right) \wedge x \neq x^{\prime} \left\lvert\, \begin{array}{c}
(a, t) \leftarrow \operatorname{TrapGen}\left(1^{\lambda}\right) ; \\
\left(x, x^{\prime}\right) \leftarrow \mathrm{A}\left(1^{\lambda}, a\right)
\end{array}\right.\right] .
$$

### 2.6 Encryption

In this section, we define the models and securities of public key encryption, key encapsulation mechanism, and data encapsulation mechanism. These schemes guarantee confidentiality.

### 2.6.1 Public Key Encryption

A public key encryption (PKE) scheme consists of three polynomial-time algorithms (KGen, Enc, Dec): For a security parameter $\lambda$, let $\mathcal{M}=\mathcal{M}(\lambda)$ be a message space.

Key Generation KGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$, outputs a public key pk and a secret key sk.

Encryption Enc is an algorithm which, on input a public key pk and a message $\mathrm{m} \in \mathcal{M}$, outputs a ciphertext ct.

Decryption Dec is a deterministic algorithm which, on input a secret key sk and a ciphertext ct, outputs a message $m \in \mathcal{M}$ or an invalid symbol $\perp$.

A PKE scheme (KGen, Enc, Dec) meets $\delta$-correctness if for all (pk, sk) $\leftarrow$ $\operatorname{KGen}\left(1^{\lambda}\right)$, and all $\mathrm{m} \in \mathcal{M}$, we have $\operatorname{Dec}(\mathrm{sk}, \mathrm{ct}) \neq \mathrm{m}$ with at most probability $\delta$, where $\mathrm{ct} \leftarrow \operatorname{Enc}(\mathrm{pk}, \mathrm{m})$. Then, it is required that PKE schemes meet $\delta$ correctness for a negligible $\delta$ in $\lambda$.

As security of PKE, we define the following.
Definition 2.11 (OW-CPA security). A PKE scheme PKE $=($ KGen, Enc, Dec $)$ meets OW-CPA security if for any PPT adversary A against PKE, the advantage $\operatorname{Adv} \operatorname{pkE}_{\mathrm{PK}, \mathrm{A}}^{\mathrm{ow}-\mathrm{caa}}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins] is an event that A wins in the following game:

Key Generation: A challenger generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)$.
Challenge: The challenger returns $\mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk}, \mathrm{m}^{*}\right)$, where $\mathrm{m}^{*}{ }^{U} \mathcal{M}$.
Output: A outputs $\mathrm{m}^{\prime} \in \mathcal{M}$. A wins if $\mathrm{m}^{*}=\mathrm{m}^{\prime}$.
Definition 2.12 (IND-CPA security). A PKE scheme PKE $=($ KGen, Enc, Dec) meets IND-CPA security if for any PPT adversary A against PKE, the advantage $\operatorname{Adv} \underset{\operatorname{PKE}, \mathrm{A}}{\mathrm{ind}-\text { cpa }}(\lambda):=\mid 2 \cdot \operatorname{Pr}[\mathrm{~A}$ wins $]-1 \mid$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is an event that A wins in the following game:

Key Generation: A challenger generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$.
Challenge: When A submits $\left(\mathrm{m}_{0}, \mathrm{~m}_{1}\right)$ such that $\left|\mathrm{m}_{0}\right|=\left|\mathrm{m}_{1}\right|$, the challenger returns ct $^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk}, \mathrm{m}_{b}\right)$, where $b \stackrel{U}{\leftarrow}\{0,1\}$.

Output: A outputs the guessing bit $b^{\prime} \in\{0,1\}$. A wins if $b=b^{\prime}$.
Definition 2.13 (IND-CCA security). A PKE scheme PKE $=($ KGen, Enc, Dec $)$ meets IND-CCA security if for any PPT algorithm A against PKE, the advantage $\operatorname{Adving}_{\operatorname{PK}, \mathrm{A}}^{\mathrm{in}}(\lambda):=\mid 2 \cdot \operatorname{Pr}[\mathrm{~A}$ wins $]-1 \mid$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is the event that A wins in the following game:

Key Generation: A challenger generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)$.
Queries 1: Given a ciphertext ct, a decryption oracle DEC returns Dec(sk, ct).
Challenge: When A submits $\left(\mathrm{m}_{0}, \mathrm{~m}_{1}\right)$ such that $\left|\mathrm{m}_{0}\right|=\left|\mathrm{m}_{1}\right|$, the challenger returns ct $^{*} \leftarrow \operatorname{Enc}\left(\mathrm{pk}, \mathrm{m}_{b}\right)$, where $b \stackrel{U}{\leftarrow}\{0,1\}$.
$E x p_{P K E, A}^{\text {real-so-cca }}$
$I \leftarrow \emptyset$ Exp ${ }_{\text {PKE, }}^{\text {ideal-so-cca }}$
$I \leftarrow \emptyset$
$(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)$
$\left(\mathcal{M}_{\mathrm{D}}, \mathrm{st}\right) \leftarrow \mathrm{A}_{0}(\mathrm{pk})$
$\left(\mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}\right) \leftarrow \mathcal{M}_{\mathrm{D}}$
$\left(r_{1}, \ldots, r_{n}\right) \leftarrow \mathcal{R}$
$\forall i \in[n], \mathrm{ct}_{i}=\operatorname{Enc}\left(\mathrm{pk}, \mathrm{m}_{i} ; r_{i}\right)$
out $\leftarrow \mathrm{A}_{1}^{\text {OPEN,DEC }}\left(\mathrm{st}^{\left.\text {, } \mathrm{ct}_{1}, \ldots, \mathrm{ct}_{n}\right) \quad \text { out } \leftarrow \mathrm{S}_{1}^{\text {OPEN }}\left(\mathrm{st},\left|\mathrm{m}_{1}\right|, \ldots,\left|\mathrm{m}_{n}\right|\right)}\right.$
return $R\left(\mathcal{M}_{\mathcal{D}}, \mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}, I\right.$, out $) \quad$ return $R\left(\mathcal{M}_{\mathcal{D}}, \mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}, I\right.$, out $)$
OPEN $(i)$
$I \leftarrow I \cup\{i\}$
return $\left(\mathrm{m}_{i}, r_{i}\right)$
DEC(ct)
if $\mathrm{ct} \in\left\{\mathrm{ct}_{i}\right\}_{i \in[n]}$, return $\perp$
$\mathrm{m} \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct})$
return $\mathrm{m} \in \mathcal{M} \cup\{\perp\}$

$$
\left(\mathcal{M}_{\mathrm{D}}, \mathrm{st}\right) \leftarrow \mathrm{S}_{0}\left(1^{\lambda}\right)
$$

$$
\left(\mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}\right) \leftarrow \mathcal{M}_{\mathrm{D}}
$$

OPEN $(i)$
$I \leftarrow I \cup\{i\}$
return $\mathrm{m}_{i}$

Figure 2.1: Experiments in Real-SIM-SO-CCA and Ideal-SIM-SO-CCA Games

Queries 2: Given a ciphertext ct, a decryption oracle DEC returns Dec(sk, ct). A is not allowed to issue ct*.

Output: A outputs the guessing bit $b^{\prime} \in\{0,1\}$. A wins if $b=b^{\prime}$.
Definition 2.14 (SIM-SO-CCA security). A PKE scheme $\mathrm{PKE}=(\mathrm{KGen}$, Enc, Dec) meets SIM-SO-CCA security if for any PPT algorithms $\mathrm{A}=\left(\mathrm{A}_{0}, \mathrm{~A}_{1}\right), \mathrm{S}=$ $\left(\mathrm{S}_{0}, \mathrm{~S}_{1}\right)$ and any relation $R$, the advantage $\operatorname{Adv} \operatorname{sime}, \mathrm{A}, \mathrm{S}, R(\lambda)$ is negligible in $\lambda$. $\operatorname{Adv}_{\mathrm{PKE}, \mathrm{A}, \mathrm{S}, R}^{\mathrm{sim}-\mathrm{co}}(\lambda)$ is defined as follow:

$$
\operatorname{Adv}_{\mathrm{PKE}, \mathrm{~A}, \mathrm{~S}, R}^{\text {sim-so-cca }}(\lambda):=\left|\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}, \mathrm{~A}}^{\text {real-cca }} \rightarrow 1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}, \mathrm{~S}}^{\text {ideal-so-cca }} \rightarrow 1\right]\right|,
$$

where the two experiments $\operatorname{Exp}_{\mathrm{PKE}, \mathrm{A}}^{\text {real-so-cca }}$ and $\operatorname{Exp}_{\mathrm{PKE}, \mathrm{S}}^{\text {ideal-cca }}$ are defined in Figure 2.1.

### 2.6.2 Key Encapsulation Mechanism

A key encapsulation mechanism (KEM) scheme consists of three polynomialtime algorithms (KGen, Encap, Decap): For a security parameter $\lambda$, let $\mathcal{K}=$ $\mathcal{K}(\lambda)$ be a key space.

Key Generation KGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$, outputs a public key pk and a secret key sk.

Encapsulation Encap is an algorithm which, on input a public key pk, outputs a ciphertext ct and a key $\mathrm{k} \in \mathcal{K}$.

Decapsulation Decap is a deterministic algorithm which, on input a secret key sk and a ciphertext ct, outputs a key $k \in \mathcal{K}$ or an invalid symbol $\perp$.

A KEM scheme (KGen, Encap, Decap) meets $\delta$-correctness if for all (pk, sk) $\leftarrow$ $\operatorname{KGen}\left(1^{\lambda}\right)$, we have Decap $(\mathrm{sk}, \mathrm{ct}) \neq \mathrm{k}$ with at most probability $\delta$, where $(\mathrm{ct}, \mathrm{k}) \leftarrow$ Encap(pk). It is required that KEM schemes meet $\delta$-correctness with a negligible function $\delta$ for $\lambda$.

As a security of KEM schemes, we define IND-CCA security.
Definition 2.15 (IND-CCA security). A KEM scheme KEM = (KGen, Encap, Decap) meets IND-CCA security if for any PPT adversary A against KEM, the advantage $\operatorname{Adv} \operatorname{ivem}_{\mathrm{K}, \mathrm{A}}^{\mathrm{ind}}(\lambda):=\mid 2 \cdot \operatorname{Pr}[\mathrm{~A}$ wins $]-1 \mid$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is the event that A wins in the following game:
Setup: A challenger generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$ and sends pk to A .
Oracle Access: A is allowed to access the following oracles:

- Challenge(): Given a challenge request, the challenger computes $\left(\mathrm{ct}^{*}, \mathrm{k}_{0}\right) \leftarrow \operatorname{Encap}(\mathrm{pk})$ and chooses $\mathrm{k}_{1} \in \mathcal{K}$ uniformly at random. It returns (ct*, $\mathrm{k}_{b}$ ), where $b \stackrel{U}{\leftarrow}\{0,1\}$.
- DEC(ct): Given a ciphertext query ct, a decapsulation oracle DEC(ct) returns $\mathrm{k}^{\prime} \leftarrow \operatorname{Decap}(\mathrm{sk}, \mathrm{ct}) \in \mathcal{K} \cup\{\perp\}$. A is not allowed to submit ct* to DEC( $\cdot$ ).

Output: A outputs the guessing bit $b^{\prime} \in\{0,1\}$. A wins if $b=b^{\prime}$.

### 2.6.3 Data Encapsulation Mechanism

A data encapsulation mechanism (DEM) scheme consists of two polynomialtime algorithms (Enc, Dec) with a key space $\mathcal{K}=\mathcal{K}(\lambda)$ and a message space $\mathcal{M}=\mathcal{M}(\lambda)$ for a security parameter $\lambda$.

Encryption Enc is an algorithm which, on input a secret key $\mathrm{k} \in \mathcal{K}$ and a message $m \in \mathcal{M}$, outputs a ciphertext ct.

Decryption Dec is a deterministic algorithm which, on input a secret key $\mathrm{k} \in \mathcal{K}$, a ciphertext ct , outputs a message $\mathrm{m} \in \mathcal{M}$ or an invalid symbol $\perp$.

We require that DEM schemes meet correctness as follows: A DEM scheme (Enc, Dec) meets correctness if for any $k \in \mathcal{K}$ and any $m \in \mathcal{M}$, it holds that $m=\operatorname{Dec}(k, c t)$, where $c t \leftarrow \operatorname{Enc}(k, m)$.

As security of DEM, we define indistinguishability against one-time attacks (IND-OT security), one-time integrity of chosen ciphertext attacks (OT-INT-CTXT security [17]), and simulatability [61].

Definition 2.16 (IND-OT security). A DEM scheme DEM $=($ Enc, Dec) with a key space $\mathcal{K}$ meets IND-OT security if for any PPT adversary A against DEM , the advantage $\operatorname{Adv}_{\mathrm{DEM}, \mathrm{A}}^{\text {ind-ot }}(\lambda):=\mid \operatorname{Pr}[\mathrm{A}$ wins $]-1 / 2 \mid$ is negligible in $\lambda$, where [ A wins] is the event that A wins in the following game.

Setup: $A$ challenger chooses $\mathrm{k} \in \mathcal{K}$ uniformly at random.
Challenge: When A submits $\left(\mathrm{m}_{0}, \mathrm{~m}_{1}\right)$ such that $\left|\mathrm{m}_{0}\right|=\left|\mathrm{m}_{1}\right|$, the challenger chooses $b \in\{0,1\}$ uniformly at random and returns $\mathrm{ct}^{*} \leftarrow \operatorname{Enc}\left(\mathrm{k}, \mathrm{m}_{b}\right)$.

Output: A outputs $b^{\prime} \in\{0,1\}$. A wins if $b=b^{\prime}$.
Definition 2.17 (OT-INT-CTXT security). A DEM scheme DEM $=($ Enc, Dec) with a key space $\mathcal{K}$ meets OT-INT-CTXT security if for any PPT adversary A against DEM, the advantage $\operatorname{Adv}_{\mathrm{DEM}, \mathrm{A}}^{\text {int-ctxt }}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins] is the event that A wins in the following game:

Setup: A challenger chooses a key $\mathrm{k} \in \mathcal{K}$ uniformly at random, and sets $\operatorname{win} \leftarrow 0$ and $L_{\mathrm{ct}} \leftarrow \emptyset$.

Oracle Access: A is allowed to access the following oracles:

- $\operatorname{ENC}(\mathrm{m})$ : If $L_{\mathrm{ct}} \neq \emptyset$, an encryption oracle $\operatorname{ENC}(\mathrm{m})$ returns $\perp$. Otherwise, it returns $\mathrm{ct} \leftarrow \operatorname{Enc}(\mathrm{k}, \mathrm{m})$, and sets $L_{\mathrm{ct}} \leftarrow L_{\mathrm{ct}} \cup\{\mathrm{ct}\}$.
- VRFY(ct): Given a ciphertext query ct, a verification oracle VRFY(ct) runs $\mathrm{m}^{\prime} \leftarrow \operatorname{Dec}(\mathrm{k}, \mathrm{m})$. If $\mathrm{m}^{\prime} \neq \perp$ and $\mathrm{ct} \notin L_{\mathrm{ct}}$, it sets win $\leftarrow 1$. It returns 1 if $\mathrm{m}^{\prime} \neq \perp$, and returns 0 otherwise.

Final: A wins if win $=1$.
Furthermore, in order to define simulatability, we regard DEM as block cipher-based DEM which uses a block cipher as a black-box. In addition, we view the key space $\mathcal{K}$ of DEM schemes as a product set $\mathcal{K}=\mathcal{K}^{\prime} \times \mathcal{K}^{\prime \prime}$, where $\mathcal{K}^{\prime}$ is the key space of a block cipher, and $\mathcal{K}^{\prime \prime}$ is the key space of encryption using a block cipher as a black-box.

To define simulatable DEM, oracle DEM and permutation-driven DEM are defined following [61].

Definition 2.18 (Oracle DEM). A DEM scheme (O.Enc ${ }^{\pi}$, O.Dec ${ }^{\pi}$ ) with a key space $\mathcal{K}$ and a message space $\mathcal{M}$ is an oracle $D E M$ scheme for a domain $\mathcal{X}$ if (O.Enc, O.DEM) has access to a permutation $\pi$ on $\mathcal{D}$, and if for all permutations $\pi: \mathcal{X} \rightarrow \mathcal{X}$, all $\mathrm{k} \in \mathcal{K}$, and all $\mathrm{m} \in \mathcal{M}$, it holds that $\mathrm{m}=\operatorname{Dec}^{\pi}(\mathrm{k}, \mathrm{ct})$, where $\mathrm{ct} \leftarrow \mathrm{Enc}^{\pi}(\mathrm{k}, \mathrm{m})$, as the correctness of the DEM (O.Enc ${ }^{\pi}$, O.Dec $\left.{ }^{\pi}\right)$.

Definition 2.19 (Permutation-Driven DEM). A DEM scheme DEM $=($ Enc, Dec) with a key space $\mathcal{K}=\mathcal{K}^{\prime} \times \mathcal{K}^{\prime \prime}$ and a message space $\mathcal{M}$ is a $(\mathcal{K} \times \mathcal{X})$-permutationdriven DEM if the following conditions hold:

- DEM is an oracle DEM (O.Enc ${ }^{\pi}$, $\left.\mathrm{O} . \mathrm{Dec}^{\pi}\right)$ for a domain $\mathcal{X}$ with a block cipher $\left\{E_{\mathrm{k}^{\prime}}: \mathcal{X} \rightarrow \mathcal{X}\right\}_{\mathrm{k}^{\prime} \in \mathcal{K}^{\prime}}$ as the permutation $\pi$ over $\mathcal{X}$.
- For any key $\left(\mathrm{k}^{\prime}, \mathrm{k}^{\prime \prime}\right) \in \mathcal{K}$, any message $\mathrm{m} \in \mathcal{M}$, and any ciphertexts ct , it holds that $\operatorname{Enc}\left(\left(\mathrm{k}^{\prime}, \mathrm{k}^{\prime \prime}\right), \mathrm{m}\right)=0 . \operatorname{Enc}^{E^{\prime}}\left(\mathrm{k}^{\prime \prime}, \mathrm{m}\right)$ and $\operatorname{Dec}\left(\left(\mathrm{k}^{\prime}, \mathrm{k}^{\prime \prime}\right), \mathrm{ct}\right)=$ O. $\operatorname{Dec}^{E_{k^{\prime}}}\left(\mathrm{k}^{\prime \prime}, \mathrm{ct}\right)$.

Then, the simulatability of oracle DEM [61] is defined as follows.
Definition 2.20 (Simulatability of Oracle DEM). Let DEM $=($ Enc, Dec) with a key space $\mathcal{K}=\mathcal{K}^{\prime} \times \mathcal{K}^{\prime \prime}$ and a message space $\mathcal{M}$ be an oracle DEM scheme for a domain $\mathcal{X}$. And, we assume that DEM has the following algorithms Fake and Make:

- Fake: A randomized algorithm which, given a key $\mathrm{k}^{\prime \prime} \in \mathcal{K}^{\prime \prime}$ and the bitlength $|\mathrm{m}|$ of messages, outputs a ciphertext ct and a state st.
- Make: A randomized algorithm which, given a state st and a message $\mathrm{m} \in \mathcal{M}$, outputs a relation $\tilde{\pi} \in \mathcal{X} \times \mathcal{X}$ which has functions $\tilde{\pi}^{+}: \mathcal{X} \rightarrow \mathcal{X}$ and $\tilde{\pi}^{-}: \mathcal{X} \rightarrow \mathcal{X}$ such that if $(\alpha, \beta) \in \tilde{\pi}, \alpha=\tilde{\pi}^{+}(\beta)$ and $\beta=\tilde{\pi}^{-}(\alpha)$ hold.

The oracle DEM scheme DEM meets $\epsilon$-simulatablility if for all $\mathrm{k}=\left(\mathrm{k}^{\prime}, \mathrm{k}^{\prime \prime}\right) \in$ $\mathcal{K}$, all $\mathrm{m} \in \mathcal{M}$, and the set $\Pi_{\mathrm{k}^{\prime \prime}}^{\mathrm{m}}:=\left\{\tilde{\pi} \mid(\mathrm{ct}, \mathrm{st}) \leftarrow\right.$ Fake $\left(\mathrm{k}^{\prime \prime},|\mathrm{m}|\right) ; \tilde{\pi} \leftarrow$ Make $\left.(\mathrm{st}, \mathrm{m})\right\}$, the following conditions hold:

- The set $\Pi_{\mathbf{k}^{\prime \prime}}^{m}$ can be extended to a set of uniformly distributed permutations on $\mathcal{X}$.
- For any permutation $\pi$ extended $\Pi_{\mathrm{k}^{\prime \prime}}^{m}$, it holds that $\operatorname{Pr}\left[\mathrm{ct} \neq 0 . \operatorname{Enc}^{\pi}\left(\mathrm{k}^{\prime \prime}, \mathrm{m}\right)\right] \leq$ $\epsilon$, where ct $\leftarrow \operatorname{Fake}\left(\mathrm{k}^{\prime \prime},|\mathrm{m}|\right)$.
- The time-complexity of algorithms Fake( $\left.\mathrm{k}^{\prime},|\mathrm{m}|\right)$ and Make(st, m$)$ does not exceed the time-complexity of algorithm $\operatorname{Enc}(\mathrm{k}, \mathrm{m})$ without counting that of oracles which is accessed by $\operatorname{Enc}(\cdot)$.


### 2.7 Authentication

Authentication schemes achieve integrity. We define the models and securities of authentication schemes such as digital signatures, identification schemes, and message authentication codes.

### 2.7.1 Digital Signature

A digital signature consists of the following three polynomial-time algorithms (KGen,Sign,Vrfy): For a security parameter $\lambda$, let $\mathcal{M}=\mathcal{M}(\lambda)$ be a message space.

Key Generation KGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$, outputs a public key pk and a secret key sk.

Signing Sign is a randomized or deterministic algorithm which, on input a secret key sk and a message $\mathrm{m} \in \mathcal{M}$, outputs a signature $\sigma$.

Verification Vrfy is a deterministic algorithm which, on input a public key pk , a message $\mathrm{m} \in \mathcal{M}$, and a signature $\sigma$, outputs 1 or 0 .

It is required that digital signatures meet correctness as follows: For all (pk, sk) $\leftarrow \operatorname{KGen}\left(1^{\lambda}\right)$ and all $m \in \mathcal{M}$, we have $\operatorname{Vrfy}(\mathrm{pk}, \mathrm{m}, \sigma)=1$, where $\operatorname{Sign} \leftarrow$ Sign(sk, m).

As a security of digital signatures, existential unforgeability against chosen message attacks (EUF-CMA security) and strong unforgeability against chosen message attacks (sUF-CMA security) are defined as follows:

Definition 2.21 (EUF-CMA security). A digital signature scheme $\mathrm{DS}=(\mathrm{KGen}$, Sign,Vrfy) meets EUF-CMA security if for any PPT adversary A against DS, the advantage $\operatorname{Adv}$ DS $, \mathrm{A}-\mathrm{cma}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is the event that A wins the following game:

Setup: A challenger generates a key pair $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$ and sets $L_{\mathrm{Sign}} \leftarrow$ $\emptyset$.

Oracle Access: A is allowed to access the following oracle:

- $\operatorname{SIGN}(\mathrm{m}):$ Given a message query $\mathrm{m} \in \mathcal{M}$, it returns $\sigma \leftarrow \operatorname{Sign}(\mathrm{sk}, \mathrm{m})$ and sets $L_{\mathrm{sign}} \leftarrow L_{\mathrm{sign}} \cup\{\mathrm{m}\}$.

Output: A outputs $\left(\mathrm{m}^{*}, \sigma^{*}\right)$. A wins if $\operatorname{Vrfy}\left(\mathrm{pk}, \mathrm{m}^{*}, \sigma^{*}\right)=1$ and $\mathrm{m}^{*} \notin L_{\mathrm{Sign}}$.
Definition 2.22 (sUF-CMA security). A digital signature scheme $\mathrm{DS}=(\mathrm{KGen}$, Sign, Vrfy) meets sUF-CMA security if for any PPT adversary A against DS, the advantage $\operatorname{Adv} v_{D S}^{\text {suf-cma }}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is the event that A wins the following game:

Setup: A challenger generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$ and sets $L_{\mathrm{Sign}} \leftarrow \emptyset$.
Oracle Access: A is allowed to access the following oracle:

- $\operatorname{SIGN}(\mathrm{m}):$ Given a message query $\mathrm{m} \in \mathcal{M}$, it returns $\sigma \leftarrow \operatorname{Sign}(\mathrm{sk}, \mathrm{m})$ and sets $L_{\mathrm{Sign}} \leftarrow L_{\mathrm{Sign}} \cup\{(\mathrm{m}, \sigma)\}$.

Output: A outputs $\left(\mathrm{m}^{*}, \sigma^{*}\right)$. A wins if $\mathrm{Vrfy}\left(\mathrm{pk}, \mathrm{m}^{*}, \sigma^{*}\right)=1$ and $\left(\mathrm{m}^{*}, \sigma^{*}\right) \notin$ $L_{\text {Sign }}$.

### 2.7.2 Identification Scheme

An identification scheme consists of the following four polynomial-time algorithms (KGen, P, $\mathcal{C}, \mathrm{V}$ ):

Key Generation KGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$, outputs a public key pk and a secret key sk.

Prover $\mathrm{P}=\left(\mathrm{P}_{1}, \mathrm{P}_{2}\right)$ is split into the following two polynomial-time algorithms $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ :

- $\mathrm{P}_{1}$ is a randomized algorithm which, on input a secret key sk, outputs a commitment $\mathrm{W} \in \mathcal{W}$ and a state st.
- $P_{2}$ is a randomized algorithm which, on input a secret key sk, a commitment $\mathrm{W} \in \mathcal{W}$, a challenge $\mathrm{c} \in \mathcal{C}$, and a state st, outputs a response $Z \in \mathcal{Z}$.

Verifier V is a deterministic algorithm which, on input a public key pk, a commitment $\mathrm{W} \in \mathcal{W}$, a challenge $\mathrm{c} \in \mathcal{C}$, and a response $\mathrm{Z} \in \mathcal{Z}$, outputs 1 or 0 .

We define the transcript oracle Trans ${ }^{i d s}($ sk) of identification schemes by following [1]. Namely, given a secret key sk, it returns a transcript (W, c, Z) $\in$ $\mathcal{W} \times \mathcal{C} \times \mathcal{Z} \cup\{(\perp, \perp, \perp)\}$. It computes a transcript by using a real interaction between a prover P and a verifier $\mathcal{C}$, and returns $(\perp, \perp, \perp)$ if $Z=\perp$. Concretely, Trans ${ }^{i d s}(\mathbf{s k})$ does the following:

1. $(\mathrm{W}, \mathrm{st}) \leftarrow \mathrm{P}_{1}(\mathrm{sk})$.
2. $\mathrm{c} \stackrel{\cup}{\leftarrow} \mathcal{C}$.
3. $\mathrm{Z} \leftarrow \mathrm{P}_{2}(\mathrm{sk}, \mathrm{W}, \mathrm{c}, \mathrm{st})$.
4. If $Z=\perp$, return $(\perp, \perp, \perp)$.
5. Return (W, c, Z).

An identification scheme meets $\delta$-correctness if for all ( $\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$, the following holds:

- For all $(c, s t) \leftarrow P_{1}($ sk $)$, all $c \in \mathcal{C}$, and all $Z \leftarrow P_{2}($ sk, $W, c, s t)$ such that $\mathrm{Z} \neq \perp$, we have $1 \leftarrow \mathrm{~V}(\mathrm{pk}, \mathrm{W}, \mathrm{c}, \mathrm{Z})$.
- We have $\operatorname{Pr}\left[\mathrm{Z}=\perp \mid(\mathrm{W}, \mathrm{c}, \mathrm{Z}) \leftarrow \operatorname{Trans}^{i d s}(\mathrm{sk})\right] \leq \delta$.

As properties of identification schemes, we define the following.

Definition 2.23 (Commitment-Recoverable). An identification scheme IDS = (KGen, $\mathrm{P}, \mathcal{C}, \mathrm{V}$ ) is commitment-recoverable if for any ( $\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$, any $\mathrm{c} \in \mathcal{C}$, and any $\mathrm{Z} \in \mathcal{Z}$, there exists a unique $\mathrm{W} \in \mathcal{W}$ such that $\mathrm{V}(\mathrm{pk}, \mathrm{W}, \mathrm{c}, \mathrm{Z})=$ 1. This unique W can be publicly computed using a polynomial-time algorithm Rec which, on input $\mathrm{pk}, \mathrm{c} \in \mathcal{C}$, and $\mathrm{Z} \in \mathcal{Z}$, outputs the unique $\mathrm{W} \in \mathcal{W}$.

Definition 2.24 (Non-Abort Honest-Verifier Zero-Knowledge). An identification scheme IDS $=(\mathrm{KGen}, \mathrm{P}, \mathcal{C}, \mathrm{V})$ meets $\varepsilon_{\mathrm{zk}}$-perfect naHVZK if there exists a PPT algorithm S which, on input a public key pk , outputs a transcript ( $\mathrm{W}, \mathrm{c}, \mathrm{Z}$ ) such that

- The difference between distributions of $(\mathrm{W}, \mathrm{c}, \mathrm{Z}) \leftarrow \mathrm{S}(\mathrm{pk})$ and $\left(\mathrm{W}^{\prime}, \mathrm{c}^{\prime}, \mathrm{Z}^{\prime}\right) \leftarrow$ Trans(sk) is at most $\varepsilon_{\mathrm{zk}}$.
- The distribution of c from $(\mathrm{W}, \mathrm{c}, \mathrm{Z}) \leftarrow \mathrm{S}(\mathrm{pk})$ with $\mathrm{c} \neq \perp$ is uniformly random in $\mathcal{C}$

Definition 2.25 (Min-Entropy). If the most likely value of random variables W chosen from a distribution $D$ occurs with probability $2^{-\alpha}$ for a random value W , we write min-entropy $(\mathrm{W} \mid \mathrm{W} \leftarrow D)=\alpha$. An identification scheme IDS $=(\mathrm{KGen}, \mathrm{P}, \mathcal{C}, \mathrm{V})$ meets $\alpha$ bits min-entropy if for all $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$, it holds that $\operatorname{Pr}\left[\right.$ min-entropy $\left.\left(\mathrm{W} \mid(\mathrm{W}, \mathrm{st}) \leftarrow \mathrm{P}_{1}(\mathrm{sk})\right) \geq \alpha\right] \geq 1-2^{-\alpha}$.

Definition 2.26 (Computational Unique Response (CUR)). An identification scheme $\mathrm{IDS}=(\mathrm{KGen}, \mathrm{P}, \mathcal{C}, \mathrm{V})$ meets CUR property if for any PPT adversary against A , the advantage $\operatorname{Adv}_{\text {IDS }, \mathrm{A}}^{\mathrm{cur}}(\lambda)$ is negligible in $\lambda$, where $\operatorname{Adv}_{\text {IDS }, \mathrm{A}}^{\text {cur }}(\lambda)$ is defined as follows:

$$
\operatorname{Adv}_{\mathrm{IDS}, \mathrm{~A}}^{\mathrm{cur}}(\lambda):=\operatorname{Pr}\left[\begin{array}{l|l}
\mathrm{V}(\mathrm{pk}, \mathrm{~W}, \mathrm{c}, \mathrm{Z})=1 \wedge \\
\mathrm{~V}\left(\mathrm{pk}, \mathrm{~W}, \mathrm{c}, \mathrm{Z}^{\prime}\right)=1 \wedge & (\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}(\lambda) ; \\
\mathrm{Z} \neq \mathrm{Z}^{\prime} & \left(\mathrm{W}, \mathrm{c}, \mathrm{Z}, \mathrm{Z}^{\prime}\right) \leftarrow \mathrm{A}(\mathrm{pk})
\end{array}\right]
$$

In addition, we define lossy identification scheme which was introduced by Abdalla et al. in [1]. An identification scheme IDS $=(\mathrm{KGen}, \mathrm{P}, \mathcal{C}, \mathrm{V})$ is a lossy identification scheme if there exists a PPT algorithm LossyKGen which, on input a security parameter $1^{\lambda}$, outputs a public key $\mathrm{pk}_{\mathrm{ls}}$. In this thesis, we refer to LIDS $=($ KGen, LossyKGen, $\mathrm{P}, \mathcal{C}, \mathrm{V})$ as a lossy identification scheme.

Then, two security notions of lossy identification schemes are defined as follows:

Definition 2.27 (Key-Indistinguishability). A lossy identification scheme LIDS = (KGen, LossyKGen, $\mathrm{P}, \mathcal{C}, \mathrm{V}$ ) meets key-indistinguishability if for any PPT adversary A against LIDS, the advantage $\operatorname{Adv}_{\mathrm{LD}, \mathrm{A}}^{\mathrm{key}-\mathrm{A}}(\lambda)$ is negligible in $\lambda$, where $\operatorname{Adv} \mathrm{LIDS}_{\mathrm{A}, \mathrm{A}}^{\mathrm{key}-\mathrm{ind}}(\lambda)$ is defined as follows:

$$
\begin{aligned}
\operatorname{Adv}_{\text {LIDS }, \mathrm{A}}^{\mathrm{key}-\mathrm{ind}}(\lambda):= & \operatorname{Pr}\left[\mathrm{A}(\mathrm{pk}) \rightarrow 1 \mid(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)\right] \\
& -\operatorname{Pr}\left[\mathrm{A}\left(\mathrm{pk}_{\mathrm{ls}}\right) \rightarrow 1 \mid \mathrm{pk}_{\mathrm{ls}} \leftarrow \operatorname{LossyKGen}\left(1^{\lambda}\right)\right] \mid .
\end{aligned}
$$

Definition 2.28 (Lossy-Soundness). A lossy identification scheme LIDS $=$ (KGen, LossyKGen, $\mathrm{P}, \mathcal{C}, \mathrm{V}$ ) meets $\varepsilon_{\mathrm{Is}}$-lossy-soundness if for any PPT adversary A against LIDS, $\operatorname{Pr}\left[\operatorname{Exp}_{\text {LIDS }, \mathrm{A}}^{\text {lossy-imp }} \rightarrow 1\right] \leq \varepsilon_{\text {Is }}$ holds, where the experiment $\operatorname{Exp}$ LIDS, A is defined as follows:

Step 1. $\mathrm{pk}_{\mathrm{ls}} \leftarrow \operatorname{LossyKGen}\left(1^{\lambda}\right)$
Step 2. $\left(\mathrm{W}^{*}, \mathrm{st}\right) \leftarrow \mathrm{A}\left(\mathrm{pk}_{\mathrm{ls}}\right), \mathrm{c} \stackrel{U}{\leftarrow}, \mathrm{Z}^{*} \leftarrow \mathrm{~A}(\mathrm{st}, \mathrm{c})$.
Step 3. Return $\mathrm{V}\left(\mathrm{pk}_{\mathrm{l}}, \mathrm{W}^{*}, \mathrm{c}, \mathrm{Z}^{*}\right)$.

### 2.7.3 Message Authentication Code

A message authentication code (MAC) consists of two polynomial time algorithms (Tag, Vrfy) with a key space $\mathcal{K}=\mathcal{K}(\lambda)$ and a message space $\mathcal{M}=\mathcal{M}(\lambda)$ for a security parameter $\lambda$.

Tagging Tag is an algorithm which, on input a secret key $k \in \mathcal{K}$ and a message $\mathrm{m} \in \mathcal{M}$, outputs a tag t .

Verification Vrfy is a deterministic algorithm which, on input a secret key $\mathrm{k} \in \mathcal{K}$, a message m , and a tag t , outputs 1 or 0 .

It is required that MAC schemes meet correctness as follows: A MAC scheme $\mathrm{MAC}=(\mathrm{Tag}, \mathrm{Vrfy})$ with a key space $\mathcal{K}$ and a message space $\mathcal{M}$ meets correctness if for all $k \in \mathcal{K}$ and all $m \in \mathcal{M}$, we have $\operatorname{Vrfy}(k, m, t)=1$, where $\mathrm{t} \leftarrow \operatorname{Tag}(\mathrm{k}, \mathrm{m})$.

Strong unforgeability against one-time chosen message attacks (sUF-OT-CMA security) of MACs is defined as follows.

Definition 2.29 (sUF-OT-CMA security). A MAC scheme MAC = (Tag, Vrfy) with a key space $\mathcal{K}$ meets sUF-OT-CMA security if for any PPT adversary A against MAC , the advantage $\mathrm{Adv}_{\mathrm{MAC}, \mathrm{A}}^{\text {suf-cma }}:=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where [A wins] is the event that A wins in the following game:

Setup: A challenger chooses a key $\mathrm{k} \in \mathcal{K}$ uniformly at random and sets $L_{\mathrm{t}} \leftarrow$ $\emptyset$ and $\mathrm{win} \leftarrow 0$.

Oracle Access: A is allowed to access the following oracles:

- TAG(m): If $L_{\mathrm{t}} \neq \emptyset$, a tagging oracle $\mathrm{TAG}(\mathrm{m})$ returns $\perp$. Otherwise, it returns $\mathrm{t} \leftarrow \operatorname{Tag}(\mathrm{k}, \mathrm{m})$ and sets $L_{\mathrm{t}} \leftarrow L_{\mathrm{t}} \cup\{(\mathrm{m}, \mathrm{t})\}$.
- $\operatorname{VRFY}(\mathrm{m}, \mathrm{t})$ : Given a message and a tag $(\mathrm{m}, \mathrm{t})$, a verification oracle $\operatorname{VRFY}(\mathrm{m}, \mathrm{t})$ returns $b \leftarrow \operatorname{Vrfy}(\mathrm{k}, \mathrm{m}, \mathrm{t})$. If $b=1$ and $(\mathrm{m}, \mathrm{t}) \notin L_{\mathrm{t}}$, it sets win $\leftarrow 1$.

Final: A wins if win $=1$.

### 2.8 Encryption and Authentication

We defined signcryption which is cryptography with both functionalities of PKE and DSs.

A signcryption scheme consists of five polynomial-time algorithms (Setup, $\left.\mathrm{KGen}_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}\right)$ : For a security parameter $\lambda$, let $\mathcal{M}=\mathcal{M}(\lambda)$ be a message space.

Setup Setup is an algorithm which, on input a security parameter $1^{\lambda}$, outputs a public parameter pp.

Receiver's Key Generation $\mathrm{KGen}_{R}$ is a randomized algorithm which, on input a public parameter pp , outputs a receiver's public key $\mathrm{pk}_{R}$ and a receiver's secret key $\mathrm{sk}_{R}$.

Sender's Key Generation $\mathrm{KGen}_{S}$ is a randomized algorithm which, on input a public parameter pp , outputs a sender's public key $\mathrm{pk}_{S}$ and a sender's secret key sk ${ }_{S}$.

Signcryption SC is an algorithm which, on input a public parameter pp, a receiver's public key $\mathrm{pk}_{R}$, a sender's secret key $\mathrm{sk}_{S}$, and a message $\mathrm{m} \in \mathcal{M}$, outputs a ciphertext ct.

Unsigncryption USC is a deterministic algorithm which, on input a public parameter pp , a sender's public key $\mathrm{pk}_{S}$, a receiver's secret key $\mathrm{sk}_{R}$, and a ciphertext ct, outputs a message $\mathrm{m} \in \mathcal{M}$ or an invalid symbol $\perp$.

We require that signcryption schemes meet correctness: A signcryption scheme (Setup, KGen ${ }_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}$ ) meets correctness if for all $\mathrm{pp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$, all $\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}\right) \leftarrow \mathrm{KGen}_{R}(\mathrm{pp})$, all $\left(\mathrm{pk}_{S}, \mathrm{sk}_{S}\right) \leftarrow \mathrm{KGen}_{S}(\mathrm{pp})$, and all $\mathrm{m} \in \mathcal{M}$, we have $\mathrm{m}=\mathrm{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}, \mathrm{ct}\right)$ with overwhelming probability, where $\mathrm{ct} \leftarrow$ $\mathrm{SC}\left(\mathrm{pp}, \mathrm{pk}_{R}, \mathrm{sk}_{S}, \mathrm{~m}\right)$.

Definition 2.30 (MU-IND-iCCA security). A signcryption scheme SCS $=$ (Setup, $\mathrm{KGen}_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}$ ) meets MU-IND-iCCA security if for any PPT adversary A , the advantage $\operatorname{Adv}_{\mathrm{SCS}, \mathrm{A}}^{\mathrm{mu}-\text { ind }-\mathrm{ica}}(\lambda):=\mid \operatorname{Pr}[\mathrm{A}$ wins $]-1 / 2 \mid$ is negligible in $\lambda$, where $[\mathrm{A}$ wins] is the event that A wins in the following game.

Setup: A challenger generates $\mathrm{pp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$ and $\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}\right) \leftarrow \operatorname{Setup}_{R}(\mathrm{pp})$, and sends $\left(\mathrm{pp}, \mathrm{pk}_{R}\right)$ to A .

Queries 1: Given a sender's public key and a ciphertext ( $\mathrm{pk}_{S}$, ct ), the unsigncrypt oracle $\mathrm{USC}^{\mathrm{O}}$ returns $\mathrm{m} / \perp \leftarrow \mathrm{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}, \mathrm{ct}\right)$.

Challenge: When A submits $\left(\mathrm{m}_{0}, \mathrm{~m}_{1}, \mathrm{pk}_{S}^{*}\right.$, $\left.\mathrm{sk}_{S}^{*}\right)$ such that $\left|\mathrm{m}_{0}\right|=\left|\mathrm{m}_{1}\right|$, the challenger chooses $b \in\{0,1\}$ uniformly at random and returns a challenge ciphertext $\mathrm{ct}^{*} \leftarrow \mathrm{SC}\left(\mathrm{pp}, \mathrm{pk}_{R}, \mathrm{sk}_{S}^{*}, \mathrm{~m}_{b}\right)$,

Queries 2: Given a sender's public key and a ciphertext ( $\mathrm{pk}_{S}, \mathrm{ct}$ ), USC ${ }^{\mathrm{O}}$ returns $\mathrm{m} / \perp \leftarrow \mathrm{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}, \mathrm{ct}\right)$. A is not allowed to issue a query $\left(\mathrm{pk}_{S}, \mathrm{ct}\right)$ such that $\left(\mathrm{pk}_{S}, \mathrm{ct}\right)=\left(\mathrm{pk}_{S}^{*}, \mathrm{ct}^{*}\right)$

Output: A outputs the guessing bit $b^{\prime} \in\{0,1\}$. A wins if $b=b^{\prime}$.
Definition 2.31 (MU-sUF-iCMA security). A signcryption scheme $\mathrm{SCS}=$ (Setup, $\mathrm{KGen}_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}$ ) meets MU-sUF-iCMA security if for any PPT adversary A , the advantage $\operatorname{Adv}_{\mathrm{SCS}, \mathrm{A}}^{\mathrm{mm}-\mathrm{ima}}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is the event that A wins in the following game.

Setup: A challenger generates $\mathrm{pp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right)$ and $\left(\mathrm{pk}_{S}, \mathrm{sk}_{S}\right) \leftarrow \mathrm{KGen}_{S}(\mathrm{pp})$, and sets $L_{\mathrm{SC}} \leftarrow \emptyset$. It sends $\left(\mathrm{pp}, \mathrm{pk}_{S}\right)$ to A .

Queries: Given a receiver's public key and a message ( $\mathrm{pk}_{R}, \mathrm{~m}$ ), the signcrypt oracle $\mathrm{SC}^{\mathrm{O}}$ returns $\mathrm{ct} \leftarrow \mathrm{SC}\left(\mathrm{pp}, \mathrm{pk}_{R}, \mathrm{sk}_{S}, \mathrm{~m}\right)$ and sets $L_{\mathrm{SC}} \leftarrow L_{\mathrm{SC}} \cup$ $\left\{\left(\mathrm{pk}_{R}, \mathrm{~m}, \mathrm{ct}\right)\right\}$.

Output: A outputs $\left(\mathrm{pk}_{R}^{*}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right)$. A wins if $\mathrm{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right) \rightarrow \mathrm{m}^{*} \neq$ $\perp$ and $\left(\mathrm{pk}_{R}^{*}, \mathrm{~m}^{*}, \mathrm{ct}^{*}\right) \notin L_{\mathrm{Sc}}$ hold.

## Chapter 3

## Quantum-Secure Public Key Encryption

### 3.1 Background of Selective Opening Security

The security model of selective-opening (SO) security captures a situation in which an adversary gets secret information of many ciphertexts. In fact, there are cases in which adversaries obtain messages and randomness of ciphertexts because of side-channel attacks and weakness in system's design or implementation. This security is one of the most important securities of PKE in the multi-user setting. There are the following works related to SO security: Generic constructions of $\operatorname{PKE}[15,59,60]$, number theory-based PKE [45, 63, 65], hybrid encryption [92, 61, 93], identity-based encryption [19, 87], and lattice-based PKE [28, 89].

Furthermore, SO security is roughly classified as simulation-based SO (SIM-SO) security and indistinguishability-based SO (IND-SO) security. In this paper, we consider SIM-SO security against chosen ciphertext attacks called SIM-SO-CCA security, since it seems that it is harder to achieve SIMSO security [20,65] and several works have aimed at proposing SIM-SO-CCA secure PKE schemes $[45,60,92,61,89,93]$. Hence, it is natural to consider SIM-SO-CCA security as our goal in the multi-user setting.

### 3.2 Contribution

Our goal is to present SIM-SO-CCA secure PKE schemes obtained from KEM schemes in the quantum random oracle model (QROM) or the quantum ideal cipher model (QICM). Our main motivation is that we would like to transform any PKE/KEM schemes submitted to the post-quantum cryptography standardization to SIM-SO-CCA secure PKE without loss of efficiency in terms of key-size, ciphertext-size, and time-complexity. To the best of our knowledge, there is no work which researched quantum-secure PKE with (SIM-)SO-CCA
security.
In the classical random oracle model, classical ideal cipher model, or the standard model (i.e., the model without random oracles or ideal ciphers), several SIM-SO-CCA secure PKE schemes constructed from KEM schemes have been studied. Liu and Paterson proposed a SIM-SO-CCA secure PKE scheme constructed from any KEM scheme secure against tailored constrained chosen ciphertext attacks and any strengthened cross authentication code (XAC) [92]. Heuer et al. proposed a SIM-SO-CCA secure construction by combining any KEM secure against plaintext checking attacks and any one-time secure message authentication code (MAC) [60]. Heuer and Poettering proved that a PKE scheme in the KEM/DEM framework meets SIM-SO-CCA security in the classical ideal cipher model if the underlying KEM satisfies IND-CCA security and the underlying DEM satisfies both of simulatability and one-time integrity of chosen ciphertext attacks, which is called OT-INT-CTXT security [61]. Lyu et al. proposed a tightly secure PKE starting from any KEM scheme meeting both of multi-encapsulation pseudorandom security and random encapsulation rejection security, and any strengthened XAC [93]. Table 3.1 shows the above primitives and security models of the existing constructions.

In the QROM or QICM, how to construct PKE schemes meeting SIM-SOCCA security is not obvious because of the following reason: In the classical random oracle model or classical ideal cipher model, the security proof of existing schemes $[92,61]$ utilize the lists of query/response pairs submitted to random oracles or ideal ciphers. In the QROM and QICM, we cannot use such lists, since it is impossible to record query/response pairs in principle due to the quantum no-cloning theorem. Hence, it is worth to consider secure PKE schemes in the models where quantum queries are issued.

As for the PKE schemes obtained from KEM schemes in the standard model [92, 93], ciphertext-size and time-complexity of encryption and decryption algorithms linearly depend on the bit-length of messages. Since we are aiming at constructing practical PKE schemes, we do not focus on these schemes in this paper due to the lack of efficiency in terms of ciphertext-size and time-complexity.

In this paper, we propose two constructions of SIM-SO-CCA secure PKE schemes from KEM schemes and symmetric key encryption (SKE) schemes. The details are explained as follows:

1. The first scheme $\mathrm{PKE}_{1}^{h y}$ is the KEM/DEM scheme [35]. We prove that this scheme meets SIM-SO-CCA security in the QICM if the underlying KEM scheme satisfies IND-CCA security, and the underlying DEM scheme satisfies both of simulatability [61] and one-time integrity of chosen ciphertext attacks (OT-INT-CTXT security) [17]. The advantage of this scheme is that we can apply any IND-CCA secure KEM scheme such as any PKE/KEM schemes submitted to the post-quantum cryptography standardization, and we can obtain a SIM-SO-CCA secure PKE

| Scheme | Primitives | Security Model |
| :---: | :---: | :---: |
| $[92]$ | IND-tCCCA secure KEM | Standard Model |
|  | XAC |  |
| $[60]$ | OW-PCA secure KEM | Random Oracle Model |
|  | sUF-OT-CMA secure MAC |  |
| $[61]$ | IND-CCA secure KEM | Ideal Cipher Model |
| $[93]$ | Simulatable DEM |  |
|  | mPR-CCCA and RER secure KEM | Standard Model |
| PKE $_{1}^{h y}$ | XAC |  |
|  | IND-CCA secure KEM | Quantum <br> PKE 2 |
|  | Simulatable DEM | Ideal Cipher Model |
|  | FO-based KEM <br> (from IND-CPA secure PKE) | Quantum <br> Random Oracle Model |
|  | sUF-OT-CMA secure MAC |  |

Table 3.1: SIM-SO-CCA secure PKE constructed from KEM schemes: INDtCCCA means indistinguishability against tailored constrained chosen ciphertext attacks. IND-PCA means indistinguishability against plaintext checking attacks. mPR-CCCA means multi-encapsulation pseudorandom security against constrained chosen ciphertext attacks. RER means random encapsulation rejection security. XAC means cross authentication code. IND-CPA means indistinguishability against chosen message attacks. FO-based KEM means $\mathrm{FO}^{\not \perp}, \mathrm{FO}_{m}^{\not ⁄}, \mathrm{QFO}^{\not ⁄}$, and $\mathrm{QFO}_{m}^{\not ⁄}$. Standard model denotes the security model without random oracles and ideal ciphers.
schemes in the QICM. In addition, almost all standardized DEM schemes satisfy simulatability and OT-INT-CTXT security. Hence, we can realize concrete PKE schemes in the QICM.
2. The second one $\mathrm{PKE}_{2}^{h y}$ is a concrete scheme constructed from any FObased KEM scheme such as $\mathrm{FO}^{\not ㇒}, \mathrm{FO}_{m}^{\neq}$, $\mathrm{QFO}^{\neq}$, and $\mathrm{QFO}_{m}^{\neq}$, which are categorized in [64], and any MAC meeting strong unforgeability against one-time chosen message attacks called sUF-OT-CMA security. The underlying KEM scheme is FO-based KEM with implicit rejection. That is, these schemes output a random key which is not encapsulated if a given ciphertext is invalid. We require that the underlying PKE in $\mathrm{FO}^{\not ⁄}, \mathrm{FO}_{m}^{\not ⁄}, \mathrm{QFO}^{\not \perp}$, or $\mathrm{QFO}_{m}^{\not ㇒}$ is injective and satisfies indistinguishability against chosen plaintext attacks called IND-CPA security. In addition, many KEM schemes submitted to the NIST post-quantum cryptography standardization are classified as $\mathrm{FO}^{\not ⁄}, \mathrm{FO}_{m}^{\not ⁄}, \mathrm{QFO}^{\not ㇒}$, or $\mathrm{QFO}_{m}^{\not ㇒}$. Hence, the advantage of $\mathrm{PKE}_{2}^{h y}$ is that a lot of $\mathrm{PKE} / \mathrm{KEM}$ schemes submitted to the post-quantum standardization can satisfy SIM-SO-CCA security without demanding any special property such as simulatability, for the
underlying SKE.
The difference between $\mathrm{PKE}_{1}^{h y}$ and $\mathrm{PKE}_{2}^{h y}$ is given as follows:

- Any IND-CCA secure KEM resistant to quantum computing can be applied to $\mathrm{PKE}_{1}^{h y}$ while a particular KEM scheme (i.e., $\mathrm{FO}^{\not ⁄}, \mathrm{FO}_{m}^{\not ⁄}, \mathrm{QFO}^{\not ⁄}$, or $\left.\mathrm{QFO}_{m}^{\not 又}\right)$ are applied to $\mathrm{PKE}_{2}^{h y}$.
- $\mathrm{PKE}_{1}^{h y}$ requires that the underlying DEM scheme satisfies a special property such as simulatability while $\mathrm{PKE}_{2}^{h y}$ does not require that the underlying MAC satisfies any special property.

In Sections 3.3 and 3.4, we describe concrete primitives which can be applied to $\mathrm{PKE}_{1}^{h y}$ and $\mathrm{PKE}_{2}^{h y}$, respectively.

### 3.3 KEM/DEM framework

In this section, we focus on hybrind encryption scheme $\mathrm{PKE}_{1}^{h y}$ with the KEM/DEM approach [35], which is constructed from any IND-CCA secure KEM and any DEM with both simulatability and OT-INT-CTXT security, and prove that $\mathrm{PKE}_{1}^{h y}$ meets SIM-SO-CCA security in the QICM. This security proof is based on the proof of Theorem 2 in [61]. However, it is not obvious that it satisfies SIM-SO-CCA security in the QICM because the proof in [61] uses the list of query/response pairs issued to ideal cipher oracles and we cannot apply this technique due to the quantum no-cloning theorem. To resolve this problem, we utilize a semi-classical oracle to check whether quantum queries meeting a condition are submitted to ideal cipher oracles or not, instead of using the list of ideal cipher oracles.

It is possible to construct concrete SIM-SO-CCA secure PKE schemes in the QICM because several DEM schemes such as CTR-DEM, CBC-DEM, CCMDEM, and hidden-shift CBC-DEM meet simulatability [61, 8]. As a quantum (ideal) block cipher, hidden-shift Even-Mansour ciphers in [8] may be used.

To construct $\mathrm{PKE}_{1}^{h y}$ with a message space $\mathcal{M}$, we use the following primitives: Let $\mathrm{KEM}=\left(\mathrm{KGen}^{\text {asy }}\right.$, Encap, Decap) be a KEM scheme with a key space $\mathcal{K}=\mathcal{K}^{\prime} \times \mathcal{K}^{\prime \prime}$ and a randomness space $\mathcal{R}^{\text {asy }}$. Let $\mathrm{DEM}=\left(\mathrm{Enc}^{\text {sym }}, \mathrm{Dec}^{\text {sym }}\right)$ be a DEM scheme with a key space $\mathcal{K}=\mathcal{K}^{\prime} \times \mathcal{K}^{\prime \prime}$ and a message space $\mathcal{M}$.

The PKE scheme $\mathrm{PKE}_{1}^{h y}=(\mathrm{KGen}, \mathrm{Enc}, \mathrm{Dec})$ is described as follows:

- $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right):$ Generate $\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right) \leftarrow \mathrm{KGen}^{a s y}\left(1^{\lambda}\right)$ and output $\mathrm{pk}:=\mathrm{pk}^{\text {asy }}$ and $\mathrm{sk}:=\mathrm{sk}^{a s y}$.
- $c t \leftarrow \operatorname{Enc}(\mathrm{pk}, \mathrm{m}):$ Encrypt a message $\mathrm{m} \in \mathcal{M}$ as follows:

1. $(e, \mathrm{k}) \leftarrow \operatorname{Encap}\left(\mathrm{pk}^{a s y}\right)$, and $d \leftarrow \operatorname{Enc}^{\text {sym }}(\mathrm{k}, \mathrm{m})$.
2. Output ct $:=(e, d)$.

- $\mathrm{m} / \perp \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct}):$ Decrypt a ciphertext $\mathrm{ct}=(e, d)$ as follows:

1. $\mathrm{k} \leftarrow \operatorname{Decap}\left(\mathrm{sk}^{a s y}, e\right)$.
2. Output $\mathrm{m}^{\prime} \leftarrow \operatorname{Dec}^{\text {sym }}(\mathrm{k}, d)$ if $\mathrm{k} \neq \perp$, and output $\perp$ otherwise.

Theorem 3.1. If a KEM scheme KEM meets IND-CCA security, and a $(\mathcal{K}, \mathcal{X})$ -permutation-driven DEM scheme DEM with an oracle DEM scheme (O.Enc, O.Dec) for a domain $\mathcal{X}$ and a block cipher $E$ meets both of $\epsilon_{\text {sim }}$-simulatability and OT-INT-CTXT security, then $\mathrm{PKE}_{1}^{h y}$ satisfies SIM-SO-CCA security in the quantum ideal cipher model.

Proof. Let A be a QPT adversary against $\mathrm{PKE}_{1}^{h y}$. Let $q_{d}$ be the number of accessing $\operatorname{DEC}(\cdot)$, and $q_{e}$ be the total number of accessing $E^{+}(\cdot)$ and $E^{-}(\cdot)$. For $J \subseteq[n]$, let $K_{J}^{\prime}:=\left\{\mathrm{k}_{j}^{\prime} \mid j \in J\right\}$. We write $E_{\mathrm{k}^{\prime}}(\cdot)=E\left(\mathrm{k}^{\prime}, \cdot\right)$ for an ideal cipher $E$ with a key $\mathrm{k}^{\prime}$.

For each $i \in\{0,1,2,3,4\}$, we consider a security game Game $_{i}$, and let $W_{i}$ be the event that A outputs out such that $R\left(\mathcal{M}_{\mathrm{D}}, \mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}, I\right.$, out $)=1$ in Game $_{i}$.

Game $_{0}$ : This game is the same as Real-SIM-SO-CCA security game. We have $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}}{ }^{\text {real-so-cca }}, \mathrm{A}, 1\right]=\operatorname{Pr}\left[W_{0}\right]$.
Game $_{1}$ : This game is the same as Game ${ }_{1}$ except that DEC oracle returns $\perp$ if a query $(e, d)$ such that $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$ is submitted.

We show $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq n \cdot\left(\operatorname{Adv}_{\text {KEM }, \mathrm{D}_{1}}^{\text {ind }}(\lambda)+\operatorname{Adv}_{\mathrm{DEM}, \mathrm{F}}^{\text {int-ctxt }}(\lambda)\right)$. Let $\operatorname{Bad}$ be the event that A submits a ciphertext query $(e, d)$ such that $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$ and $\operatorname{Dec}(s k,(e, d)) \neq \perp$. Unless Bad occurs, Game ${ }_{1}$ is identical to Game ${ }_{0}$. Besides, we consider the following events: Let $\operatorname{Bad}_{1}$ be the event that Bad happens in $\mathrm{Game}_{0}$, and let $\mathrm{Bad}_{2}$ be the same event as $\mathrm{Bad}_{1}$ except that for $i \in[n] \backslash I$, keys $\mathrm{k}_{i}$ are chosen uniformly at random.

To show $\left|\operatorname{Pr}\left[\operatorname{Bad}_{1}\right]-\operatorname{Pr}\left[\operatorname{Bad}_{2}\right]\right| \leq n \cdot \operatorname{Adv}_{\mathrm{KEM}, \mathrm{D}_{1}}^{\text {ind cca }}(\lambda)$, we construct a PPT algorithm $D_{1}$ breaking the IND-CCA security of KEM in the following way: At the beginning of the security game, $\mathrm{D}_{1}$ takes $\mathrm{pk}^{\text {asy }}$ as input. It sets $i^{*} \stackrel{U}{\leftarrow}[n]$ and chooses a random polynomial $f_{E}$ of degree $2 q_{e}-1$ over $G F\left(2^{\kappa}\right)$ uniformly at random as a $2 q_{e}$-wise independent hash function, where $\kappa$ is the bit-length of elements in $\mathcal{K}^{\prime} \times \mathcal{X}$. Then, it sets $I \leftarrow \emptyset$ and sends $\mathrm{pk}:=\mathrm{pk}^{a s y}$ to A . When A submits $\mathcal{M}_{\mathrm{D}}$, it does the following for each $i \in[n]$ :

1. If $i=i^{*}$, request a challenge $\left(e_{i^{*}}, \mathrm{k}_{i^{*}}\right)$ in IND-CCA game. Otherwise, compute $\left(e_{i}, \mathrm{k}_{i}\right) \leftarrow \operatorname{Encap}\left(\mathrm{pk} ; r_{i}\right)$, where $r_{i} \in \mathcal{R}^{\text {asy }}$ is sampled at random.
2. $d_{i} \leftarrow \mathrm{Enc}^{\text {sym }}\left(\mathrm{k}_{i}, \mathrm{~m}_{i}\right)$, where $\mathrm{m}_{i} \leftarrow \mathcal{M}_{D}$.

Then, it returns $\left(\left(e_{i}, d_{i}\right)\right)_{i \in[n]}$ to A . $\mathrm{D}_{1}$ simulates oracles as follows:

- $E^{+}\left(\mathrm{k}^{\prime}, \alpha\right):$ Return $f_{E}\left(\mathrm{k}^{\prime}, \alpha\right)$.
- $E^{-}\left(\mathbf{k}^{\prime}, \beta\right)$ : Compute the set $R$ of all roots of the polynomial $f_{E}\left(\mathbf{k}^{\prime}, \cdot\right)-\beta$ and return $\alpha \in R$.
- $\operatorname{DEC}(\mathrm{ct})$ : Take $\mathrm{ct}=(e, d)$ as input. In the case of $e=e_{i^{*}}$, halt and output 1 if $\perp \neq \operatorname{Dec}^{\text {sym }}\left(\mathrm{k}_{i^{*}}, d\right)$, and return $\perp$ otherwise. In the case of $e \neq e_{i^{*}}$, submit $e$ to the given decapsulation oracle and receive k. Return $\perp$ if $\mathrm{k}=\perp$, and return $\operatorname{Dec}^{s y m}(\mathrm{k}, d)$ if $\mathrm{k} \neq \perp$.
- $\operatorname{OPEN}(i)$ : Set $I \leftarrow I \cup\{i\}$. Abort if $i=i^{*}$. Return $\left(\mathrm{m}_{i}, r_{i}\right)$ if $i \neq i^{*}$.

Note that quantum ideal ciphers $E^{+}$and $E^{-}$can be simulated by using $2 q_{e^{-}}$ wise independent hash functions from Theorem 6.1 in [137].

When $A$ outputs out, $D_{1}$ outputs 0 if Bad does not happen. $D_{1}$ simulates the view of A completely. If A submits a decryption query meeting the condition of Bad, it can distinguish the two games, and $D_{1}$ breaks IND-CCA security with at least probability $\left|\operatorname{Pr}\left[\mathrm{Bad}_{1}\right]-\operatorname{Pr}\left[\mathrm{Bad}_{2}\right]\right| / n$. Thus, we get the bound.

To show $\operatorname{Pr}\left[\operatorname{Bad}_{2}\right] \leq n \cdot \operatorname{AdvinEM,F}(\lambda)$, we construct a PPT algorithm F breaking OT-INT-CTXT security as follows: It is given the two oracles ENC( $\cdot$ ) and $\operatorname{VRFY}(\cdot)$ in OT-INT-CTXT game. At the beginning of the security game, F generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$ and chooses $i^{*} \in[n]$ uniformly at random. When A submits $\mathcal{M}_{\mathrm{D}}$, it does the following for each $i \in[n]$ :

1. $\left(e_{i}, \mathrm{k}_{i}\right) \leftarrow \operatorname{Encap}\left(\mathrm{pk} ; r_{i}\right)$, where $r_{i} \in \mathcal{R}^{a s y}$ is sampled at random.
2. $\mathrm{m}_{i} \leftarrow \mathcal{M}_{\mathrm{D}}$.
3. If $i=i^{*}, d_{i^{*}} \leftarrow \operatorname{ENC}\left(\mathrm{~m}_{i^{*}}\right)$. Otherwise, $d_{i} \leftarrow \mathrm{Enc}^{\text {sym }}\left(\mathrm{k}_{i}, \mathrm{~m}_{i}\right)$.

Then, it returns $\left(\left(e_{i}, d_{i}\right)\right)_{i \in[n]}$. F simulates oracles $E^{+}(\cdot, \cdot), E^{-}(\cdot, \cdot)$, and $\operatorname{OPEN}(\cdot)$ in the same way as the above algorithm $\mathrm{D}_{1}$. $\mathrm{DEC}(\cdot)$ is simulated as follows: If $e=e_{i^{*}}$ for a given $\mathrm{ct}=(e, d)$, it submits $(e, d)$ to $\operatorname{VRFY}(\cdot) . \mathrm{F}$ halts if it returns 1 , and returns $\perp$ otherwise. If $e \neq e_{i^{*}}, \mathbf{F}$ computes $\mathrm{k} \leftarrow \operatorname{Decap}\left(\mathrm{sk}^{a s y}, e\right)$ and returns $\operatorname{Dec}^{\text {sym }}(\mathrm{k}, d) \in \mathcal{M} \cup\{\perp\}$. When A outputs out, F aborts this game if Bad does not happen.

The success condition of F is identical to the condition that Bad occurs. Hence, F wins in OT-INT-CTXT game if A outputs a ciphertext query $(e, d)$ such that $e=e_{i^{*}}$ and oracle $\operatorname{VRFY}(d)$ returns 1 . The success probability of F is at least $\operatorname{Pr}\left[\mathrm{Bad}_{2}\right] / n$.

Therefore, we have $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq n \cdot\left(\operatorname{Adv}_{\mathrm{PKE}^{n h}, \mathrm{D}_{1}}^{\text {ind-ca }}(\lambda)+\operatorname{Adv}_{\mathrm{DEM}, \mathrm{F}}^{\text {int-ctxt }}(\lambda)\right)$ in the straightforward way.
$\ddot{E}^{+}\left(\right.$resp. $\left.\ddot{E}^{-}\right)$is an ideal cipher oracle such that $\ddot{E}^{+}\left(\mathrm{k}^{\prime}, \alpha\right)\left(\right.$ resp. $\left.\ddot{E}^{-}\left(\mathrm{k}^{\prime}, \beta\right)\right)$ is sampled from $\mathcal{X}$ uniformly at random if $\mathrm{k}^{\prime} \in\left\{\mathrm{k}_{i}^{\prime}\right\}_{i \in[n] \backslash I}$, and $\ddot{E}^{+}\left(\mathrm{k}^{\prime}, \alpha\right)=$ $E^{+}\left(\mathbf{k}^{\prime}, \alpha\right)$ (resp. $\left.\ddot{E}^{-}\left(\mathbf{k}^{\prime}, \beta\right)=E^{-}\left(\mathbf{k}^{\prime}, \beta\right)\right)$ holds otherwise.
Game $_{2}$ : This game is the same as Game except that at the beginning of the security game, the challenger computes $\left(e_{i}, \mathrm{k}_{i}\right) \leftarrow \operatorname{Encap}(\mathrm{pk})$ for $i \in[n]$
$\left(\mathrm{k}_{i}=\left(\mathrm{k}_{i}^{\prime}, \mathrm{k}_{i}^{\prime \prime}\right)\right)$, and oracles $E^{+}$and $E^{-}$are replaced by $\ddot{E}^{+} \backslash S$ and $\ddot{E}^{-} \backslash S$ for $S=\left\{\mathrm{k}_{i}^{\prime}\right\}_{i \in[n] \backslash I}$, respectively.

We show $\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| \leq 2 \sqrt{n q \cdot \operatorname{Adv}_{\text {KEM }, \mathrm{D}_{2}}^{\text {ind-cca }}(\lambda)}+4 q \sqrt{n /\left|\mathcal{K}^{\prime}\right|}$. Let Bad $^{\prime}$ be the event that a semi-classical oracle $\mathrm{O}_{S}^{S C}$ returns $|1\rangle$ when A submits a query to an oracle $E^{+}(\cdot, \cdot)$ or $E^{-}(\cdot, \cdot)$. Besides, we consider the following events: Let $\mathrm{Bad}_{1}^{\prime}$ be the event that $\mathrm{Bad}^{\prime}$ happens in $\mathrm{Game}_{1}$, and let $\mathrm{Bad}_{2}^{\prime}$ be the same event as $\mathrm{Bad}_{1}^{\prime}$ except that for $i \in[n] \backslash I$, keys $\mathrm{k}_{i}$ are chosen uniformly at random. From Proposition 2.1 and the hybrid argument, we have $\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| \leq 2 \sqrt{q \cdot \operatorname{Pr}\left[\operatorname{Bad}_{1}^{\prime}\right]} \leq 2 \sqrt{q\left|\operatorname{Pr}\left[\operatorname{Bad}_{1}^{\prime}\right]-\operatorname{Pr}\left[\operatorname{Bad}_{2}^{\prime}\right]\right|+q \cdot \operatorname{Pr}\left[\operatorname{Bad}_{2}^{\prime}\right]}$.

We show $\left|\operatorname{Pr}\left[\operatorname{Bad}_{1}^{\prime}\right]-\operatorname{Pr}\left[\operatorname{Bad}_{2}^{\prime}\right]\right| \leq n \cdot \operatorname{Adv}_{\text {KEM, } D_{2}}^{\text {ind }}(\lambda)$ by constructing a PPT algorithm $\mathrm{D}_{2}$ breaking IND-CCA security. Notice that running $\left(e_{i}, \mathrm{k}_{i}\right) \leftarrow$ Encap $\left(\mathrm{pk} ; r_{i}\right)$ at the beginning of the game is a conceptual modification. $\mathrm{D}_{2}$ is constructed as follows: Given ( $\mathrm{pk}^{a s y}, e^{*}, \mathrm{k}^{*}$ ), it chooses $i^{*} \in[n]$ uniformly at random, sets $\left(e_{i^{*}}, \mathrm{k}_{i^{*}}\right):=\left(e^{*}, \mathrm{k}^{*}\right)$, and generates $\left(e_{i}, \mathrm{k}_{i}\right) \leftarrow \operatorname{Encap}\left(\mathrm{pk}^{a s y} ; r_{i}\right)$ for all $i \in[n] \backslash\left\{i^{*}\right\}$, where $r_{i}$ is sampled from $\mathcal{R}^{a s y}$ at random. And then, it sets $I \leftarrow \emptyset$ and sends $\mathrm{pk}:=\mathrm{pk}^{a s y}$ to A . When A submits $\mathcal{M}_{\mathrm{D}}$, it samples $\mathrm{m}_{i} \leftarrow \mathcal{M}_{\mathrm{D}}$ and computes $d_{i} \leftarrow \mathrm{Enc}^{\text {sym }}\left(\mathrm{k}_{i}, \mathrm{~m}_{i}\right)$ for $i \in[n]$. And then, it returns $\left(\left(e_{i}, d_{i}\right)\right)_{i \in[n]}$ to A. When A issues a quantum query $\sum_{\mathrm{k}^{\prime} \in \mathcal{K}^{\prime}, x \in \mathcal{X}} \psi_{\mathrm{k}^{\prime}, x}\left|\mathrm{k}^{\prime}, x\right\rangle$ to $E^{+}$or $E^{-}, \mathrm{D}_{2}$ submits $\sum_{\mathrm{k}^{\prime} \in \mathcal{K}^{\prime}, x \in \mathcal{X}} \psi_{\mathrm{k}^{\prime}, x}\left|\mathrm{k}^{\prime}, x\right\rangle|0\rangle$ to a semi-classical oracle $\mathrm{O}_{S}^{S C}$. It halts and outputs 1 if $\mathrm{O}_{S}^{S C}$ returns a quantum superposition state $\sum_{\mathbf{k}^{\prime} \in \mathcal{K}^{\prime}, x \in \mathcal{X}} \psi_{\mathbf{k}^{\prime}, x}^{\prime}\left|\mathbf{k}^{\prime}, x\right\rangle|1\rangle$. It returns a quantum state by accessing $E^{+}$or $E^{-}$ otherwise. In addition, $\mathrm{D}_{2}$ simulates the following oracles:

- DEC(ct): Take ct $=(e, d)$ as input. If $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$, return $\perp$. If $e \notin\left\{e_{i}\right\}_{i \in[n] \backslash I}$, submit $e$ to the given decapsulation oracle and receive k . Return $\perp$ if $\mathrm{k}=\perp$, and return $\operatorname{Dec}^{\text {sym }}\left(\mathrm{k}^{\prime}, d\right)$ if $\mathrm{k} \neq \perp$.
- $\operatorname{OPEN}(i)$ : Set $I \leftarrow I \cup\{i\}$. If $i=i^{*}$, abort this game. If $i \neq i^{*}$, set $E_{\mathrm{k}_{i}^{\prime}} \leftarrow \emptyset$ and return $\left(\mathrm{m}_{i}, r_{i}\right)$ if $i \neq i^{*}$.

When $A$ outputs a value out, $\mathrm{D}_{2}$ aborts this game if $\mathrm{Bad}^{\prime}$ does not occur. Then, $\mathrm{D}_{2}$ simulates the environment of A completely. If A submits a quantum query including the valid key $\mathrm{k}_{i}$ of $e_{i}$ to $E^{+}$or $E^{-}$, A can distinguish the two games, and $D_{2}$ breaks the IND-CCA security of KEM. The success probability of $\mathrm{D}_{2}$ is at least $\left|\operatorname{Pr}\left[\operatorname{Bad}_{1}^{\prime}\right]-\operatorname{Pr}\left[\operatorname{Bad}_{2}^{\prime}\right]\right| / n$.

In addition, we have $\operatorname{Pr}\left[\mathrm{Bad}_{2}^{\prime}\right] \leq 4 n q_{e} /\left|\mathcal{K}^{\prime}\right|$ from Proposition 2.2. Therefore, we obtain the following inequality

$$
\begin{aligned}
\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| & \leq 2 \sqrt{q_{e}\left(n \cdot \operatorname{Adv}_{\mathrm{KEM}, \mathrm{D}_{2}}^{\mathrm{ind}-\mathrm{cca}}(\lambda)+\frac{4 q_{e} n}{\left|\mathcal{K}^{\prime}\right|}\right)} \\
& \leq 2 \sqrt{n q_{e} \cdot \operatorname{Adv}_{\mathrm{KEM}, \mathrm{D}_{2}}^{\mathrm{ind-cca}}(\lambda)}+4 q_{e} \sqrt{\frac{n}{\left|\mathcal{K}^{\prime}\right|}}
\end{aligned}
$$

and the proof is completed.

Game $_{3}$ : This game is the same as $\mathrm{Game}_{2}$ except that the game is aborted if the challenger generates $\left(e_{i},\left(\mathbf{k}_{i}^{\prime}, \mathrm{k}_{i}^{\prime \prime}\right)\right) \leftarrow \operatorname{Encap}(\mathrm{pk})$ such that $\mathrm{k}_{i}^{\prime} \in K_{[i-1]}^{\prime}$ for $i \in[n]$.

The probability of choosing $\mathrm{k}_{i}^{\prime} \in K_{[i-1]}^{\prime}$ by running Encap(pk) for $i \in[n]$ is at most $n^{2} /\left|\mathcal{K}^{\prime}\right|$. Thus, we have $\left|\operatorname{Pr}\left[W_{2}\right]-\operatorname{Pr}\left[W_{3}\right]\right| \leq n^{2} /\left|\mathcal{K}^{\prime}\right|$.

Game $_{4}$ : This game is the same as Game ${ }_{3}$ except that for all $i \in[n]$, we replace Enc ${ }^{\text {sym }}$ algorithm by (Fake, Make). Namely, the process of the challenger and OPEN oracle is modified as follows: Given $\mathcal{M}_{\mathrm{D}}$, the challenger runs $\left(d_{i}, \mathrm{st}_{i}\right) \leftarrow$ Fake $\left(\mathrm{k}_{i}^{\prime \prime},\left|\mathrm{m}_{i}\right|\right)$ and returns $\left(e_{i}, d_{i}\right)$ for each $i \in[n]$. In addition, OPEN oracle is modified as follows:

1. $I \leftarrow I \cup\{i\}$.
2. $m_{i} \leftarrow \mathcal{M}_{\mathrm{D}}$.
3. $\tilde{\pi} \leftarrow \operatorname{Make}\left(\mathrm{st}_{i}, \mathrm{~m}_{i}\right)$ and oracles $\ddot{E}^{+}\left(\mathrm{k}_{i}^{\prime}, \cdot\right), \ddot{E}^{-}\left(\mathrm{k}_{i}^{\prime}, \cdot\right)$ follow this relation $\tilde{\pi}$.
4. Abort this game if $d_{i} \neq \mathrm{O} . \mathrm{Enc}^{E_{\mathrm{k}_{i}^{\prime}}}\left(\mathrm{k}_{i}^{\prime \prime}, \mathrm{m}_{i}\right)$.
5. Return $\left(\mathrm{m}_{i}, r_{i}\right)$.

We show $\left|\operatorname{Pr}\left[W_{3}\right]-\operatorname{Pr}\left[W_{4}\right]\right| \leq n \cdot \epsilon_{\text {sim }}$. From the simulatability of DEM, A cannot distinguish $d_{i}$ in the two games. In the process of OPEN oracle, we can define a relation $\tilde{\pi}$ in this phase since A cannot find $\mathrm{k}_{i}^{\prime} \in\left\{\mathrm{k}_{i}^{\prime}\right\}_{i \in[n] \backslash I}$ from the game-hop of $\mathrm{Game}_{2}$. In addition, for each $i \in[n]$, the probability that the aborting event happens in OPEN oracle is negligible in $\lambda$ from the simulatability of DEM. Hence, we have the inequality.

Finally, we prove $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}^{n y}, \mathrm{~S}}^{\text {ideal-ca }}\right.$ id $\left.\rightarrow 1\right]=\operatorname{Pr}\left[W_{4}\right]$. We construct a simulator S in the following way: It is given $\overline{\mathrm{OPEN}}$ oracle in Ideal-SIM-SO-CCA game. At the beginning of the security game, $S$ generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)$ and $\left(e_{i}, \mathrm{k}_{i}\right) \leftarrow \operatorname{Encap}\left(\mathrm{pk} ; r_{i}\right)$ for $i \in[n]$. When A submits $\mathcal{M}_{\mathrm{D}}$, it receives $\left|\mathrm{m}_{i}\right|$ from the challenger of Ideal-SIM-SO-CCA game, generates $d_{i} \leftarrow \operatorname{Fake}\left(\mathrm{k}_{i}^{\prime \prime},\left|\mathrm{m}_{i}\right|\right)$ for $i \in[n]$, and returns $\left(\left(e_{i}, d_{i}\right)\right)_{i \in[n]}$. In the same way as the game-hop of Game ${ }_{4}$, S simulates $\ddot{E}^{+}$and $\ddot{E}^{-}$by using a $2 q_{e}$-wise independent hash function and algorithms (Fake, Make). It simulates oracles $\operatorname{DEC}(\cdot)$ and $\operatorname{OPEN}(\cdot)$ as follows:

- $\operatorname{DEC}(\mathrm{ct}):$ Take $\mathrm{ct}=(e, d)$ as input and do the following.

1. Return $\perp$ if $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$.
2. $\mathrm{k} \leftarrow \operatorname{Decap}(\mathrm{sk}, e)$.
3. Return $\perp$ if $\mathrm{k}=\perp$. Return $\operatorname{Dec}^{s y m}(\mathrm{k}, d) \in \mathcal{M} \cup\{\perp\}$ otherwise.

- $\operatorname{OPEN}(i)$ : Take $i \in[n]$ as input and do the following:

1. $I \leftarrow I \cup\{i\}$.
2. Receive $\mathrm{m}_{i} \leftarrow \overline{\operatorname{OPEN}}(i)$.
3. $\tilde{\pi} \leftarrow \operatorname{Make}\left(\mathrm{st}_{i}, \mathrm{~m}_{i}\right)$ and oracles $\ddot{E}^{+}\left(\mathrm{k}_{i}^{\prime}, \cdot\right), \ddot{E}^{-}\left(\mathrm{k}_{i}^{\prime}, \cdot\right)$ follow this relation $\tilde{\pi}$.
4. Abort this game if $d_{i} \neq 0 . \operatorname{Enc}^{E_{k_{i}^{\prime}}}\left(\mathrm{k}_{i}^{\prime \prime}, \mathrm{m}_{i}\right)$.
5. Return ( $\mathrm{m}_{i}, r_{i}$ ).

When A outputs out, S halts and outputs $R\left(\mathcal{M}_{\mathrm{D}}, m_{1}, \ldots, m_{n}, I\right.$, out $)$.
S completely simulates $\mathrm{Game}_{4}$ by using only the given oracle OPEN. Thus, we have $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}_{1}^{\text {idea }}, \mathrm{S}}^{\text {idea }} \rightarrow 1\right]=\operatorname{Pr}\left[W_{4}\right]$.

Therefore, we obtain the following advantage

$$
\begin{array}{r}
\operatorname{Adv}_{\mathrm{PKE}_{1}^{\mathrm{sin}}, \mathrm{~A}, \mathrm{~S}, R}^{\text {sim-so-cca }}(\lambda) \leq n \cdot \operatorname{Adv}_{\mathrm{KEM}, \mathrm{D}_{1}}^{\text {ind-cca }}(\lambda)+2 \sqrt{n q_{e} \cdot \operatorname{Adv}_{\mathrm{KEM}, \mathrm{D}_{2}}^{\text {ind-cca }}(\lambda)}+n \cdot \operatorname{Adv}_{\mathrm{DEM}, \mathrm{~F}}^{\text {int-ctxt }}(\lambda) \\
\\
+n \cdot \epsilon_{s i m}+4 q_{e} \sqrt{\frac{n}{\left|\mathcal{K}^{\prime}\right|}}+\frac{n^{2}}{\left|\mathcal{K}^{\prime}\right|}
\end{array}
$$

From the discussion above, the proof is completed.

### 3.4 PKE from FO-based KEM schemes

We describe a PKE scheme $\mathrm{PKE}_{2}^{h y}$ constructed from an FO-based KEM FO ${ }^{\nsucceq}$ and any sUF-OT-CMA secure MAC, and prove that this scheme meets SIM-SO-CCA security in the QROM. As FO-based KEM schemes, we can apply not only $\mathrm{FO}^{\not ㇒}$ but also other FO -based schemes $\mathrm{FO}_{m}^{\not ㇒}, \mathrm{QFO}^{\not ㇒}$, and $\mathrm{QFO}_{m}^{\neq}$, which are classified in [64]. In this paper, we select $\mathrm{FO}^{\not \perp}$ to construct $\mathrm{PKE}_{2}^{h y}$ because $\mathrm{FO}^{\not ⁄}$ is used to construct many KEMs submitted to the PQC standardization project. Besides, it does not have to append additional hash [127, 64] to ciphertexts while QFO ${ }^{\not \perp}$ and QFO $_{m}^{\not ⁄}$ need additional hash. Notice that in the same way as the security proof of $\mathrm{PKE}_{2}^{h y}$ (Theorem 3.2), it is possible to prove the security of $\mathrm{PKE}_{2}^{h y}$ using $\mathrm{FO}_{m}^{\not ㇒}, \mathrm{QFO}^{\not ㇒}$, or $\mathrm{QFO}_{m}^{\not x}$, instead of $\mathrm{FO}^{\not ⁄}$.

Concretely, we can apply CRYSTALS-Kyber, SABER, SIKE, and LEDAkem to the KEM scheme $\mathrm{FO}^{\not ⁄}$, and apply FrodoKEM, NewHope, ThreeBears, and more other schemes $[107]$ to $\mathrm{FO}_{m}^{\not ⁄}, \mathrm{QFO}^{\not \perp}$, or $\mathrm{QFO}_{m}^{\not ⁄}$. As concrete MAC schemes, we can use deterministic MACs standardized by NIST.

To construct $\mathrm{PKE}_{2}^{h y}$ with a message space $\mathcal{M}$, we use the following primitives: Let $\mathrm{PKE}^{a s y}=\left(\mathrm{KGen}^{a s y}\right.$, Enc ${ }^{a s y}$, Dec $\left.{ }^{a s y}\right)$ with $\delta$-correctness be a PKE scheme with a message space $\mathcal{M}^{\text {asy }}$, a randomness space $\mathcal{R}^{a s y}$, and a ciphertext space $\mathcal{C}^{\text {asy }}$. Let MAC $=($ Tag, Vrfy $)$ be a MAC scheme with a key space $\mathcal{K}^{\text {mac }}$. Let $\mathrm{H}: \mathcal{M}^{a s y} \times \mathcal{C}^{a s y} \rightarrow \mathcal{K}^{s y m} \times \mathcal{K}^{m a c}, \mathrm{G}: \mathcal{M}^{a s y} \rightarrow \mathcal{R}^{a s y}$ be random oracles, where $\mathcal{K}^{\text {sym }}=\mathcal{M}$ is a key space. $\mathrm{PKE}_{2}^{h y}=($ KGen, Enc, Dec) is constructed as follows:

- (pk, sk $) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right):$ Generate $\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right) \leftarrow \mathrm{KGen}^{a s y}\left(1^{\lambda}\right)$ and $s \stackrel{U}{\leftarrow}$ $\mathcal{M}^{\text {asy }}$. Then, output $\mathrm{pk}:=\mathrm{pk}^{\text {asy }}$ and $\mathrm{sk}:=\left(\mathrm{sk}^{\text {asy }}, s\right)$.
- ct $\leftarrow \operatorname{Enc}(\mathrm{pk}, \mathrm{m}):$ Encrypt $\mathrm{m} \in \mathcal{M}$ as follows:

1. $r \stackrel{U}{\leftarrow} \mathcal{M}^{a s y}$.
2. $e \leftarrow \mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}(r)\right)$.
3. $\left(\mathrm{k}^{s y m}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}(r, e)$.
4. $d \leftarrow \mathrm{k}^{\text {sym }} \oplus \mathrm{m}, \mathrm{t} \leftarrow \operatorname{Tag}\left(\mathrm{k}^{m a c}, d\right)$.
5. Output ct $:=(e, d, \mathrm{t})$.

- $\mathrm{m} / \perp \leftarrow \operatorname{Dec}(\mathrm{sk}, \mathrm{ct}):$ Decrypt $\mathrm{ct}=(e, d, \mathrm{t})$ as follows:

1. $r^{\prime} \leftarrow \operatorname{Dec}^{a s y}\left(\mathrm{sk}^{a s y}, e\right)$.
2. $\left(\mathrm{k}^{s y m}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}(s, e)$ if $e \neq \mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r^{\prime} ; \mathrm{G}\left(r^{\prime}\right)\right)$.
3. $\left(\mathrm{k}^{s y m}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}\left(r^{\prime}, e\right)$ otherwise.
4. Output $\mathrm{m}:=d \oplus \mathrm{k}^{\text {sym }}$ if $\operatorname{Vrfy}\left(\mathrm{k}^{m a c}, d, \mathrm{t}\right)=1$, and output $\perp$ otherwise.

As the security of $\mathrm{PKE}_{2}^{h y}$, Theorem 3.2 holds.
Theorem 3.2. If a PKE scheme PKE ${ }^{\text {asy }}$ with $\delta$-correctness meets IND-CPA security, and a MAC scheme MAC meets sUF-OT-CMA security, then $\mathrm{PKE}_{2}^{h y}$ satisfies SIM-SO-CCA security in the quantum random oracle model.

```
\((\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)\)
1: \(\quad\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right) \leftarrow \mathrm{KGen}^{a s y}\left(1^{\lambda}\right)\).
2: \(s \stackrel{U}{\leftarrow} \mathcal{M}^{\text {asy }}\).
3: return \(\mathrm{pk}:=\mathrm{pk}^{a s y}\) and \(\mathrm{sk}:=\left(\mathrm{sk}^{a s y}, s\right)\)
\begin{tabular}{|c|c|}
\hline \((e, \mathrm{k}) \leftarrow \operatorname{Encap}(\mathrm{pk})\) & \(\mathrm{k} \leftarrow \operatorname{Decap}(\mathrm{sk}, e)\) \\
\hline 1: \(\quad r \stackrel{U}{\leftarrow} \mathcal{M}^{\text {asy }}\) & 1: \(\quad r^{\prime} \leftarrow \operatorname{Dec}^{\text {asy }}\left(\right.\) sk \(\left.^{\text {asy }}, e\right)\) \\
\hline 2: \(\quad e \leftarrow \mathrm{Enc}^{\text {asy }}\left(\mathrm{pk}^{\text {asy }}, r ; \mathrm{G}(r)\right)\) & 2: if \(e \neq \mathrm{Enc}^{a s y}\left(\mathrm{pk}, r^{\prime} ; \mathrm{G}\left(r^{\prime}\right)\right)\) : \\
\hline \(3: \quad \mathrm{k} \leftarrow \mathrm{H}(r, e)\) & return \(\mathrm{k}:=\mathrm{H}(s, e)\) \\
\hline 4: return (e, k) & 3: return \(\mathrm{k}:=\mathrm{H}\left(r^{\prime}, e\right)\) \\
\hline
\end{tabular}
```

Figure 3.1: KEM scheme $\mathrm{FO}^{\not ⁄}$ in $\mathrm{PKE}_{2}^{h y}$
Proof. Let A be a QPT adversary against $\mathrm{PKE}_{2}^{h y}$. Let $q_{d}$ be the number of accessing $\operatorname{DEC}(\cdot), q_{h}$ be the number of accessing $\mathrm{H}(\cdot), q_{g}$ be the number of accessing $\mathrm{G}(\cdot)$. For a subset $J \subseteq[n]$, let $K_{J}^{s y m}:=\left\{\mathrm{k}_{j}^{\text {sym }} \mid j \in J\right\}$. Notice that we can view $\mathrm{FO}^{\ngtr}$ in Figure 3.1 as the underlying KEM scheme in $\mathrm{PKE}_{2}^{h y}$.

For $i \in\{0,1, \ldots, 9\}$, we consider a security game $\mathrm{Game}_{i}$, and let $W_{i}$ be the event that A outputs out such that $R\left(\mathcal{M}_{\mathrm{D}}, \mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}, I\right.$, out $)=1$ in Game ${ }_{i}$.

Game $_{0}$ : This game is the same as Real-SIM-SO-CCA security game. Thus, we have $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}_{2}^{h n-}, \mathrm{A}}^{\text {real-so-ca }} \rightarrow 1\right]=\operatorname{Pr}\left[W_{0}\right]$.
Game $_{1}$ : This game is the same as Game $_{0}$ except that DEC oracle computes $\left(\mathbf{k}^{s y m}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}_{q}^{\prime}(e)$ instead of $\left(\mathrm{k}^{s y m}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}(s, e)$ if $e \neq \mathrm{Enc}^{a s y}\left(\mathrm{pk}, r^{\prime} ; \mathrm{G}\left(r^{\prime}\right)\right)$, where $\mathrm{H}_{q}^{\prime}: \mathcal{C}^{a s y} \rightarrow \mathcal{K}^{s y m} \times \mathcal{K}^{\text {mac }}$ is a random oracle. By using Lemma 4 in [76], we have $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq 2 q_{h} / \sqrt{\left|\mathcal{M}^{\text {asy }}\right|}$.

We define $\mathrm{G}^{\prime}: \mathcal{M}^{\text {asy }} \rightarrow \mathcal{R}^{\text {asy }}$ as a random oracle which, on input $r \in \mathcal{M}^{\text {asy }}$, returns a value sampled from the uniform distribution over a set of "good" random coins $\mathcal{R}_{\text {good }}^{\text {asy }}\left(\mathrm{pk}^{\text {asy }}\right.$, sk $\left.^{\text {asy }}, r\right)=\left\{\hat{r} \in \mathcal{R}^{\text {asy }} \mid \operatorname{Dec}^{\text {asy }}\left(\mathrm{sk}^{\text {asy }}\right.\right.$, Enc $\left.^{\text {asy }}(\mathrm{pk}, r ; \hat{r})\right)=$ $r\}$. Let $\delta\left(\mathrm{pk}^{\text {asy }}, \mathrm{sk}^{\text {asy }}, r\right)=\left|\mathcal{R}^{\text {asy }} \backslash \mathcal{R}_{\text {good }}^{\text {asy }}\left(\mathrm{pk}^{\text {asy }}, \mathrm{sk}^{\text {asy }}, r\right)\right| /\left|\mathcal{R}^{\text {asy }}\right|$ denote the fraction of bad random coins, and let $\delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right)=\max _{r \in \mathcal{M}^{a s y}} \delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}, r\right)$. And then, we have $\delta=\mathbf{E}\left[\delta\left(\mathrm{pk}^{\text {asy }}, \mathrm{sk}^{a s y}\right)\right]$ as the expectation of $\delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right)$, which is taken over $\left(\mathrm{pk}^{\text {asy }}\right.$, sk $\left.^{\text {asy }}\right) \leftarrow \mathrm{KGen}^{\text {asy }}\left(1^{\lambda}\right)$.

Game $_{2}$ : This game is the same as Game except that we replace the random oracle $\mathrm{G}(\cdot)$ by $\mathrm{G}^{\prime}: \mathcal{M}^{\text {asy }} \rightarrow \mathcal{R}^{\text {asy }}$.

In the same way as the proof of Theorem 1 in [78], we can apply Lemma 2.1. Namely, G and $\mathrm{G}^{\prime}$ can be viewed as $F$ and $N$ oracles in the generic search problem, respectively. Thus, we get $\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| \leq 2 q_{g} \sqrt{\delta}$.

Game $_{3}$ : This game is the same as $\mathrm{Game}_{2}$ except that the random oracle $\mathrm{H}(r, e)$ returns $\mathrm{H}_{q}\left(\mathrm{Enc}^{a s y}\left(\mathrm{pk}, r ; \mathrm{G}^{\prime}(r)\right)\right)$ if $e=\mathrm{Enc}^{\text {asy }}\left(\mathrm{pk}, r ; \mathrm{G}^{\prime}(r)\right)$, and returns $\mathrm{H}^{\prime}(r, e)$ otherwise. $\mathrm{H}_{q}: \mathcal{C}^{a s y} \rightarrow \mathcal{K}^{\text {sym }} \times \mathcal{K}^{\text {mac }}$ and $\mathrm{H}^{\prime}: \mathcal{M}^{\text {asy }} \times \mathcal{C}^{\text {asy }} \rightarrow \mathcal{K}^{\text {sym }} \times \mathcal{K}^{\text {mac }}$ are random oracles.

Since $\mathrm{G}^{\prime}(\cdot)$ oracle returns "good" random coins, Enc ${ }^{\text {asy }}\left(\mathrm{pk}, \cdot ; \mathrm{G}^{\prime}(\cdot)\right)$ is injective. Hence, we can view $\mathrm{H}_{q}\left(\operatorname{Enc}^{a s y}(\mathrm{pk}, \cdot ; \mathrm{G}(\cdot))\right)$ as a perfect random oracle, and $\operatorname{Pr}\left[W_{3}\right]=\operatorname{Pr}\left[W_{2}\right]$ holds.

Game $_{4}$ : This game is the same as Game $_{3}$ except that DEC oracle is modified as follows: Take $\mathrm{ct}=(e, d, \mathrm{t})$ as input and compute $\left(\mathrm{k}^{\text {sym }}, \mathrm{k}^{\text {mac }}\right) \leftarrow \mathrm{H}_{q}(e)$. Then, return $\mathrm{m} \leftarrow \mathrm{k}^{\text {sym }} \oplus d$ if $\operatorname{Vrfy}\left(\mathrm{k}^{\text {mac }}, d, \mathrm{t}\right)=1$, and return $\perp$ otherwise.

In the case where $e=\operatorname{Enc}^{a s y}\left(\mathrm{pk}, r ; \mathrm{G}^{\prime}(r)\right)$ holds, both Decap algorithms of Figure 3.1 in $\mathrm{Hybrid}_{3}$ and $\mathrm{Hybrid}_{4}$ return the same value. In the case where $e \neq \mathrm{Enc}^{a s y}(\mathrm{pk}, r ; \mathrm{G}(r))$ holds, A cannot distinguish $\mathrm{Game}_{3}$ and Game ${ }_{4}$ since both H oracles in the two games return uniformly random values. Thus, we have $\operatorname{Pr}\left[W_{4}\right]=\operatorname{Pr}\left[W_{3}\right]$.

Game $_{5}$ : This game is the same as $\mathrm{Game}_{4}$ except that we replace the random oracle $\mathrm{G}^{\prime}(\cdot)$ by $\mathrm{G}(\cdot)$. In the same way as the game-hop of $\mathrm{Game}_{2}$, we have $\left|\operatorname{Pr}\left[W_{4}\right]-\operatorname{Pr}\left[W_{5}\right]\right| \leq 2 q_{g} \sqrt{\delta}$.

We define $\ddot{\mathrm{G}}$ (resp. $\ddot{\mathrm{H}}$ ) as a random oracle such that for $i \in[n]$, the value $\ddot{\mathrm{G}}\left(r_{i}\right)$ (resp. $\ddot{\mathrm{H}}\left(r_{i}, e\right)$ ) is sampled from $\mathcal{R}^{\text {asy }}$ (resp. $\mathcal{K}^{\text {sym }} \times \mathcal{K}^{\text {mac }}$ ) uniformly at random and patches the uniformly random value, and for $r \notin\left\{r_{i}\right\}_{i \in[n] \backslash I}$, $\ddot{\mathrm{G}}(r)=\mathrm{G}(r)$ (resp. $\mathrm{H}(r, e)=\mathrm{H}(r, e))$ holds.

Game $_{6}$ : This game is the same as Game $_{5}$ except that at the beginning of the security game, the challenger computes $\left(e_{i}, \mathrm{k}_{i}\right)$ for $i \in[n]$, and oracles H and G are replaced by $\ddot{\mathrm{H}} \backslash S$ and $\ddot{\mathrm{G}} \backslash S$ for $S=\left\{r_{i}\right\}_{i \in[n] \backslash I}$, respectively, before A queries to OPEN oracle.

In the similar way as the proof of Theorem 1 in [78], the following lemma holds.

Lemma 3.1. For any $Q P T$ algorithm A against $\mathrm{PKE}_{2}^{h y}$ that makes at most $q_{g}$ queries to G and at most $q_{h}$ queries to H , there exists a PPT algorithm D against PKE ${ }^{\text {asy }}$ such that

$$
\left|\operatorname{Pr}\left[W_{5}\right]-\operatorname{Pr}\left[W_{6}\right]\right| \leq 2 \sqrt{n\left(q_{g}+q_{h}\right) \operatorname{Adv}_{\mathrm{PKE}^{a s y}, \mathrm{D}}^{\mathrm{ind}-\text { cap }}(\lambda)}+4\left(q_{g}+q_{h}\right) \sqrt{\frac{n}{\left|\mathcal{M}^{a s y}\right|}} .
$$

Proof. We use the same notations defined in the proof of Theorem 3.2. For $i \in\{0,1, \ldots, 4\}$, we consider games Hybrid $_{i}$, and let $H_{i}$ be the event that A outputs out such that $R\left(\mathcal{M}_{\mathrm{D}}, \mathrm{m}_{1}, \ldots, \mathrm{~m}_{n}, I\right.$, out $)=1$ in $\mathrm{Hybrid}_{i}$, Find $_{i}$ be the event that a semi-classical oracle $\mathrm{O}_{S}^{S C}$ returns $\sum_{x \in S, y \in \mathcal{Y}} \psi_{x, y}^{\prime}|x, y\rangle|1\rangle$ for a quantum query $\sum_{x \in \mathcal{M}^{a s y}, y \in \mathcal{Y}} \psi_{x, y}|x, y\rangle$ to the random oracle G (resp. H), where $S=\left\{r_{i}\right\}_{i \in[n] \backslash I}$ and $\mathcal{Y}=\mathcal{R}^{\text {asy }}$ (resp. $\mathcal{Y}=\mathcal{C}^{a s y} \times \mathcal{K}^{s y m} \times \mathcal{K}^{m a c}$ ). In addition, in the same way as the proof in Theorem 3.2, random oracles $\ddot{G}$ and $\ddot{H}$ are defined.

Hybrid $_{0}$ : This game is the same as $\mathrm{Game}_{5}$ in the proof of Theorem 3.2. Then, we have $\operatorname{Pr}\left[H_{0}\right]=\operatorname{Pr}\left[W_{5}\right]$.
Hybrid ${ }_{1}$ : This game is the same as Hybrid $_{0}$ except that we replace G and H by $\ddot{\mathrm{G}} \backslash S$ and $\ddot{\mathrm{H}} \backslash S$, respectively, where $S=\left\{r_{i}\right\}_{i \in[n] \backslash I}$.

From Proposition 2.1, we have $\left|\operatorname{Pr}\left[H_{0}\right]-\operatorname{Pr}\left[H_{1}\right]\right| \leq 2 \sqrt{\left(q_{g}+q_{h}\right) \operatorname{Pr}\left[\text { Find }_{1}\right]}$. Notice that we also have $\operatorname{Pr}\left[H_{1}\right]=\operatorname{Pr}\left[W_{6}\right]$.
Hybrid $_{2}$ : This game is the same as Hybrid ${ }_{1}$ except that for all $i \in[n]$, we replace $\hat{r}_{i} \stackrel{U}{\leftarrow} \mathcal{R}^{\text {asy }}$ and $\left(\mathrm{k}_{i}^{\text {sym }}, \mathrm{k}_{i}^{\text {mac }}\right) \stackrel{U}{\leftarrow} \mathcal{K}^{\text {sym }} \times \mathcal{K}^{\text {mac }}$ instead of $\hat{r}_{i} \leftarrow \mathrm{G}\left(r_{i}\right)$ and $\left(k_{i}^{\text {sym }}, \mathrm{k}_{i}^{\text {mac }}\right) \leftarrow \mathrm{H}\left(r_{i}, e_{i}\right)$, respectively. We have $\operatorname{Pr}\left[\mathrm{Find}_{2}\right]=\operatorname{Pr}\left[\mathrm{Find}_{1}\right]$ because we do not focus on the output of A.
Hybrid $_{3}$ : This game is the same as $\mathrm{Hybrid}_{2}$ except that we replace $\ddot{G}$ and $\ddot{\mathrm{H}}$ by G and H , respectively. Because there is no difference between the view of A in the two games by this change, $\operatorname{Pr}\left[\mathrm{Find}_{3}\right]=\operatorname{Pr}\left[\mathrm{Find}_{2}\right]$ holds.

Hybrid $_{4}$ : This game is the same as Hybrid ${ }_{3}$ except that we replace $r_{i}$ by $r_{i}^{\prime}$ for all $i \in[n]$. Notice that we do not replace the set $S=\left\{r_{i}\right\}_{i \in[n] \backslash I}$ by $\left\{r_{i}^{\prime}\right\}_{i \in[n] \backslash I}$.

We show $\mid \operatorname{Pr}\left[\right.$ Find $\left._{3}\right]-\operatorname{Pr}\left[\mathrm{Find}_{4}\right] \mid \leq n \cdot \operatorname{Adv}_{\mathrm{PKE}, \mathrm{D}}^{\text {ind-cpa }}(\lambda)$ by constructing the following PPT algorithm D breaking IND-CPA security of PKE ${ }^{\text {asy }}$ : Given a public key $\mathrm{pk}^{a s y}$, D chooses $i^{*} \in[n], r_{i^{*}}, r_{i^{*}}^{\prime} \in \mathcal{M}^{a s y}$ uniformly at random. It submits $\left(r_{i}, r_{i}^{\prime}\right)$ to the challenger in IND-CPA game and receives $e_{i^{*}}$. And then, it computes $e_{i} \leftarrow \mathrm{Enc}^{a s y}\left(\mathrm{pk}, r_{i} ; \mathrm{G}\left(r_{i}\right)\right)$ and $\mathrm{k}_{i} \leftarrow \mathrm{H}_{q}\left(e_{i}\right)$ for $i \in[n] \backslash\left\{i^{*}\right\}$. In order to
simulate a random oracle $\mathrm{G}\left(\right.$ resp. $\left.\mathrm{H}_{q}\right)$, D chooses a $2 q_{g}$-wise independent hash function (resp. a $2 q_{h}$-wise independent hash function) uniformly at random. It sets $I \leftarrow \emptyset$ and sends $\mathrm{pk}:=\mathrm{pk}^{a s y}$ to A .

When A submits $\mathcal{M}_{\mathrm{D}}$, D chooses $\mathrm{m}_{i} \stackrel{\cup}{\leftarrow} \mathcal{M}_{\mathrm{D}}$ and computes $d_{i} \leftarrow \mathrm{k}_{i}^{\text {sym }} \oplus \mathrm{m}_{i}$ and $\mathrm{t}_{i} \leftarrow \operatorname{Tag}\left(\mathrm{k}_{i}^{\text {mac }}, d_{i}\right)$ for $i \in[n]$. Then, it returns $\left(\left(e_{i}, d_{i}, \mathrm{t}_{i}\right)\right)_{i \in[n]}$.

D simulates oracles in the following way: When A issues a quantum query $\sum_{r \in \mathcal{M}^{a s y}, y \in \mathcal{Y}} \psi_{r, y}|r, y\rangle$ to the random oracle $G$ (resp. H) for $\mathcal{Y}=\mathcal{R}^{a s y}$ (resp. $\left.\mathcal{Y}=\mathcal{C}^{a s y} \times \mathcal{K}^{s y m} \times \mathcal{K}^{m a c}\right)$, D submits $\sum_{r \in \mathcal{M}^{a s y}, y \in \mathcal{Y}} \psi_{r, y}|r, y\rangle|0\rangle$ to a semiclassical oracle $\mathrm{O}_{S}^{S C}$. It halts and outputs 1 if $\mathrm{O}_{S}^{S C}$ returns the quantum superposition state $\sum_{r \in \mathcal{M}^{a s y}, y \in \mathcal{Y}} \psi_{r, y}^{\prime}|r, y\rangle|1\rangle$. It returns a quantum state by accessing G (resp. H ) otherwise.

- $\operatorname{DEC}(\mathrm{ct})$ : Take $\mathrm{ct}=(e, d, \mathrm{t})$ as input and do the following.

1. $\left(\mathrm{k}^{\text {sym }}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}_{q}(e)$.
2. Return $\mathrm{m} \leftarrow \mathrm{k}^{\text {sym }} \oplus d$ if $\mathrm{Vrfy}\left(\mathrm{k}^{\text {mac }}, d, \mathrm{t}\right)=1$. Return $\perp$ otherwise.

- $\operatorname{OPEN}(i)$ : Set $I \leftarrow I \cup\{i\}$. Abort if $i=i^{*}$. Return ( $\mathrm{m}_{i}, r_{i}$ ) otherwise.

When A outputs a value out and halts, D outputs 0 . D simulates the view of A in $\mathrm{Game}_{3}\left(\right.$ resp. $\mathrm{Game}_{4}$ ) if the challenger chooses $r_{i}$ (resp. $r_{i}^{\prime}$ ). Then, the success probability of D is at least $\left|\operatorname{Pr}\left[\mathrm{Find}_{3}\right]-\operatorname{Pr}\left[\mathrm{Find}_{4}\right]\right| / n$, and we have the inequality.

In addition, we get $\operatorname{Pr}\left[\mathrm{Find}_{4}\right] \leq 4\left(q_{g}+q_{h}\right) /\left|\mathcal{M}^{\text {asy }}\right|$ for each $i \in[n]$, from Proposition 2.2.

Therefore, from the union bound, we obtain

$$
\left|\operatorname{Pr}\left[\operatorname{Find}_{3}\right]-\operatorname{Pr}\left[\operatorname{Find}_{4}\right]\right|+\operatorname{Pr}\left[\operatorname{Find}_{4}\right] \leq n \cdot \operatorname{Adv}_{\mathrm{PKE}, \mathrm{D}}^{\text {ind-cpa }}(\lambda)+\frac{4 n\left(q_{g}+q_{h}\right)}{\left|\mathcal{M}^{\text {asy }}\right|} .
$$

From the discussion above, we obtain the following inequality

$$
\begin{aligned}
\left|\operatorname{Pr}\left[W_{5}\right]-\operatorname{Pr}\left[W_{6}\right]\right| & \leq 2 \sqrt{\left(q_{g}+q_{h}\right) \operatorname{Pr}\left[\operatorname{Find}_{1}\right]} \\
& \leq 2 \sqrt{n\left(q_{g}+q_{h}\right) \operatorname{Adv}_{\mathrm{PKE}, \mathrm{D}}^{\text {ind-cpa }}(\lambda)+4 n \frac{\left(q_{g}+q_{h}\right)^{2}}{\left|\mathcal{M}^{a s y}\right|}} \\
& \leq 2 \sqrt{n\left(q_{g}+q_{h}\right) \operatorname{Adv}_{\mathrm{PKE}, \mathrm{D}}^{\text {ind-cpa }}(\lambda)}+4\left(q_{g}+q_{h}\right) \sqrt{\frac{n}{\left|\mathcal{M}^{a s y}\right|}} .
\end{aligned}
$$

Therefore, we complete the proof.
$\left|\operatorname{Pr}\left[W_{5}\right]-\operatorname{Pr}\left[W_{6}\right]\right|$ is negligible in $\lambda$ if $\mathrm{PKE}^{a s y}$ meets IND-CPA security.
Game $_{7}$ : This game is the same as Game $_{6}$ except that DEC oracle returns $\perp$ if a query ( $e, d, \mathrm{t}$ ) such that $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$ is submitted.

Let Bad be the event that A submits a ciphertext query $(e, d, \mathrm{t})$ such that $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$ and $\operatorname{Vrfy}\left(\mathrm{k}^{m a c}, d, \mathrm{t}\right)=1$. Besides, we consider the following events: Let $\operatorname{Bad}_{1}$ be the event that Bad happens in $G a m e_{6}$, and let Bad ${ }_{2}$ be the same event as $\operatorname{Bad}_{1}$ except that keys $\mathrm{k}_{i}$ are chosen uniformly at random for all $i \in[n]$.

Then, $\mathrm{Game}_{6}$ and $\mathrm{Game}_{7}$ are identical until $\mathrm{Bad}_{1}$ occurs. The modification of $\mathrm{Bad}_{2}$ is conceptual from the game-hop of $\mathrm{Game}_{6}$. Thus, we have $\operatorname{Pr}\left[\operatorname{Bad}_{1}\right]=$ $\operatorname{Pr}\left[\mathrm{Bad}_{2}\right]$.

Next, we show $\operatorname{Pr}\left[\operatorname{Bad}_{2}\right] \leq n \cdot \operatorname{Adv}_{\mathrm{MAC}, \mathrm{F}}^{\text {suf-cma }}(\lambda)$. We construct a PPT algorithm $F$ breaking sUF-OT-CMA security as follows: It is given oracles TAG and VRFY in sUF-OT-CMA game. At the beginning of the security game, F generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \operatorname{KGen}\left(1^{\lambda}\right)$ and chooses $i^{*} \in[n]$ uniformly at random. Then, it sets $I \leftarrow \emptyset$ and sends pk to A . When A submits $\mathcal{M}_{\mathrm{D}}$, it does the following for every $i \in[n]$ :

1. $e_{i} \leftarrow \operatorname{Enc}^{a s y}\left(\mathrm{pk} ; r_{i} ; \mathrm{G}\left(r_{i}\right)\right)$, where $r_{i} \in \mathcal{M}^{\text {asy }}$ is sampled at random.
2. $\mathrm{m}_{i} \leftarrow \mathcal{M}_{\mathrm{D}}$ and $\left(\mathrm{k}_{i}^{\text {sym }}, \mathrm{k}_{i}^{\text {mac }}\right) \leftarrow \mathrm{H}\left(r_{i}, e_{i}\right)$.
3. If $i=i^{*}$, choose $d_{i^{*}} \stackrel{U}{\leftarrow} \mathcal{K}^{\text {sym }}$ and let $\mathrm{t}_{i^{*}}:=\operatorname{TAG}\left(d_{i^{*}}\right)$. Otherwise, $d_{i} \leftarrow$ $\mathrm{k}_{i}^{\text {sym }} \oplus \mathrm{m}_{i}$ and $\tau_{i} \leftarrow \operatorname{Tag}\left(\mathrm{k}_{i}^{m a c}, d_{i}\right)$.

Then, it returns $\left\{\left(e_{i}, d_{i}, \mathrm{t}_{i}\right)\right\}_{i \in[n]}$. F simulates oracles in the following way: From Theorem 6.1 in [137], random oracles H and G can be simulated by using a $2 q_{h}$-wise pairwise independent hash function and a $2 q_{g}$-wise independent hash function, respectively. The other oracles are simulated as follows:

- $\operatorname{DEC}(\mathrm{ct})$ : Take $\mathrm{ct}=(e, d, \mathrm{t})$ as input. If $e=e_{i^{*}}$, $\operatorname{submit}(d, \mathrm{t})$ to VRFY oracle. Halt if VRFY returns 1 , and return $\perp$ otherwise. If $e \neq e_{i^{*}}$, return $\operatorname{Dec}(\mathrm{sk}, \mathrm{ct}) \in \mathcal{M} \cup\{\perp\}$.
- $\operatorname{OPEN}(i)$ : Set $I \leftarrow I \cup\{i\}$. Abort this game if $i=i^{*}$. Return $\left(\mathrm{m}_{i}, r_{i}\right)$ if $i \neq i^{*}$.

Finally, when A outputs out, F aborts if Bad does not occur. Then, the success condition of $F$ is identical to the condition that Bad occurs. Hence, $F$ wins in sUF-OT-CMA game if A submits a ciphertext query $(e, d, \mathrm{t})$ such that $e=e_{i^{*}}$ and $\operatorname{VRFY}(d, \mathrm{t})$ returns 1 , and the success probability of F is at least $\operatorname{Pr}\left[\operatorname{Bad}_{2}\right] / n$. From the union bound, we have $\operatorname{Pr}\left[\operatorname{Bad}_{2}\right] \leq n \cdot \operatorname{Adv} v_{M A C, F}^{\text {suf-cma }}(\lambda)$.

Therefore, we obtain

$$
\left|\operatorname{Pr}\left[W_{6}\right]-\operatorname{Pr}\left[W_{7}\right]\right| \leq n \cdot \operatorname{Adv}_{\mathrm{MAC}, \mathrm{~F}}^{\text {suf-cma }}(\lambda)
$$

$\left|\operatorname{Pr}\left[W_{6}\right]-\operatorname{Pr}\left[W_{7}\right]\right|$ is negligible in $\lambda$ if MAC meets sUF-OT-CMA security.
Game $_{8}$ : This game is the same as Game $_{7}$ except that the game is aborted if for $i \in[n]$, the challenger chooses $r_{i} \in \mathcal{M}^{\text {asy }}$ such that $\mathrm{k}_{i}^{\text {sym }} \in K_{[i-1]}^{s y m}$, where $\left(\mathrm{k}_{i}^{\text {sym }}, \mathrm{k}_{i}^{m a c}\right)=\mathrm{H}\left(r_{i}, e_{i}\right)$.

The probability of choosing $\mathrm{k}_{i}^{\text {sym }} \in K_{[i-1]}^{\text {sym }}$ is at most $n^{2} /\left|\mathcal{K}^{\text {sym }}\right|$ from the collision resistance of random oracles.

Game $_{9}$ : This game is the same as Game ${ }_{8}$ except that the challenge phase and OPEN oracle are modified as follows: When $A$ submits $\mathcal{M}_{\mathrm{D}}$, the challenger chooses $d_{i} \in \mathcal{K}^{s y m}$ and $k_{i}^{m a c} \in \mathcal{K}^{m a c}$ uniformly at random, computes $\mathrm{t}_{i} \leftarrow$ $\operatorname{Tag}\left(\mathrm{k}_{i}^{\text {mac }}, d_{i}\right)$, and returns $\left(e_{i}, d_{i}, \mathrm{t}_{i}\right)$ for $i \in[n]$. In addition, OPEN oracle does the following:

1. $I \leftarrow I \cup\{i\}$.
2. $\mathrm{m}_{i} \leftarrow \mathcal{M}_{\mathrm{D}}$.
3. Let $\mathrm{H}\left(r_{i}, e_{i}\right):=\left(d_{i} \oplus \mathrm{~m}_{i}, \mathrm{k}_{i}^{m a c}\right)$.
4. Return $\left(m_{i}, r_{i}\right)$.

Game $_{9}$ is identical to Game ${ }_{8}$. Any QPT adversary A cannot distinguish $d_{i}$ in the two games since both ciphertexts in these games are uniformly random and A cannot find $r \in\left\{r_{i}\right\}_{i \in[n] \backslash I}$ before querying OPEN oracle. For this reason, it is possible to define $\mathrm{H}\left(r_{i}, e_{i}\right)$ when A submits $i$ to OPEN oracle. Hence, we have $\operatorname{Pr}\left[W_{9}\right]=\operatorname{Pr}\left[W_{8}\right]$.

Finally, we prove $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}_{2}^{h y}, \mathrm{~S}}^{\text {ideal-so-cca }} \rightarrow 1\right]=\operatorname{Pr}\left[W_{9}\right]$ by constructing a simulator $S$ in the following way: It is given $\overline{\text { OPEN }}$ oracle. At the beginning of Ideal-SIM-SO-CCA security game, $S$ generates $(\mathrm{pk}, \mathrm{sk}) \leftarrow \mathrm{KGen}\left(1^{\lambda}\right)$ and $e_{i}$ for $i \in[n]$. And then, it sets $I \leftarrow \emptyset$ and sends pk to A. When A submits $\mathcal{M}_{\mathrm{D}}$, it chooses $d_{i} \in \mathcal{M}_{\mathrm{D}}$ and $\mathrm{k}_{i}^{m a c} \in \mathcal{K}^{m a c}$ uniformly at random, and computes $\mathrm{t}_{i} \leftarrow \operatorname{Tag}\left(\mathrm{k}_{i}^{\text {mac }}, d_{i}\right)$ for $i \in[n]$. And then it returns $\left(\left(e_{i}, d_{i}, \mathrm{t}_{i}\right)\right)_{i \in[n]}$. It simulates random oracles by using a $2 q_{h}$-wise independent hash function and a $2 q_{g}$-wise independent hash function. Oracles DEC $(\cdot)$ and OPEN $(\cdot)$ are simulated as follows:

- $\operatorname{DEC}(\mathrm{ct}):$ Take $\mathrm{ct}=(e, d, \mathrm{t})$ as input and do the following.

1. Return $\perp$ if $e \in\left\{e_{i}\right\}_{i \in[n] \backslash I}$.
2. $\left(\mathrm{k}^{s y m}, \mathrm{k}^{m a c}\right) \leftarrow \mathrm{H}_{q}(e)$.
3. Return $\mathrm{m} \leftarrow \mathrm{k}^{\text {sym }} \oplus d$ if $\operatorname{Vrfy}\left(\mathrm{k}^{m a c}, d, \mathrm{t}\right)=1$. Return $\perp$ otherwise.

- OPEN $(i)$ : Take $i \in[n]$ as input and do the following:

1. $I \leftarrow I \cup\{i\}$.
2. Receive $m_{i}$ by accessing the given $\overline{\mathrm{OPEN}}(i)$.
3. Let $\mathrm{H}\left(r_{i}, e_{i}\right):=\left(d_{i} \oplus m_{i}, \mathrm{k}_{i}^{m a c}\right)$.
4. Return $\left(\mathrm{m}_{i}, r_{i}\right)$.

When A outputs out, S halts and outputs $R\left(\mathcal{M}_{\mathrm{D}}, m_{1}, \ldots, m_{n}, I\right.$, out $)$. Because S can simulate the view of A only with $\overline{\mathrm{OPEN}}$ oracle, we have $\operatorname{Pr}\left[\operatorname{Exp}_{\mathrm{PKE}_{2}^{h y}, \mathrm{~S}}^{\text {ideal-so-cca }} \rightarrow\right.$ $1]=\operatorname{Pr}\left[W_{9}\right]$.

From the discussion above, we obtain

$$
\begin{gathered}
\operatorname{Adv}_{\mathrm{PKE}_{2}^{h i m}, \mathrm{~A}, \mathrm{~S}, R}^{\text {sim-so-cca }}(\lambda) \leq 2 \sqrt{n\left(q_{g}+q_{h}\right) \operatorname{Adv}_{\mathrm{PKE}^{\text {asy }}, \mathrm{D}}^{\mathrm{ind-cpa}}(\lambda)}+n \cdot \operatorname{Adv}_{\mathrm{MAC}, \mathrm{~F}}^{\text {suf-cma }}(\lambda) \\
\quad+4\left(q_{g}+q_{h}\right) \sqrt{\frac{n}{\left|\mathcal{M}^{a s y}\right|}}+\frac{2 q_{h}}{\sqrt{\left|\mathcal{M}^{a s y}\right|}}+4 q_{g} \sqrt{\delta}+\frac{n^{2}}{\left|\mathcal{K}^{s y m}\right|} \\
\leq 2 \sqrt{n\left(q_{g}+q_{h}\right) \operatorname{Adv}_{\mathrm{PKE}^{\text {ind-cpa }}, \mathrm{D}}^{\text {ind }}(\lambda)}+n \cdot \operatorname{Adv}_{\mathrm{MAC}, \mathrm{~F}}^{\text {suf-cma }}(\lambda) \\
\\
\quad+\left(4 q_{g}+6 q_{h}\right) \sqrt{\frac{n}{\left|\mathcal{M}^{a s y}\right|}}+4 q_{g} \sqrt{\delta}+\frac{n^{2}}{\left|\mathcal{K}^{\text {symm }}\right|}
\end{gathered}
$$

and complete the proof.

## Chapter 4

## Quantum-Secure Message Authentication with Aggregation

### 4.1 Background of (Sequential) Aggregate MAC

Message authentication code (MAC) is a fundamental and important primitive in symmetric cryptography for message authentication by generating MAC tags on messages. In addition, there are works which researched message authentication schemes with advanced functionalities, such as aggregate MACs (AMACs) [82, 44], homomorphic message authenticators [32, 52, 47], and blind MACs $[2,105]$. In this chapter, we focus on AMACs which can compress multiple MAC tags on multiple messages into a short tag (aggregate-tag). The reasons are as follows: When many MAC tags are sent to a receiver via a network, AMACs are effective since it is possible to reduce the total size of MAC tags. In addition, concrete AMACs can be constructed from standardized MACs such as CMAC and HMAC, and it is easy to implement AMAC schemes without replacing ordinary MACs implemented in devices [82, 44] while practical homomorphic message authenticators [32] and blind MACs [ 2,105 ] are not standardized, and we have to replace implemented ordinary MACs (e.g., CMAC and HMAC) by the homomorphic or blind message authentication schemes in implementing these ones.

We describe the existing works related to AMACs. In [82], Katz and Lindell formalized the model and security of AMACs for the first time, and proposed a generic construction starting from any MAC. Sequential aggregate MAC (SAMAC) is AMAC which can verify the validity of the order of sequential messages. We can consider several applications of SAMACs such as audit-logging systems and wireless network sensor systems, and others for resource-constrained devices. In [44], Eikemeier et al. defined the model and security of SAMACs, and proposed a generic construction from any MAC and
pseudorandom permutation. In [62], Hirose and Kuwakado formalized forward security of SAMACs and proposed a generic construction from any pseudorandom function (PRF) and any pseudorandom generator. Tomita et al. [128] defined sequential aggregate authentication codes with information-theoretic (one-time) security, and they proposed constructions of SAMACs meeting this security.

Recently, quantum algorithms breaking the existing cryptosystems have been proposed and the development of quantum computers has been promoted. In fact, post-quantum cryptosystems have been studied in both areas of public key cryptography and symmetric key cryptography. In symmetric key cryptography, we focus on the security model where adversaries are allowed to submit quantum superposition states of queries (quantum queries) to oracles since we would like to establish quantum secure systems in a stronger sense. It is known that there exist quantum attacks against MAC schemes such as CBC-MAC, PMAC, and Carter-Wegman MAC in this model [24, 80]. In prior work, various MAC schemes satisfying the security in the quantum query model have been proposed. In [24], Boneh and Zhandry defined the security of MACs in this model for the first time. They also proposed several MAC schemes meeting this security: a variant of Carter-Wegman MAC, pseudorandom functions meeting the quantum security defined in [136], and a $q$-time MAC scheme, where $q$ is the number of classical/quantum queries to the tagging oracle. In [124], Song and Yun showed that NMAC and HMAC met the quantum security of pseudorandom functions defined in [136], if the underlying pseudorandom functions meet the quantum security. However, no paper reports about MACs with advanced functionality of compressing multiple tags, AMACs and SAMACs. Notice that there is no work which researched the quantum-security of homomorphic message authenticators and blind MACs.

### 4.2 Contribution

Our purpose is to propose AMAC/SAMAC schemes meeting quantum security, namely AMAC/SAMAC schemes secure in quantum security models. To the best of our knowledge, the security of AMACs/SAMACs in this model has not been dealt with in the literature. We formalize the model and security of AMACs/SAMACs in the quantum security model. Then, we show that generic constructions of AMAC/SAMAC schemes that satisfy the security in the quantum security model. Specifically, the contribution is described as follows.

1. In Section 4.4, we formalize the security of AMACs in the quantum security model. In addition, we show that the generic construction of AMAC from any MAC, which was proposed by Katz and Lindell [82], fulfills our security, if the underlying MAC meets the post-quantum security defined in [24].
2. In Section 4.5, we formalize the quantum security of SAMACs. Our security formalization includes the existing security definition [44] in the classical security model, and hence our formalization is considered to be reasonable. In terms of quantum security, we analyze security of known SAMACs, and the results are summarized in Table 4.1. In particular, we can break the security of SAMACs of $[44,128]$ by using quantum algorithms proposed in [24, 80].
3. In Section 4.5.3 and 4.5.4, we propose two generic constructions of SAMACs, SAMAC $_{1}$ and $\mathrm{SAMAC}_{2}$. SAMAC ${ }_{1}$ is constructed from any quantum-secure pseudorandom function (QPRF), which is formalized in [136], while $\mathrm{SAMAC}_{2}$ is constructed from any randomized pseudorandom generator (PRG) and any classical PRF. The features of those constructions are explained as follows.
SAMAC ${ }_{1}$ uses a deterministic PRF satisfying the quantum security formalized in [136]. In particular, we can apply the quantum secure PRFs of $[136,124]$ to SAMAC $_{1}$, since those are deterministic. More specifically, we can apply NMAC/HMAC to SAMAC $_{1}$ as a quantum-secure PRF, since these MACs are shown to be quantum-secure PRFs in [124].
$S A M A C_{2}$ uses a randomized function (i.e., randomized PRG). The advantage of using randomized primitives lies in constructing quantum secure SAMAC schemes based on computationally hard problems even for quantum computers such as the learning parity with noise (LPN) problem. Since LPN-based cryptography has been studied in constructing various cryptographic systems such as public key encryption [40, 85], oblivious transfer [36], symmetric key encryption [12], MACs [38], and randomized PRGs/PRFs [135, 12], it is even interesting to consider quantum-secure SAMACs from LPN-based primitives. LPN-based primitives consist of randomized algorithms, and hence, those can be applied to $S_{A M A C}^{2}$. In particular, we can apply randomized PRGs [135, 12] based on the LPN problem to $\mathrm{SAMAC}_{2}$.

### 4.3 Existing Quantum Security of MAC

We describe the quantum security of MACs (i.e., EUF-qCMA (existential unforgeability against quantum chosen message attacks) security) following [24] in order to show that our quantum security of AMACs is an expansion of the security definition of [24]. Concerning the model of MACs, see Section 2.7.3.

Definition 4.1 (EUF-qCMA security [24]). A MAC scheme MAC $=($ Tag, Vrfy) with a key space $\mathcal{K}$ meets EUF-qCMA security, if for any QPT adversary
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| Scheme | Primitive | Quantum Security | Attacking algorithm |
| :---: | :---: | :---: | :---: |
| [44] | $\begin{aligned} & \hline \text { MAC } \\ & \hline \text { PRP } \end{aligned}$ | insecure | Quantum algorithm against CBC-MAC (see Section 5.1 in [80]) |
| [128] Scheme 1 [128] Scheme 2 | A-code A-code | insecure | Quantum algorithm (see the proof of Lemma 6.3 in [24]) |
| SAMAC $_{1}$ | QPRF | secure | n/a |
| $\mathrm{SAMAC}_{2}$ | RPRG | secure | n/a |

Table 4.1: Security of SAMAC Schemes in the Quantum Query Model: The term "Primitive" means cryptographic primitives required in the generic constructions, "Quantum Security" means security in the quantum query model, and "Attacking algorithm" means a quantum algorithm which makes the target scheme insecure in the quantum query model. PRP means a pseudorandom permutation, A-code means an authentication code with information theoretic (one-time) security, (Q)PRF means a (quantum) pseudorandom function, RPRG means a randomized pseudorandom generator, and PIH means pairwise independent hashing.

A against $\mathrm{MAC}, \operatorname{Adv}_{\mathrm{MAC}, \mathrm{A}}^{\text {euf-qcma }}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is an event that A wins in the following game:

Setup: A challenger chooses a secret key $\mathrm{k} \stackrel{U}{\leftarrow} \mathcal{K}$.

Queries: When A submits a quantum query (i.e., a superposition of messages) $|\psi\rangle=\sum_{\mathrm{m} \in \mathcal{M}, t \in \mathcal{T}, z} \psi_{\mathrm{m}, t, z}|\mathrm{~m}, t, z\rangle$ to the tagging oracle, it chooses randomness $r$ used in Tag algorithm, where it does not need to choose randomness $\boldsymbol{r}$ if Tag is deterministic. Then, it returns

$$
\sum_{\mathrm{m} \in \mathcal{M}, t \in \mathcal{T}, z} \psi_{\mathrm{m}, t, z}|\mathrm{~m}, t \oplus \operatorname{Tag}(\mathrm{k}, \mathrm{~m} ; r), z\rangle
$$

Let $q$ be the number of queries which A submits to the tagging oracle.

Output: A outputs $(q+1)$ message $/$ tag pairs $\left(\mathrm{m}_{1}, \mathrm{t}_{1}\right), \ldots,\left(\mathrm{m}_{q+1}, \mathrm{t}_{q+1}\right) . \mathrm{A}$ wins if the following holds:

- $1 \leftarrow \operatorname{Vrfy}\left(\mathrm{k}, \mathrm{m}_{i}, \mathrm{t}_{i}\right)$ for all $i \in[q+1]$.
- $\mathrm{m}_{i} \neq \mathrm{m}_{j}$ for any distinct $i, j \in[q+1]$.


### 4.4 Quantum-Secure AMAC

### 4.4.1 Quantum Security of AMAC

In this section, we formalize the quantum security of AMACs by taking into account the quantum security of MACs in [24] and (classical) security of AMACs in [82].

First, we describe the model of AMACs which is an existing one of [82]. An AMAC scheme consists of four polynomial-time algorithms (KGen, Tag, Agg, $\mathrm{A} V \mathrm{rfy}$ ): Let $\lambda$ be a security parameter, and let $n=\operatorname{poly}(\lambda)$ be the number of tagging users. $\mathcal{I D}=\left\{\operatorname{id}_{i}\right\}_{i \in[n]} \in\left(\{0,1\}^{O(\lambda)}\right)^{n}$ is an ID space, $\mathcal{K}=\mathcal{K}(\lambda)$ is a key space, $\mathcal{M}=\mathcal{M}(\lambda)$ is a message space, and $\mathcal{T}=\mathcal{T}(\lambda)$ is a tag space.

Key Generation. KGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$ and an ID id $\in \mathcal{I D}$, outputs a secret key $\mathrm{k}_{\mathrm{id}} \in \mathcal{K}$. We write $\mathrm{k}_{\mathrm{id}} \leftarrow \operatorname{KGen}\left(1^{\lambda}\right.$, id$)$.

Tagging. Tag is an algorithm which, on input a secret key $\mathrm{k}_{\mathrm{id}} \in \mathcal{K}$ and a message $\mathrm{m} \in \mathcal{M}$, outputs a tag $\mathrm{t} \in \mathcal{T}$. We write $\mathrm{t} \leftarrow \operatorname{Tag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}\right)$.

Aggregation. Agg is a deterministic algorithm which, on input a set of arbitrary $\ell$ pairs of IDs and tags $T=\left\{\left(\operatorname{id}_{\sigma(i)}, \mathrm{t}_{i}\right)\right\}_{i \in[\ell]}(\ell \leq n)$, outputs an aggregate tag $\tau$. We write $\tau \leftarrow \operatorname{Agg}(T)$.

Verification. $A V r f y$ is a deterministic algorithm which, on input a set of secret keys $K=\left\{\mathrm{k}_{\mathrm{id}_{i}}\right\}_{i \in[n]}$, a set of arbitrary $\ell$ pairs of IDs and messages $M=\left\{\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right\}_{i \in[\ell]}$, and an aggregate tag $\tau$, outputs 1 (accept) or 0 (reject). We write $1 / 0 \leftarrow \operatorname{AVrfy}(K, M, \tau)$.

We require that AMAC schemes (KGen, Tag, Agg, AVrfy) meet correctness as follows: For any set $K=\left\{\mathrm{k}_{\mathrm{id}_{i}}\right\}_{i \in[n]}$ of secret keys $\left(\forall \mathrm{id}_{i} \in \mathcal{I D}, \mathrm{k}_{\mathrm{id}_{i}} \leftarrow\right.$ $\left.\operatorname{KGen}\left(1^{\lambda}, \mathrm{id}_{i}\right)\right)$, and any set $M$ of $\mathrm{ID} /$ message pairs, we have $1 \leftarrow \mathrm{AVrfy}(K, M, \tau)$, where $\tau \leftarrow \operatorname{Agg}\left(\left\{\operatorname{id}_{\sigma(i)}, \mathrm{t}_{i}\right\}_{i \in[\ell]}\right)$, where $\mathrm{t}_{i} \leftarrow \operatorname{Tag}\left(\mathrm{kid}_{\mathrm{id}_{\sigma(i)}}, \mathrm{m}_{i}\right)$ for $i \in[\ell](1 \leq \ell \leq$ $n)$.

Next, we define the quantum security of AMACs: aggregate unforgeability against quantum chosen message attacks, which we call aggUF-qCMA security, as follows.

Definition 4.2 (aggUF-qCMA security). An AMAC scheme AMAC $=(K G e n$, Tag, Agg, AVrfy) meets aggUF-qCMA security, if for any QPT adversary A against $\mathrm{AMAC}, \operatorname{Adv}_{\mathrm{AMAC}, \mathrm{A}}^{\text {aggufa }}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible in $\lambda$, where $[\mathrm{A}$ wins $]$ is the event that A wins in the following game:

Setup: Generate secret keys $\mathrm{k}_{\mathrm{id}_{i}} \leftarrow \mathrm{KGen}\left(1^{\lambda}\right.$, $\left.\mathrm{id}_{i}\right)$ for all $\mathrm{id}_{i} \in \mathcal{I D}$. Set a list $L_{\text {Cor }} \leftarrow \emptyset$.

Queries: A is allowed to submit queries to the following oracles $\mathrm{O}_{\mathrm{Cor}}, \mathrm{O}_{\text {Tag }}$ :

- $\mathrm{O}_{\text {Cor }}$ : Given a query $\mathrm{id} \in \mathcal{I D}$, a corrupt oracle $\mathrm{O}_{\text {Cor }}$ returns the corresponding key $\mathrm{k}_{\mathrm{id}}$ and sets $L_{\text {Cor }} \leftarrow L_{\text {Cor }} \cup\{\mathrm{id}\}$.
- $\mathrm{O}_{\text {Tag }}$ : Given an $I D$ id $\in \mathcal{I D}$ and a quantum superposition of messages $|\psi\rangle=\sum_{\mathrm{m} \in \mathcal{M}, t \in \mathcal{T}, z} \psi_{\mathrm{m}, t, z}|\mathrm{~m}, t, z\rangle$, a tagging oracle $\mathrm{O}_{\mathrm{Tag}}$ chooses randomness $r$ used in Tag algorithm, where it does not need to choose randomness $r$ if Tag is deterministic. Then, it returns $\sum_{\mathrm{m} \in \mathcal{M}, t \in \mathcal{T}, z} \psi_{\mathrm{m}, t, z}\left|\mathrm{~m}, t \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m} ; r\right), z\right\rangle$. Let $q$ be the number of issued queries to $\mathrm{O}_{\mathrm{Tag}}$, such that id $\notin L_{\mathrm{Cor}}$.

Output: A outputs $q$ ID/message/tag triplets $\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}, \mathrm{t}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}, \mathrm{t}^{(q)}\right)$ and $(M, \tau)$, where $\mathrm{id}^{(i)} \in \mathcal{I D}(i \in[q])$, and $M=\left\{\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right\}_{i \in[\ell]}$ $(1 \leq \ell \leq n)$ is a set of arbitrary $\ell$ pairs of IDs and messages and $\tau$ is an aggregate tag. Then, A wins if the following holds:

- $1 \leftarrow \mathrm{~A} V \mathrm{rfy}\left(\mathrm{k}_{\mathrm{id}^{(i)}},\left(\mathrm{id}^{(i)}, \mathrm{m}^{(i)}\right), \mathrm{t}^{(i)}\right)$ for all $i \in[q]$, and $1 \leftarrow \mathrm{~A} \mathrm{rfy}(K, M, \tau)$.
- There exists some $(\mathrm{id}, \mathrm{m}) \in M$ such that $\mathrm{id} \notin L_{\text {Cor }}$ and $(\mathrm{id}, \mathrm{m}) \notin\left\{\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}\right)\right\}$.

Definition 4.2 is regarded as an extension from both security notions of the quantum security of MACs in [24] and (classical) security of AMACs in [82] from the following reasons:

- Consider a special case $n=\ell=1$ in Definition 4.2. Suppose that, in the aggUF-qCMA security game, a QPT adversary A finally outputs $q$ ID/message/tag triplets $\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}, \mathrm{t}^{(1)}\right), \ldots,\left(\mathrm{id}^{(1)}, \mathrm{m}^{(q)}, \mathrm{t}^{(q)}\right)$ for the same ID, and $(M, \tau)$, where $M=\{m\}$ is a set consisting of a single element and $\tau$ is a single tag. Then, A wins, if $1 \leftarrow A V r f y\left(\mathrm{k}_{\mathrm{id}}{ }^{(1)},\left(\mathrm{id}^{(1)}, \mathrm{m}^{(i)}\right), \mathrm{t}^{(i)}\right)$ for all $i \in[q]$ and $1 \leftarrow \operatorname{AVrfy}\left(\mathrm{k}_{\mathrm{id}}{ }^{(1)}, m, t\right)$, and $m \notin\left\{\mathrm{~m}^{(1)}, \ldots, \mathrm{m}^{(q)}\right\}$. This is the same as Definition 4.1, and hence Definition 4.2 is regarded as an extension from quantum security of MACs in [24].
- Consider a special case where PPT algorithm A obtains valid $q$ triplets $\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}, \mathrm{t}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}, \mathrm{t}^{(q)}\right)$ by having access to the oracle $\mathrm{O}_{\text {Tag }}$ with classical queries $\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}\right)$. Suppose that, in the aggUF-qCMA security game, A outputs $q$ ID/message/tag triplets $\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}, \mathrm{t}^{(1)}\right), \ldots,\left(\mathrm{id}^{(1)}, \mathrm{m}^{(q)}, \mathrm{t}^{(q)}\right)$ which he obtained, and $(M, \tau)$, where $M=\left\{\left(\operatorname{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right\}_{i \in[\ell]}(1 \leq \ell \leq n)$ is a set of arbitrary $\ell$ pairs of IDs and messages and $\tau$ is an aggregate tag. Then, A wins, if $1 \leftarrow$ $\operatorname{AVrfy}(K, M, \tau)$ and there is some (id, m$) \in M$ such that id $\notin L_{\text {Cor }}$ and (id, m$) \notin\left\{\left(\mathrm{id}^{(1)}, \mathrm{m}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}\right)\right\}$. This is the same as the security definition of AMACs in [82], and ours is an extension of it.


### 4.4.2 Katz-Lindell Construction

We show that the Katz-Lindell construction [82] of AMACs meets aggUF-qCMA security. Let $\mathrm{MAC}=\left(\mathrm{Tag}_{\mathrm{MAC}}, \mathrm{Vrfy}_{\mathrm{MAC}}\right)$ be a deterministic MAC scheme with
a key space $\mathcal{K}$. The Katz-Lindell construction $\mathrm{AMAC}_{\mathrm{KL}}=(\mathrm{KGen}, \mathrm{Tag}, \mathrm{Agg}, \mathrm{AV}$ rfy $)$ is described as follows:

- $\mathrm{k}_{\text {id }} \leftarrow \operatorname{KGen}\left(1^{\lambda}\right.$, id) : Output $\mathrm{k}_{\text {id }} \stackrel{U}{\leftarrow} \mathcal{K}$ for an ID id $\in \mathcal{I D}$.
- $\mathrm{t} \leftarrow \operatorname{Tag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}\right)$ : Output $\mathrm{t} \leftarrow \operatorname{Tag}_{\mathrm{MAC}}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}\right) \in \mathcal{T}$ on a message $\mathrm{m} \in \mathcal{M}$.
- $\tau \leftarrow \operatorname{Agg}\left(\left\{\left(\mathrm{id}_{\sigma(1)}, \mathrm{t}_{1}\right), \ldots,\left(\mathrm{id}_{\sigma(\ell)}, \mathrm{t}_{\ell}\right)\right\}\right):$ Output $\tau:=\mathrm{t}_{1} \oplus \cdots \oplus \mathrm{t}_{\ell} \in \mathcal{T}$.
- $1 / 0 \leftarrow \operatorname{AVrfy}(K, M, \tau):$ Verify an ID/message set $M=\left\{\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right\}_{i \in[\ell]}$ and an aggregate tag $\tau$ in the following way:

1. $\tilde{\tau} \leftarrow \operatorname{Agg}\left(\left\{\left(\operatorname{id}_{\sigma(1)}, \tilde{\mathrm{t}}_{1}\right), \ldots,\left(\operatorname{id}_{\sigma(\ell)}, \tilde{\mathfrak{t}}_{\ell}\right)\right\}\right)$, where $\tilde{\mathfrak{t}}_{i} \leftarrow \operatorname{Tag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(i)}}, \mathrm{m}_{i}\right)$.
2. Output 1 if $\tau=\tilde{\tau}$, and output 0 otherwise.

We show the following theorem which states quantum security of the construction $\mathrm{AMAC}_{\mathrm{KL}}$.

Theorem 4.1. If a deterministic MAC meets EUF-qCMA security, AMAC $_{\mathrm{KL}}$ satisfies aggUF-qCMA security.

Proof. Let A be a QPT adversary against $\mathrm{AMAC}_{\mathrm{KL}}$. We prove the theorem by constructing a PPT algorithm F breaking the EUF-qCMA security of MAC, in the following way: Given a tagging oracle in EUF-qCMA game, it chooses $\mathrm{id}^{*} \in \mathcal{I D}$ uniformly at random and generates $\mathrm{k}_{\mathrm{id}}$ for all id $\in \mathcal{I D}$ and a list $L_{\text {Cor }} \leftarrow \emptyset$. When $A$ submits queries to $\mathrm{O}_{\text {Cor }}$ and $\mathrm{O}_{\text {Tag }}$, it simulates these oracles as follows:

- Ocor: Take id as input. Abort this game if id $=\mathrm{id}^{*}$. Return the corresponding key $\mathrm{k}_{\mathrm{id}}$ and set $L_{\text {Cor }} \leftarrow L_{\text {Cor }} \cup\{\mathrm{id}\}$ if id $\neq \mathrm{id}^{*}$.
- Otag: Take (id, $\sum_{\mathrm{m} \in \mathcal{M}, t \in \mathcal{T}, z} \psi_{\mathrm{m}, t, z}|\mathrm{~m}, t, z\rangle$ ) as input. If id $=\mathrm{id}^{*}$, submit the given quantum query to the tagging oracle and return the received quantum superposition. If id $\neq \mathrm{id}^{*}$, return $\sum_{\mathrm{m}, t, z} \psi_{\mathrm{m}, t, z}\left|\mathrm{~m}, t \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}\right), z\right\rangle$.

When A outputs (id $\left.{ }^{(1)}, \mathrm{m}^{(1)}, \mathrm{t}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}, \mathrm{t}^{(q)}\right)$ and $(M, \tau)$, where $M=$ $\left\{\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right\}_{i \in[\ell]}$, then F checks the following:

- For all $\mathrm{id}^{(i)} \neq \mathrm{id} \mathrm{d}^{*}(i \in[q])$, we have $1 \leftarrow \mathrm{AV} \mathrm{rfy}\left(\mathrm{k}_{\mathrm{id}}{ }^{(i)},\left(\mathrm{id}^{(i)}, \mathrm{m}^{(i)}\right), \mathrm{t}^{(i)}\right)$, and
- there exists some ID/message pair ( $\mathrm{id}^{*}, \mathrm{~m}^{*}$ ) $\in M$ such that ( $\left.\mathrm{id}^{*}, \mathrm{~m}^{*}\right) \notin$ $\left\{\left(\right.\right.$ id $\left.\left.^{(1)}, \mathrm{m}^{(1)}\right), \ldots,\left(\mathrm{id}^{(q)}, \mathrm{m}^{(q)}\right)\right\}$.

If the output of A meets these conditions, F sets $\mathrm{t}^{*} \leftarrow \tau$ and computes $\mathrm{t}^{*} \leftarrow$ $\mathrm{t}^{*} \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(i)}}, \mathrm{m}_{i}\right)$ for all $\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right) \in M \backslash\left\{\left(\mathrm{id}^{*}, \mathrm{~m}^{*}\right)\right\}(i \in[q])$. Then, it outputs $\left(\mathrm{m}^{*}, \mathrm{t}^{*}\right)$ and all $(\mathrm{m}, \mathrm{t})$ such that $\left(\mathrm{id}^{*}, \mathrm{~m}, \mathrm{t}\right) \in\left\{\left(\mathrm{id}{ }^{(i)}, \mathrm{m}^{(i)}, \mathrm{t}^{(i)}\right)\right\}_{i \in[q]}$. If the output of A does not meet the conditions above, F aborts this game.

The output of $F$ is a forgery in EUF-qCMA security game, since the onemore forgery $\left(\mathrm{m}^{*}, \mathrm{t}^{*}\right)$ is not in $\left\{\left(\mathrm{m}^{(1)}, \mathrm{t}^{(1)}\right), \ldots,\left(\mathrm{m}^{(q)}, \mathrm{t}^{(q)}\right)\right\}$ and the other pairs can be obtained in the straightforward way. Besides, the probability that $A$ wins without finding a forgery for MACs is at most $1 /|\mathcal{T}|$. Thus, we obtain $\operatorname{Adv}_{\mathrm{AMAC}}^{\mathrm{KL}, \mathrm{A}}, \operatorname{arm}^{\operatorname{agguf}-\mathrm{cma}}(\lambda) \leq n \cdot \operatorname{Adv}_{\mathrm{MAC}, \mathrm{F}}^{\text {euf-qcma }}(\lambda)+1 /|\mathcal{T}|$, and the proof is completed.

### 4.5 Quantum-Secure SAMAC

We define a model of history-free SAMACs and formalize the security in the quantum security model because all existing SAMACs [44, 62, 128] are historyfree. The ordinary SAMACs generate each aggregate tag depending on the local message of a tagging user, a sequence of previous messages, and an aggregate-so-far tag. On the other hand, history-free SAMACs generate each aggregate tag depending only on a local message and an aggregate-so-far tag.

### 4.5.1 Quantum Security of SAMAC

First, we define the model of SAMACs which was formalized in [44]. An SAMAC scheme consists of a tuple of three polynomial-time algorithms (KGen, STag, SVrfy): Let $\lambda$ be a security parameter, let $n=\operatorname{poly}(\lambda)$ be the number of tagging users, and a permutation $\sigma:[n] \rightarrow[n]$ denotes order information. $\mathcal{I D}=\left\{\operatorname{id}_{i}\right\}_{i \in[n]} \in\left(\{0,1\}^{O(\lambda)}\right)^{n}$ is an ID space, $\mathcal{K}=\mathcal{K}(\lambda)$ is a key space, $\mathcal{M}=\mathcal{M}(\lambda)$ is a message space, and $\mathcal{T}=\mathcal{T}(\lambda)$ is a tag space.

Key Generation. KGen is a randomized algorithm which, on input a security parameter $1^{\lambda}$ and an ID id $\in \mathcal{I D}$, outputs a secret key $\mathrm{k}_{\mathrm{id}} \in \mathcal{K}$. We write $\mathrm{k}_{\mathrm{id}} \leftarrow \operatorname{KGen}\left(1^{\lambda}, \mathrm{id}\right)$.

Tagging. STag is an algorithm which, on input a secret key $\mathrm{k}_{\mathrm{id}} \in \mathcal{K}$, a message $\mathrm{m} \in \mathcal{M}$, and an aggregate-so-far tag $\tau^{\prime} \in \mathcal{T}$, outputs an aggregate tag $\tau \in \mathcal{T}$. We write $\tau \leftarrow \operatorname{STag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}, \tau^{\prime}\right)$. Note that the first tagging user generates an aggregate tag on a local message and an empty symbol $\emptyset_{\tau} \in \mathcal{T}$ as an aggregate-so-far tag.

Verification. SVrfy is a deterministic algorithm which, on input a set of secret keys $K=\left\{\mathrm{k}_{\mathrm{dd}_{i}}\right\}_{i \in[n]}$, a sequence of arbitrary $\ell$ ID/message pairs $M=\left(\left(\operatorname{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right)_{i \in[\ell]}$, an aggregate-so-far tag $\tau^{\prime} \in \mathcal{T}$, and an aggregate tag $\tau \in \mathcal{T}$, outputs 1 (accept) or 0 (reject). We write $1 / 0 \leftarrow$ $\operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right)$.

We require that SAMAC schemes (KGen, STag, SVrfy) meet correctness in the following way: For any set $K=\left\{\mathrm{k}_{\mathrm{id}_{i}}\right\}_{i \in[n]}$ of secret keys $\left(\forall \mathrm{id}_{i} \in \mathcal{I D}\right.$, $\left.\mathrm{k}_{\mathrm{id}_{i}} \leftarrow \operatorname{KGen}\left(1^{\lambda}, \mathrm{id}_{i}\right)\right)$, any sequence $M=\left(\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right)_{i \in[\ell]}$ of ID/message pairs, and any aggregate-so-far $\operatorname{tag} \tau^{\prime} \in \mathcal{T}$, it holds that $1=\operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right)$, where $\tau \leftarrow \operatorname{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \operatorname{STag}\left(\ldots \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime}\right) \ldots\right)\right)$.

Next, we define the quantum security of SAMACs: sequential aggregate unforgeability against quantum chosen message attacks, which we call saggUF-qCMA security.

We define a sequential aggregation algorithm $\mathrm{SeqAgg}_{K}$ and a closure Closure in order to define saggUF-qCMA security. For an SAMAC scheme SAMAC $=$ (KGen, STag, SVrfy), a deterministic or randomized algorithm SeqAgg ${ }_{K}$ with secret keys $K=\left\{\mathrm{k}_{\mathrm{d}_{i}}\right\}_{i \in[n]}$ is defined as follows:

Definition 4.3 (Sequential Aggregation Algorithm). Given a permutation $\sigma:[n] \rightarrow[n]$, a sequence $\boldsymbol{m}=\left(\mathrm{m}_{1}, \ldots, \mathrm{~m}_{\ell}\right)$ of messages, an aggregate-so-far tag $\tau^{\prime} \in \mathcal{T}$, and a sequence $\boldsymbol{r}=\left(r_{1}, \ldots, r_{\ell}\right)$ of random coins, a sequential aggregation algorithm outputs the aggregate tag

$$
\tau \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \mathrm{STag}\left(\ldots \mathrm{~m}_{2}, \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime} ; r_{1}\right) \ldots\right) ; r_{\ell}\right)
$$

on the given messages $/$ tag sequence $\left(\left(\mathrm{m}_{1}, \ldots, \mathrm{~m}_{\ell}\right), \tau^{\prime} ; \boldsymbol{r}\right)$. Then, we write $\tau \leftarrow$ $\operatorname{Seq} \mathrm{Agg}_{K}\left(\sigma, \boldsymbol{m}, \tau^{\prime}\right)$ as the sequential aggregation algorithm.

And, we define Closure in the same way as the closure defined in [44].
Definition 4.4 (Closure). We define a set Trivial to formalize Closure. Let $L_{\text {Tag }}$ be a set of pairs $\left(\left(M, \tau^{\prime}\right), \tau\right)$, where $M=\left(\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right)_{i \in[\ell]}$ is a sequence of $I D /$ message pairs, $\tau^{\prime}$ is an aggregate-so-far tag, and $\tau$ is an aggregate tag on $\left(M, \tau^{\prime}\right)$. Let $L_{\text {Cor }}$ be a set of corrupted IDs. Trivial is defined as follows:

$$
\begin{aligned}
\operatorname{Trivial}_{L_{\mathrm{Tag}}, L_{\mathrm{Cor}}}(M, \tau):= & \{M\} \cup \bigcup_{((\hat{M}, \tau), \hat{\tau}) \in L_{\mathrm{Tag}}} \operatorname{Trivial}_{L_{\mathrm{Tag}}, L_{\mathrm{Cor}}}(M \| \hat{M}, \hat{\tau}) \\
& \cup \underset{\substack{\forall \overline{\mathrm{m}} \in \mathcal{M}, \hat{\tau} \in \mathcal{T}, \mathrm{id} \in L_{\mathrm{Cor}}}}{ } \operatorname{Trivial}_{L_{\mathrm{Tag}}, L_{\mathrm{Cor}}}(M \|(\text { id, } \overline{\mathrm{m}}), \bar{\tau}) .
\end{aligned}
$$

Closure is defined as follows: Let $\emptyset_{\mathrm{m}}$ be an empty symbol in $\mathcal{M}$ and let $\emptyset_{\tau}$ be an empty symbol in $\mathcal{T}$, then let $\operatorname{Closure}\left(L_{\text {Tag }}, L_{\mathrm{Cor}}\right):=\left\{\operatorname{Trivial}_{L_{\mathrm{Tg}}, L_{\mathrm{Cor}}}\left(\emptyset_{\mathrm{m}}, \emptyset_{\tau}\right)\right\}$.

Then, we define saggUF-qCMA security by using SeqAgg ${ }_{K}$ and Closure.
Definition 4.5 (saggUF-qCMA security). An SAMAC scheme SAMAC = (KGen, STag, SVrfy) meets saggUF-qCMA security, if for any QPT algorithm A against $\operatorname{SAMAC}, \operatorname{Adv}_{\mathrm{SAMAC}^{\text {sagur-A }}}^{\text {sacma }}(\lambda):=\operatorname{Pr}[\mathrm{A}$ wins $]$ is negligible, where $[\mathrm{A}$ wins $]$ is the event that A wins in the following game:

Setup: Generate secret keys $\mathrm{k}_{\mathrm{id}_{i}} \leftarrow \mathrm{KGen}\left(1^{\lambda}, \mathrm{id}_{i}\right)$ for all $\mathrm{id}_{i} \in \mathcal{I D}$. Set a list $L_{\text {Cor }} \leftarrow \emptyset$.

Corrupt: When A submits a query id $\in \mathcal{I D}$, a corrupt oracle $\mathrm{O}_{\text {cor returns }}$ the corresponding key $\mathrm{k}_{\mathrm{id}}$ and sets $L_{\text {Cor }} \leftarrow L_{\text {Cor }} \cup\{\mathrm{id}\}$.

Tagging: A submits a permutation $\sigma:[n] \rightarrow[n]$ (classical data) and a superposition of message/previous-tag pairs

$$
\sum_{\boldsymbol{m} \in \mathcal{M}^{\ell}, \tau^{\prime} \in \mathcal{T}, t \in \mathcal{T}, z} \psi_{\boldsymbol{m}, \tau^{\prime}, t, z}\left|\left(\boldsymbol{m}, \tau^{\prime}\right), t, z\right\rangle
$$

to tagging oracle $\mathrm{O}_{\mathrm{Tag}}$, where $\ell$ is an integer such that $1 \leq \ell \leq n$, a permutation $\sigma:[n] \rightarrow[n]$ is order-information of IDs, and $\boldsymbol{m}=$ $\left(\mathrm{m}_{i}\right)_{i \in[\ell]}$ is a sequence of messages. Then, $\mathrm{O}_{\text {Tag }}$ chooses randomness $\boldsymbol{r}=\left(r_{1}, \ldots, r_{\ell}\right)$ used in STag algorithm, where it does not need to choose $r$ if STag is deterministic, and returns

$$
\sum_{\boldsymbol{m} \in \mathcal{M}^{\ell}, \tau^{\prime} \in \mathcal{T}, t \in \mathcal{T}, z} \psi_{\boldsymbol{m}, \tau^{\prime}, t, z}\left|\left(\boldsymbol{m}, \tau^{\prime}\right), t \oplus \operatorname{Seq}^{\operatorname{Agg}}{ }_{K}\left(\sigma, \boldsymbol{m}, \tau^{\prime} ; \boldsymbol{r}\right), z\right\rangle
$$

A submits at most q queries to $\mathrm{O}_{\text {Tag }}$ and it is not allowed to issue queries to $\mathrm{O}_{\mathrm{Cor}}$ after querying to $\mathrm{O}_{\text {Tag }}$.

Output: A outputs $(q+1)$ tuples of ID/message sequences, aggregate-so-far tags, and aggregate tags $\left(\left(M_{1}, \tau_{1}^{\prime}\right), \tau_{1}\right), \ldots,\left(\left(M_{q+1}, \tau_{q+1}^{\prime}\right), \tau_{q+1}\right)$. A wins if the following holds:

- For all $i \in[q+1], 1 \leftarrow \operatorname{SVrfy}\left(K,\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)$ holds.
- For all $i \in[q+1],\left(M_{i}, \tau_{i}^{\prime}\right) \notin \operatorname{Closure}\left(L_{\text {Tag }}^{(i)}, L_{\text {Cor }}\right)$ holds, where $L_{\text {Tag }}^{(i)}:=\left\{\left(\left(M_{j}, \tau_{j}^{\prime}\right), \tau_{j}\right)\right\}_{j \in[q+1]} \backslash\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}$.

We explain that Definition 4.5 can be viewed as an extension from both security notions of [24] and [44].

- Consider a special case where the number of IDs is 1 (i.e., $n=1$ ) in Definition 4.5. Suppose that, in the saggUF-qCMA security game, a QPT adversary A outputs $q$ tuples of ID/message pairs, aggregate-so-far tags, and aggregate tags $\left(\left(\mathrm{id}_{1}, \mathrm{~m}_{1}\right), \tau_{1}^{\prime}, \tau_{1}\right), \ldots,\left(\left(\mathrm{id}_{1}, \mathrm{~m}_{q+1}\right), \tau_{q+1}^{\prime}, \tau_{q+1}\right)$ for the same ID id ${ }_{1}$. Then, A wins if $1 \leftarrow \operatorname{SVrfy}\left(\mathrm{k}_{\mathrm{id}_{1}},\left(\mathrm{~m}_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)$ and $\left(\left(\mathrm{id}_{1}, \mathrm{~m}_{i}\right), \tau_{i}^{\prime}\right) \notin \operatorname{Closure}\left(L_{\mathrm{Tag}}^{(i)}, \emptyset_{\tau}\right)$ for all $i \in[q+1]$, where Closure $\left(L_{\text {Tag }}^{(i)}, \emptyset_{\tau}\right)=$ $\left.\left.\left\{\left(\mathrm{id}_{1}, \mathrm{~m}_{j}\right), \tau_{j}^{\prime}\right)\right\}_{j \in[q+1]} \backslash\left\{\left(\mathrm{id}_{1}, \mathrm{~m}_{i}\right), \tau_{i}^{\prime}\right)\right\}$. This is the same as Definition 4.1 since we can view $\mathrm{m}_{i} \| \tau_{i}^{\prime}$ as messages for all $i \in[q+1]$, and the outputted messages $\mathrm{m}_{i} \| \tau_{i}^{\prime}$ are different one another. Hence, Definition 4.5 is regarded as an extension of the quantum security of MACs in [24].
- Consider a special case where PPT algorithm A obtains valid $q$ tuples of ID/message pairs, aggregate-so-far tags, and aggregate tags $\left(\left(M_{1}, \tau_{1}^{\prime}\right), \tau_{1}\right)$, $\ldots,\left(\left(M_{q}, \tau_{q}^{\prime}\right), \tau_{q}\right)$ by having access to the oracle $\mathrm{O}_{\text {Tag }}$ with classical queries $\left(M_{1}, \tau_{1}^{\prime}\right), \ldots,\left(M_{q}, \tau_{q}^{\prime}\right)$. Suppose that, in the saggUF-qCMA security game, a PPT algorithm A finally outputs $q$ tuples of ID/message
pairs, aggregate-so-far tags, and aggregate tags $\left(\left(M_{1}, \tau_{1}^{\prime}\right), \tau_{1}\right), \ldots,\left(\left(M_{q}, \tau_{q}^{\prime}\right), \tau_{q}\right)$
which he obtained, and $\left(\left(M_{q+1}, \tau_{q+1}^{\prime}\right), \tau_{q+1}\right)$, where $M_{q+1}=\left(\left(\mathrm{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right)_{i \in[\ell]}$ $(1 \leq \ell \leq n)$ is a sequence of arbitrary $\ell$ pairs of IDs and messages and $\tau_{q+1}$ is an aggregate tag on $\left(M_{q+1}, \tau_{q+1}^{\prime}\right)$. Then, A wins if we have $1 \leftarrow$ $\operatorname{SVrfy}\left(K,\left(M_{q+1}, \tau_{q+1}^{\prime}\right), \tau_{q+1}\right)$ and $\left(M_{q+1}, \tau_{q+1}^{\prime}\right) \notin \operatorname{Closure}\left(L_{\text {Tag }}^{(q+1)}, L_{\text {Cor }}\right)$. This is the same as the security definition of SAMACs in [44], and ours is an extension of it.

In terms of quantum security mentioned above, we analyze security of known SAMACs, and the results are summarized in Table 4.1. In particular, we can break the security of SAMACs of $[44,128]$ by using quantum algorithms proposed in [24, 80]. In the next section, we propose secure constructions of SAMACs in terms of quantum security mentioned above.

We propose two generic constructions SAMAC $_{1}$ and SAMAC $_{2}$ of (historyfree) SAMACs and show that these constructions meet saggUF-qCMA security.

### 4.5.2 Quantum Algorithms against Existing SAMACs

We describe the attack against the existing sequential aggregate authentication schemes of [44, 128].

## The Attack against the Scheme of [44]

The algorithm breaking the scheme of [44] follows the quantum attack against CBC-MAC of [80]. First, we define Simon's algorithm used by the one against the scheme of [44]. Simon's algorithm is a quantum algorithm solving the following problem.
Definition 4.6 (Simon's Problem). Given a Boolean function $f:\{0,1\}^{n} \rightarrow$ $\{0,1\}^{n}$ and the promise that there exists $s \in\{0,1\}^{n}$ such that for any $(x, y) \in$ $\{0,1\}^{n},[f(x)=f(y)] \Leftrightarrow\left[x \oplus y \in\left\{0^{n}, s\right\}\right]$, the goal is to find $s$.

Simon's algorithm is as follows:

1. Set the following $2 n$-qubit: $\frac{1}{\sqrt{2^{n}}} \sum_{x \in\{0,1\}^{n}}|x\rangle|0\rangle$.
2. Submit a quantum query $\frac{1}{\sqrt{2^{n}}} \sum_{x \in\{0,1\}^{n}}|x\rangle|f(x)\rangle$ to the function $f$.
3. Measure the second register in the computational basis and obtain a value $f(z)$. Then, from the promise $f(x)=f(x \oplus s)$, the first register is as follows:

$$
\frac{1}{\sqrt{2}}(|z\rangle+|z \oplus s\rangle) .
$$

4. Apply the Hadamard transformation to the first register and get

$$
\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2^{n}}} \sum_{y \in\{0,1\}^{n}}(-1)^{y \cdot z}\left(1+(-1)^{y \cdot s}\right)|y\rangle .
$$

5. Measure the register and obtain a vector $y$.

The obtained vector $y$ meets $y \cdot s=0$ since if the amplitude of $y$ such that $y \cdot s=1$ is 0 . By replying the above process, we have $O(n)$ vectors $y$ such that $y \cdot s=0$. Therefore, we can recover $s$.

Let $\varepsilon(f, s):=\max _{t \in\{0,1\}^{n} \backslash\{0, s\}} \operatorname{Pr}_{x}[f(x)=f(x \oplus t)]$ for a function $f$ : $\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ meeting the promise of Simon's algorithm $(f(x \oplus s)=f(x)$ for all $x$ ). From [80], the success probability of Simon's algorithm is as follows.

Proposition 4.1 (Theorem 1 in [80]). Let $f:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$ be a function such that $f(x \oplus s)=f(x)$ for all $x$, and let $c$ be a positive integer. If $\varepsilon(f, s) \leq$ $p_{0}<1$ holds for probability $p_{0}$, then Simon's algorithm returns $s$ with cn queries, with probability at least $1-\left(2\left(\frac{1+p_{0}}{2}\right)^{c}\right)^{n}$.

Moreover, the following existing result shows that if we select a suitable random value $t, f(x \oplus t)=f(x)$ holds with high probability.

Proposition 4.2 (Theorem 2 in [80]). After cn steps of Simon's algorithm, if $t$ is orthogonal to all vectors $u_{i}$ returned by each step of the algorithm, then $\operatorname{Pr}_{x}[f(x \oplus t)=f(x)] \geq p_{0}$ with probability at least $1-\left(2\left(\frac{1+p_{0}}{2}\right)^{c}\right)^{n}$.

Next, we describe the SAMAC scheme $\mathrm{SAMAC}_{e x}=$ (KGen, STag, SVrfy) of [44] as follows: Let (Tag, Vrfy) be a deterministic MAC with a key space $\mathcal{K}_{\text {MAC }}$ and a tag space $\mathcal{T}$, and let PRP : $\mathcal{K}_{\text {PRP }} \times \mathcal{T} \rightarrow \mathcal{T}$ be a pseudorandom permutation.

- $\mathrm{k}_{\mathrm{id}} \leftarrow \operatorname{KGen}\left(1^{\lambda}, \mathrm{id}\right):$ Generate keys $\mathrm{k}_{\mathrm{MAC}} \stackrel{U}{\leftarrow} \mathcal{K}_{\mathrm{MAC}}$ and $\mathrm{k}_{\mathrm{PRP}} \stackrel{U}{\leftarrow} \mathcal{K}_{\mathrm{PRP}}$. Output $\mathrm{k}_{\mathrm{id}}:=\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{k}_{\mathrm{PRP}}\right)$.
- $\tau \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}, \tau^{\prime}\right)$ :

Compute $t \leftarrow \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}\right)$, and then output $\tau \leftarrow \operatorname{PRP}\left(\mathrm{kPRP}, t \oplus \tau^{\prime}\right)$.

- $1 / 0 \leftarrow \operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right)$ :

Compute $\tilde{\tau} \leftarrow \operatorname{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \operatorname{STag}\left(\ldots, \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime}\right) \ldots\right)\right)$. Output 1 if $\tau=\tilde{\tau}$, or output 0 otherwise.

Finally, we describe the attack against $\mathrm{SAMAC}_{e x}$. We fix two arbitrary messages $m_{0}, m_{1} \in \mathcal{M}\left(m_{0} \neq m_{1}\right)$, and the function of Simon's problem is defined as follows:

$$
\begin{aligned}
f:\{0,1\} \times \mathcal{M} & \rightarrow \mathcal{T} \\
\left(b, \tau^{\prime}\right) & \mapsto \operatorname{PRP}\left(\mathrm{k}_{\mathrm{PRP}}, \tau^{\prime} \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{~m}_{b}\right)\right)
\end{aligned}
$$

For $s=1 \| \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{0}\right) \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{1}\right)$, the function $f$ meets the promise of Simon's problem:

$$
f\left(0, \tau^{\prime}\right)=\operatorname{PRP}\left(\mathrm{kPRP}, \tau^{\prime} \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{~m}_{1}\right)\right)
$$

$$
\begin{aligned}
& f\left(1, \tau^{\prime}\right)=\operatorname{PRP}\left(\mathrm{k}_{\mathrm{PRP}}, \tau^{\prime} \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{~m}_{0}\right)\right) \\
& f\left(b, \tau^{\prime}\right)=f\left(b \oplus 1, \tau^{\prime} \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{~m}_{0}\right) \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{~m}_{1}\right)\right) .
\end{aligned}
$$

Then, we can generate the following forgery against $\mathrm{SAMAC}_{e x}$ :

1. Fix $m_{0}, m_{1}$ as the messages of a message block, and let a previous tag $\tau^{\prime}=0^{n} \in \mathcal{T}$ denote a $n$-bit string of 0 .
2. Submit a classical query $\mathrm{m}_{0} \| 0^{n}$ to the tagging oracle of saggUF-qCMA security game, and receive the aggregate tag $\tau$.
3. By using Simon's algorithm with $O(n)$ quantum queries, obtain $s=$ $\operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{0}\right) \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{1}\right)$.
4. Output a forgery $\left(m_{1} \| \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{0}\right) \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{1}\right), \tau\right)$ as a valid aggregate tag.

The above forgery is valid, since $\mathrm{m}_{1} \| \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{0}\right) \oplus \operatorname{Tag}\left(\mathrm{k}_{\mathrm{MAC}}, \mathrm{m}_{1}\right)$ has never been queried.

## The Attack against the Scheme of [128]

We describe two schemes presented in [128]. Let $\mathbb{F}_{p}$ be a finite field with a prime power $p$. The first construction is as follows:

- $\mathrm{k}_{\mathrm{id}} \leftarrow \operatorname{KGen}\left(1^{\lambda}\right.$, id $)$ : Output a secret key $\mathrm{k}_{\text {id }}:=(a, b) \stackrel{U}{\leftarrow} \mathbb{F}_{p}^{2}$.
- $\tau \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}, \tau^{\prime}\right)$ : On input a message $\mathrm{m} \in \mathbb{F}_{p}$ and an aggregate-so-far $\operatorname{tag} \tau^{\prime} \in \mathbb{F}_{p}$, output a $\operatorname{tag} \tau:=a \cdot \mathrm{~m}+b+\tau^{\prime} \in \mathbb{F}_{p}$.
- $1 / 0 \leftarrow \operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right)$ :

Compute $\tilde{\tau} \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \mathrm{STag}\left(\ldots, \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime}\right) \ldots\right)\right)$. Output 1 if $\tau=\tilde{\tau}$, or output 0 otherwise.

And, the second construction is described as follows:

- $\mathrm{k}_{\text {id }} \leftarrow \mathrm{KGen}\left(1^{\lambda}, \mathrm{id}\right):$ Output a secret key $\mathrm{k}_{\text {id }}:=(a, b, c) \stackrel{U}{\leftarrow} \mathbb{F}_{p}^{3}$.
- $\tau \leftarrow \operatorname{STag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}, \tau^{\prime}\right)$ : On input a message $\mathrm{m} \in \mathbb{F}_{p}$, an ID id $\in \mathbb{F}_{p}$, and an aggregate-so-far tag $\tau^{\prime}=\left(s^{\prime}, t^{\prime}\right) \in \mathbb{F}_{p}^{2}$, output a tag $\tau:=(a \cdot \mathrm{~m}+b+$ $\left.s^{\prime}, a \cdot \mathrm{id}+c+t^{\prime}\right) \in \mathbb{F}_{p}^{2}$.
- $1 / 0 \leftarrow \operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right)$ :

Compute $\tilde{\tau} \leftarrow \operatorname{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \operatorname{STag}\left(\ldots, \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime}\right) \ldots\right)\right)$. Output 1 if $\tau=\tilde{\tau}$, or output 0 otherwise.

Regarding both schemes, we can view aggregate tags as the values of pairwise independent hash functions $h(x)=a x+b$ with $a, b \in \mathbb{F}_{p}$. In the straightforward way, we can apply the quantum algorithm in the proof of Lemma 6.3 in [24]. In this case, adversaries can get secret keys $(a, b) \in \mathbb{F}_{p}^{2}$ with nonnegligible probability and generate forgeries obviously even if they submit only one quantum query. Therefore, the schemes of [128] do not meet the one-time security formalized in Section 4.5.1.

### 4.5.3 SAMAC from Quantum-Secure Pseudorandom Function

We construct a generic construction $\mathrm{SAMAC}_{1}$ starting from any QPRF. The idea is as follows: Regarding [44], it is shown that there exists an SAMAC if there exists a partial invertible MAC which can recover partial messages from MAC tags and the other parts of messages. The paper [44] generally presented a partial invertible MAC from the ordinary MACs and pseudorandom permutations. However, in order to construct SAMACs, it is enough to use a PRF. This is because it is known that (quantum) PRFs can be used as EUF-(q)CMA secure MACs $[16,24]$. Hence, it is possible to construct a quantum-secure SAMAC if a PRF meets the quantum security.

Let PRF : $\mathcal{K} \times \mathcal{M} \times \mathcal{T} \rightarrow \mathcal{T}$ be a QPRF. Then, SAMAC ${ }_{1}=($ KGen, STag, SVrfy $)$ is constructed as follows:

- $\mathrm{k}_{\mathrm{id}} \leftarrow \operatorname{KGen}\left(1^{\lambda}\right.$, id): Choose a secret key $\mathrm{k} \in \mathcal{K}$ uniformly at random, and output $\mathrm{k}_{\mathrm{id}}:=\mathrm{k}$.
- $\tau \leftarrow \operatorname{STag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}, \tau^{\prime}\right):$ Compute $\tau \leftarrow \operatorname{PRF}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m} \| \tau^{\prime}\right)$, and output $\tau$.
- $1 / 0 \leftarrow \operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right):$ Given a sequence $M=\left(\left(\operatorname{id}_{\sigma(i)}, \mathrm{m}_{i}\right)\right)_{i \in[\ell]}$ and an aggregate-so-far tag $\tau^{\prime}$, do the following:

1. $\tilde{\tau} \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \mathrm{STag}\left(\ldots \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime}\right) \ldots\right)\right)$.
2. Output 1 if $\tau=\tilde{\tau}$, or output 0 otherwise.

Theorem 4.2. If PRF is a quantum-secure pseudorandom function, then SAMAC $_{1}$ satisfies saggUF-qCMA security.

Proof. Let A be a QPT adversary against $\mathrm{SAMAC}_{1}$, let $|\tau|$ be the bit-length of aggregate tags, and let $q$ be the number of queries which A issues to $\mathrm{O}_{\mathrm{Tag}}$.

We consider any QPT adversary A which generates one-more forgery on an ID/message sequence including a target subsequence $M_{j, k}^{*}:=\left(\left(\mathrm{id}_{j}^{*}, \mathrm{~m}_{j}^{*}\right), \ldots,\left(\mathrm{id}_{k}^{*}, \mathrm{~m}_{k}^{*}\right)\right)$. Target subsequence is defined as follows: We assume that A generates a forgery on a sequence $\left(\left(M_{i^{*}}, \tau_{i^{*}}^{\prime}\right), \tau_{i^{*}}\right)\left(i^{*} \in[q+1]\right)$. The target subsequence $M_{j, k}^{*}$ is included in $M_{i^{*}}$ and satisfies the following:

- It is not in Trivial ${ }_{L_{\text {Tag }}^{\left(i^{*}\right)}, L_{\text {Cor }}}\left(\emptyset_{\mathrm{m}}, \emptyset_{\tau}\right)$.
- It contains only not corrupted IDs.
- There do not exist $j^{\prime}, k^{\prime}$ such that $1 \leq j \leq j^{\prime} \leq k^{\prime} \leq k$ and $\left(\left(\mathrm{id}_{j^{\prime}}^{*}, \mathrm{~m}_{j^{\prime}}\right), \ldots,\left(\mathrm{id}_{k^{\prime}}^{*}, \mathrm{~m}_{k^{\prime}}\right)\right) \in \operatorname{Trivial}_{L_{\text {Tig }}^{\left.i^{*}\right)}, L_{\mathrm{Cor}}}\left(\emptyset_{\mathrm{m}}, \emptyset_{\tau}\right)$.
- There do not exist $j^{\prime}, k^{\prime}$ such that $1 \leq j^{\prime} \leq j \leq k^{\prime}$ and $\left(\left(\mathrm{id}_{j^{\prime}}^{*}, \mathrm{~m}_{j^{\prime}}\right), \ldots,\left(\mathrm{id}_{k^{\prime}}^{*}, \mathrm{~m}_{k^{\prime}}\right)\right) \in \operatorname{Trivial}_{L_{\text {Tag }}^{\left(i_{\text {ag }}\right)}, L_{\text {Cor }}}\left(\emptyset_{\mathrm{m}}, \emptyset_{\tau}\right)$.
- There do not exist $j^{\prime}, k^{\prime}$ such that $1 \leq j^{\prime} \leq k \leq k^{\prime} \leq \ell^{*}$ and $\left(\left(\mathrm{id}_{j^{\prime}}^{*}, \mathrm{~m}_{j^{\prime}}\right), \ldots,\left(\mathrm{id}_{k^{\prime}}^{*}, \mathrm{~m}_{k^{\prime}}\right)\right) \in \operatorname{Trivial}_{L_{\text {Tag }}^{\left(i^{*}\right)}, L_{\mathrm{Cor}}}\left(\emptyset_{\mathrm{m}}, \emptyset_{\tau}\right)$, where $\ell^{*}$ is the maximum of the length of an ID/message sequence.

And then, we classify the event that A wins in the security game as some events by using target subsequence, and prove that the probabilities that these events occur are negligible. Regarding A's output $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$, we consider the following events:

- [Coll]: A outputs $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$ by finding a collision pair (m \| $\left.\tau^{\prime}, \hat{\mathrm{m}} \| \hat{\tau}^{\prime}\right)$ of $\mathrm{SAMAC}_{1}$ for an ID id $\in \mathcal{I D}$.
- [Suff]: A outputs $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$ such that there exists a target sequence $M_{j, k}^{*}$ in a sequence $M_{i^{*}}\left(i^{*} \in[q+1]\right)$, which is a suffix of an ID/message sequence in A's output.
- [Pref]: A outputs $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$ such that there exists a target sequence $M_{j, k}^{*}$ in a sequence $M_{i^{*}}\left(i^{*} \in[q+1]\right)$, which is a prefix of an ID/message sequence in A's output.
- [New]: A outputs $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$ such that there exists a target sequence $M_{j, k}^{*}$ in a sequence $M_{i^{*}}\left(i^{*} \in[q+1]\right)$, which is neither suffix nor prefix of an ID/message sequence in A's output.
Then, we have the following advantage:

$$
\begin{aligned}
\operatorname{Adv}_{\operatorname{SAMAACA}_{1}, \mathrm{~A}}^{\text {saggufacma }}(\lambda) \leq & \operatorname{Pr}[\text { Coll }]+\operatorname{Pr}[\text { Suff } \mid \neg \text { Coll }] \\
& +\operatorname{Pr}[\text { Pref } \mid \neg \text { Coll } \wedge \neg \text { Suff }]+\operatorname{Pr}[\text { New } \mid \neg \text { Coll } \wedge \neg \text { Suff } \wedge \neg \text { Pref }] .
\end{aligned}
$$

Proof of [Coll]: By using A which outputs a forgery meeting the condition of [Coll], we construct a PPT algorithm $\mathrm{D}_{c}$ breaking a PRF in the following way: It is given the oracle O PRF in the security game of QPRFs.

Setup: Set secret keys as follows:

1. $\mathrm{id}^{*} \stackrel{U}{\leftarrow} \mathcal{I} \mathcal{D}$ and assign $\mathrm{O}_{\text {PRF }}$ to the PRF of $\mathrm{id}^{*}$.
2. For all id $\in \mathcal{I D} \backslash\left\{i d^{*}\right\}, \mathrm{k}_{\mathrm{id}} \leftarrow \operatorname{KGen}\left(1^{\lambda}\right.$, id).

Corrupt: For each query id, return the key $\mathrm{k}_{\mathrm{id}}$ and set $L_{\text {Cor }} \leftarrow L_{\text {Cor }} \cup\{i d\}$.
Tagging: For each query $\left(\sigma, \sum \psi_{\boldsymbol{m}, \tau^{\prime}, t, z}\left|\left(\boldsymbol{m}, \tau^{\prime}\right), t, z\right\rangle\right)$, simulate as follows:

1. Compute each $\operatorname{STag}\left(\operatorname{kid}_{\sigma(i)}, \cdot, \cdot\right)$ algorithm, in the following way:

- If $\mathrm{id}_{\sigma(i)}=\mathrm{id}^{*}$, generate a tag by using $\mathrm{O}_{\mathrm{PRF}}(\cdot)$.
- If id ${ }_{\sigma(i)} \neq \mathrm{id}^{*}$, generate a tag by using $\operatorname{PRF}\left(\mathrm{k}_{\mathrm{id}_{\sigma(i)}}, \cdot\right)$.

2. Return $\sum \psi_{\boldsymbol{m}, \tau^{\prime}, t, z}\left|\left(\boldsymbol{m}, \tau^{\prime}\right), t \oplus \operatorname{Seq} \operatorname{Agg}_{K}\left(\sigma, \boldsymbol{m}, \tau^{\prime}\right), z\right\rangle$.

Output: When A outputs $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$, do the following:

1. For all $\left(M, \tau^{\prime}\right)$ including id*, compute aggregate tags generated by $i d^{*}$.
2. Find a pair $\left(m, \tau^{\prime}\right),\left(\hat{m}, \hat{\tau}^{\prime}\right)$ such that $\left(m, \tau^{\prime}\right) \neq\left(\hat{m}, \hat{\tau}^{\prime}\right)$ and $\mathrm{OPRF}(m \|$ $\left.\tau^{\prime}\right)=\mathrm{O}_{\mathrm{PRF}}\left(\hat{m} \| \hat{\tau}^{\prime}\right)$.
3. If there exists such a pair, output 1. Otherwise, output 0 .
$D_{c}$ simulates the environment of $A$ completely since it has secret keys and the oracle in the security game of PRFs. If A can find a collision of PRF, $\mathrm{D}_{c}$ can also break the security of PRF obviously. Because the probability that A finds a collision in the straightforward way is $O\left(q^{3} \cdot 2^{-|\tau|}\right)$ from [138], we have $\operatorname{Pr}[$ Coll $] \leq n(q+1) \cdot \operatorname{Adv}_{\mathrm{PRF}, \mathrm{D}_{c}}^{\mathrm{qpr}}(\lambda)+O\left(q^{3} \cdot 2^{-|\tau|}\right)$.
Proof of $\left[\right.$ Suff $\mid \neg$ Coll]: We consider the case where $\mathrm{id}_{j-1}^{*}$ is corrupted for a target sequence $M_{j, k}^{*}$, or the case where id ${ }_{j}^{*}$ is the first order of another sequence including $M_{j, k}^{*}$. In these cases, $M_{j, k}^{*}$ is not any suffix of other ID/messagesequences. Thus, the event [Suff] does not happen. If id ${ }_{j-1}^{*}$ is not corrupted, $M_{j-1, k}^{*}$ must be the target subsequence from the condition that event [Coll] does not happen. By replying this, however, the obtained $M_{1, k}^{*}$ does not meet the condition of target subsequences. From this contradiction, event $[$ Suff $\mid \neg$ Coll $]$ does not happen. That is, $\operatorname{Pr}[$ Suff $\mid \neg$ Coll $]=0$ holds.
Proof of $\left[\operatorname{Pref} \mid \neg\right.$ Coll $\wedge \neg$ Suff]: We construct $D_{p}$ breaking a QPRF in the same way as the algorithm above $\mathrm{D}_{c}$ except for the process in Output phase. When A outputs $\left\{\left(\left(M_{i}, \tau_{i}^{\prime}\right), \tau_{i}\right)\right\}_{i \in[q+1]}$ in Output phase, it does the following:
4. Find a pair $\left(\left(M^{*}, \tau^{*}\right), \tau^{*}\right)$ such that $M^{*}$ includes a target sequence $M_{j, k}^{*}$ meeting the condition of $[\operatorname{Pref} \mid \neg$ Coll $\wedge \neg$ Suff $]$, and id* equals to id ${ }_{k}^{*}$ of $M_{j, k}^{*}$.
5. Generate an aggregate tag $\bar{\tau}^{*}$ on $\left(M^{*}, \tau^{* *}\right)$ by using $\mathrm{O}_{\mathrm{PRF}}$.
6. If $\tau^{*}=\bar{\tau}^{*}$, output 1 . Otherwise, output 0 .
$D_{p}$ simulates the view of $A$ and breaks the quantum security of PRF. Then, we have $\operatorname{Pr}[\operatorname{Pref} \mid \neg \operatorname{Coll} \wedge \neg$ Suff $] \leq n(q+1) \cdot \operatorname{Adv}_{\mathrm{PRF}, \mathrm{D}_{p}}^{\mathrm{qpr}}(\lambda)+2^{-|\tau| / 2}$.
Proof of $[\mathrm{New} \mid \neg$ Coll $\wedge \neg$ Suff $\wedge \neg$ Pref $]$ : In the same way as the proof in $[\operatorname{Pref} \mid \neg$ Coll $\wedge \neg$ Suff], we can show that the event happens with negligible probability. It is possible to construct a PPT algorithms $\mathrm{D}_{n}$ in the same way as $\mathrm{D}_{p}$ except for the way to choose the target sequence. That is, $D_{n}$ chooses a target
sequence which is neither suffix nor prefix of another ID/message-sequence and checks whether it is a valid tag. Hence, we have $\operatorname{Pr}[$ New $\mid \neg$ Coll $\wedge \neg$ Suff $\wedge \neg \operatorname{Pref}] \leq$ $n(q+1) \cdot \operatorname{Adv}_{\mathrm{PRF}, \mathrm{D}_{n}}^{\mathrm{qpr}}(\lambda)+\frac{1}{2 \mid \tau / 2}$.

From the above, we obtain the following advantage:

$$
\operatorname{Adv}_{\mathrm{SAMAC}_{1, \mathrm{~A}}}^{\text {sagguf-qcma }}(\lambda) \leq 3 n(q+1) \cdot \operatorname{Adv}_{\mathrm{PRF}, \mathrm{D}}^{\mathrm{qpr}}(\lambda)+O\left(q^{3} \cdot 2^{-|\tau|}\right)
$$

Therefore, the proof is completed.
In order to obtain quantum-secure constructions of SAMACs based on SAMAC $_{1}$, we can apply the quantum-secure PRF of $[136,124]$ to SAMAC $_{1}$, since those are deterministic. More specifically, we can apply NMAC/HMAC to SAMAC $_{1}$ as a quantum PRF, since these MACs are shown to be quantum PRFs in [124].

### 4.5.4 SAMAC from Randomized Pseudorandom Generator

We construct an SAMAC scheme SAMAC $_{2}$ starting from any randomized PRG and any PRF. This scheme is based on the GGM (quantum) pseudorandom function $[55,136]$. The difference between the GGM construction and ours is that a deterministic PRG is used in the GGM construction, whereas a randomized PRG is used in $\mathrm{SAMAC}_{2}$.

Although one may think that we can realize quantum-secure SAMAC schemes by applying randomized PRGs to the GGM pseudorandom function, there exists a problem. This problem is that each tagging user has to append a randomness to his/her aggregate tag. Namely, a tagging user generates an aggregate tag $\tau_{1}=\left(r_{1}, G G M\left(\mathrm{k}_{1}, \mathrm{~m}_{1} \| \tau^{\prime} ; r_{1}\right)\right)$, and the next user generates his/her tag $\tau_{2}=\left(r_{1}, r_{2}, G G M\left(\mathrm{k}_{2}, \mathrm{~m}_{2} \| \tau_{1} ; r_{2}\right)\right)$ so that a verifier can check whether $\left(\mathrm{m}_{1}, \mathrm{~m}_{2}, \tau^{\prime}\right)$ and $G G M\left(\mathrm{k}_{2}, \mathrm{~m}_{2} \| \tau_{1} ; r_{2}\right)$ are valid. Here, a function $G G M(\cdot)$ is the GGM pseudorandom function, $r_{1}, r_{2}$ are randomness used in underlying PRGs, $\mathrm{k}_{1}$, $\mathrm{k}_{2}$ are the seeds of PRGs, $\mathrm{m}_{1}, \mathrm{~m}_{2}$ are local messages, and $\tau^{\prime}$ is an aggregate-so-far tag. In this case, the size of aggregate tags increases every time tagging users generate aggregate tags. Therefore, the size depends on the number of tagging users.

In order to resolve this problem, we utilize a value $r \leftarrow \operatorname{PRF}\left(\mathrm{kPRF}^{2}, c\right)$ as randomness, where $\operatorname{PRF}\left(\mathrm{k}_{\mathrm{PRF}}, \cdot\right)$ is a classical $\operatorname{PRF}$, and $c$ is a counter value which is a component of tags. This counter value is shared among tagging users and updated after sending an aggregate tag to a verifier. And, each counter value is used only once for a sequential aggregate tag. The value $r$ is used as follows: $r$ is the randomness used in randomized PRGs. The tag-size does not depend on the number of tagging users, since it is possible to obtain each $r$ from a counter $c$ and each PRF PRF.

Note that it is natural to use (counter) values shared among tagging users in the model of SAMACs, since users are synchronized basically and the same situation using common values has been considered in previous works such
as counter-based aggregate MACs [44], and synchronized aggregate signatures $[4,68]$. We use the following primitives and parameters:

- Let $G: \mathcal{X} \times \mathcal{R} \rightarrow \mathcal{X}^{2}$ be a randomized PRG with a set $\mathcal{R}$ of randomness used in $G$. Then, we write $G(x ; r)=\left(G_{0}(x ; r), G_{1}(x ; r)\right)$, where $G_{0}, G_{1}$ are functions from $\mathcal{X} \times \mathcal{R}$ to $\mathcal{X}$.
- Let PRF: $\mathcal{K} \times \mathcal{C} \rightarrow \mathcal{R}^{\mu}$ be a (classical) PRF.
- Let $c$ be a counter value in a space $\mathcal{C}$.
- $L_{c} \leftarrow \emptyset$ is a list of counter values and shared among tagging users.

SAMAC $_{2}=($ KGen, $\mathrm{STag}, \mathrm{SV}$ rfy $)$ is constructed as follows:

- $\mathrm{k}_{\text {id }} \leftarrow \operatorname{KGen}\left(1^{\lambda}\right.$, id): Choose $x \in \mathcal{X}$ and $\mathrm{k}_{\text {PRF }} \in \mathcal{K}$ uniformly at random. Output $\mathrm{k}_{\mathrm{id}}:=\left(x, \mathrm{k}_{\text {PRF }}\right)$.
- $\tau \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}}, \mathrm{m}, \tau^{\prime}\right)$ : Generate an aggregate tag as follows.

1. Split $\tau^{\prime}$ into $\left(c, y^{\prime}\right)$.
2. $\left(r_{i}\right)_{i \in[\mu]} \leftarrow \operatorname{PRF}\left(\mathrm{k}_{\mathrm{PRF}}, c\right) \in \mathcal{R}^{\mu}$.
3. $\left(z_{i}\right)_{i \in[\mu]} \leftarrow \mathrm{m} \| y^{\prime} \in\{0,1\}^{\mu}$.
4. $y \leftarrow G_{z_{1}}\left(\ldots G_{z_{\mu-1}}\left(G_{z_{\mu}}\left(x ; r_{\mu}\right) ; r_{\mu-1}\right) \ldots ; r_{1}\right)$.
5. Output $\tau:=(c, y)$.

- $1 / 0 \leftarrow \operatorname{SVrfy}\left(K,\left(M, \tau^{\prime}\right), \tau\right)$ : Verify a message/previous-tag pair $\left(M, \tau^{\prime}\right)$ and an aggregate $\operatorname{tag} \tau$, as follows.

1. $\tilde{\tau} \leftarrow \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(\ell)}}, \mathrm{m}_{\ell}, \mathrm{STag}\left(\ldots \mathrm{STag}\left(\mathrm{k}_{\mathrm{id}_{\sigma(1)}}, \mathrm{m}_{1}, \tau^{\prime}\right) \ldots\right)\right)$.
2. Output 1 if $\tau=\tilde{\tau}$ and $c \notin L_{c}$, and output 0 otherwise.

The following theorem holds regarding $\mathrm{SAMAC}_{2}$.
Theorem 4.3. If $G$ is a randomized pseudorandom generator and PRF is a pseudorandom function, then $\mathrm{SAMAC}_{2}$ satisfies saggUF-qCMA security.

Proof. Let A be a QPT adversary against $\mathrm{SAMAC}_{2}$. In the process of STag algorithm, let $F\left(x,\left(z_{i}\right)_{i \in[\mu]} ;\left(r_{i}\right)_{i \in[\mu]}\right):=G_{z_{1}}\left(\ldots G_{z_{\mu-1}}\left(G_{z_{\mu}}\left(x ; r_{\mu}\right) ; r_{\mu-1}\right) \ldots ; r_{1}\right)$ be a PRF, where $x$ is a key, and $\left(\left(z_{i}\right)_{i \in[\mu]} ;\left(r_{i}\right)_{i \in[\mu]}\right)$ is the input of $F$. If $F$ is a QPRF, the resulting SAMAC SAMAC 2 meets saggUF-qCMA security from Theorem 4.2. To this end, we show that the function $F$ is a QPRF if $G$ is a randomized PRG.

First, we consider that for $i \in[\mu]$, a QPT algorithm APRF against $F$ is given an oracle $F_{i}\left(\left(z_{j}, r_{j}\right)_{j \in[\mu]}\right):=G_{z_{1}}\left(\ldots G_{z_{i}}\left(P\left(\left(z_{j}, r_{j}\right)_{j \in[i+1, \mu]}\right) ; r_{i}\right) \ldots ; r_{1}\right)$, where $P:\{0,1\}^{\mu-i} \times \mathcal{R}^{\mu-i} \rightarrow \mathcal{X}$ is a random function. Notice that the case of $i=\mu$ is the same as the game that APRF is given the truly PRF $F$. Let $p_{i}$ be
the probability $\operatorname{Pr}\left[\mathrm{A}_{\mathrm{PRF}}^{F_{i}} \rightarrow 1\right]$ for $i \in\{0,1, \ldots, \mu\}$ and let $\epsilon=\left|p_{0}-p_{\mu}\right|$ denote the advantage of $\mathrm{A}_{\text {PRF }}$. Then, we have $\epsilon=\left|\sum_{i \in\{0,1, \ldots, \mu-1\}}\left(p_{i}-p_{i+1}\right)\right|$.

Next, we construct an algorithm D which distinguishes a random function RF : $\{0,1\}^{\mu-1} \times \mathcal{R}^{\mu-1} \rightarrow \mathcal{X}^{2}$ and a function $G \circ \mathrm{RF}$ for a random function RF : $\{0,1\}^{\mu-1} \times \mathcal{R}^{\mu-1} \rightarrow \mathcal{X} \times \mathcal{R}$. D breaking PRG $G$ is as follows:

- Choose $i \in\{0,1, \ldots, \mu-1\}$ at random.
- Let $P^{(i)}:\{0,1\}^{\mu-i-1} \times \mathcal{R}^{\mu-i-1} \rightarrow \mathcal{X}^{2}$ be the oracle $P^{(i)}(z ; r)=P\left(0^{i} z ; 0^{i} r\right)$.
- Write $P^{(i)}$ as $\left(P_{0}^{(i)}, P_{1}^{(i)}\right)$ where $P_{b}^{(i)}:\{0,1\}^{\mu-i-1} \times \mathcal{R}^{\mu-i-1} \rightarrow \mathcal{X}$ for each $b \in\{0,1\}$ is the left-hand side $(b=0)$ or the right-hand side $(b=1)$ of $P^{(i)}(\cdot)$.
- Construct the oracle $F\left(\left(z_{j}\right)_{j \in[\mu]}\right)$ as follows: Choose $\left(r_{j}\right)_{j \in[\mu]} \in \mathcal{R}^{\mu}$ at random, and compute

$$
G_{z_{1}}\left(\ldots, G_{z_{i}}\left(P_{z_{i+1}}^{(i)}\left(\left(z_{j}\right)_{j \in[i+2, \mu]} ;\left(r_{j}\right)_{j \in[i+2, \mu]}\right) ; r_{i}\right) \ldots ; r_{1}\right)
$$

- When $\mathrm{A}_{\mathrm{PRF}}^{F}$ outputs the guessing bit, output this bit.

Let $\mathrm{D}_{i}$ be an algorithm D which chooses $i \in\{0, \ldots, \mu-1\}$. We analyze the algorithm $\mathrm{D}_{i}$. If the given $P$ is a random function, then $P^{(i)}(z ; r)=P\left(0^{i} z ; 0^{i} r\right)$ is also truly random, and $\mathrm{D}_{i}$ simulates the environment of Game ${ }_{i}$. If the given $P$ is $G \circ \mathrm{RF}, \mathrm{D}_{i}$ simulates $\mathrm{Game}_{i+1}$ since $P_{b}$ is $G_{b} \circ \mathrm{RF}$ for $b \in\{0,1\}$. For each $i \in\{0, \ldots, \mu-1\}$, we have

$$
\operatorname{Pr}_{P=\mathrm{RF}}\left[\mathrm{D}_{i}^{P}\left(1^{\lambda}\right) \rightarrow 1\right]-\operatorname{Pr}_{P=G \circ \mathrm{RF}}\left[\mathrm{D}_{i}^{P}\left(1^{\lambda}\right) \rightarrow 1\right]=p_{i}-p_{i+1}
$$

Then, we obtain the following advantage:

$$
\begin{aligned}
\operatorname{Adv}_{G, \mathrm{D}}^{\mathrm{prg}}(\lambda) & =\left|\operatorname{Pr}_{P=\mathrm{RF}}\left[\mathrm{D}^{P}\left(1^{\lambda}\right) \rightarrow 1\right]-\operatorname{Pr}_{P=G \circ \mathrm{RF}}\left[\mathrm{D}^{P}\left(1^{\lambda}\right) \rightarrow 1\right]\right| \\
& =\frac{1}{\mu}\left|\sum_{i \in\{0, \ldots, \mu-1\}}\left(\operatorname{Pr}_{P=\mathrm{RF}}\left[\mathrm{D}_{i}^{P}\left(1^{\lambda}\right) \rightarrow 1\right]-\operatorname{Pr}_{P=G \circ \mathrm{RF}}\left[\mathrm{D}_{i}^{P}\left(1^{\lambda}\right) \rightarrow 1\right]\right)\right| \\
& =\frac{1}{\mu}\left|\sum_{i \in\{0, \ldots, \mu-1\}}\left(p_{i}-p_{i+1}\right)\right|=\frac{\epsilon}{\mu}
\end{aligned}
$$

Therefore, $\epsilon=\mu \cdot \operatorname{Adv}_{G, \mathrm{D}}^{\mathrm{prg}}(\lambda)$ holds, and $F$ is a QPRF.
Thus, we can replace the QPRF of a targeted tagging user by a random function, and it is possible to prove Theorem 4.3 in the same way as the proof of Theorem 4.2. Hence, from the union bound, we obtain
$\operatorname{Adv}_{\mathrm{SAMAC}_{2}, \mathrm{~A}}^{\text {sagguf-qcma }}(\lambda) \leq 3 n(q+1) \mu \cdot \operatorname{Adv}_{G, \mathrm{D}}^{\mathrm{prg}}(\lambda)+n \cdot \operatorname{Adv}_{\mathrm{PRF}, \mathrm{D}^{\prime}}^{\mathrm{qr}}(\lambda)+O\left(q^{3} \cdot 2^{-|\tau| / 2}\right)$.
Therefore, the proof of Theorem 4.3 is completed.

## Chapter 5

## Quantum-Secure Signcryption

### 5.1 Background of Signcryption

The notion of signcryption was introduced by Zheng [140]. In the model of signcryption, there are two kinds of setting, the two-user setting and multiuser setting. The two-user setting is a simple model of signcryption in which there is a single sender and a single receiver. In contrast, the multi-user setting is the model where there are multiple senders and receivers. It is important to realize signcryption in the multi-user setting, since it is a realistic model and the security of two-user setting does not imply that of the multi-user setting. Furthermore, there are two kinds of security for signcryption, the insider security and outsider security. In the outsider security, an external adversary only knows public information (i.e., public parameters and public-keys of entities). On the other hand, in the insider security, an internal adversary can know some private-keys. Note that the insider security is stronger, and hence it is sufficient and reasonable to consider the insider security.

The strongest security definition, which consists of strong insider confidentiality and strong insider integrity in the multi-user setting, was first formalized by Libert and Quisquater [88]. In this thesis, as IND-CCA security and sUF-CMA security (see Section 2.6.1 and 2.7.1, respectively) in this security model, we call multi-user indistinguishability against insider chosen ciphertext attack (MU-IND-iCCA security), and multi-user strong unforgeability against insider chosen message attack (MU-sUF-iCMA security), respectively. Currently, there are several constructions known for signcryption schemes satisfying the strongest security, $[13,88,100]$ in the random oracle model, and $[34,100,104,126]$ in the standard model (i.e., without random oracles). The construction in [126] is a direct construction, and constructions in [34, 100, 104] are generic constructions. Note that although [100] requires a key registration, it is desirable to construct signcryption without the key registration. In addition, there is no quantum-secure signcryption scheme with MU-IND-iCCA security and MU-IND-iCMA security. Hence, of all existing ones, [34, 104]
are the most desirable constructions because we can apply (post-quantum) primitives to these ones without the key registration.

### 5.2 Contribution

Our purpose is to propose quantum-secure signcryption schemes with short key-size and ciphertext-size. Our schemes satisfy both MU-IND-iCCA security and MU-sUF-iCMA security. Existing constructions with these securities are generic constructions of $[34,104]$ in the standard model, and quantum-secure signcryption scheme can be obtained by applying lattice-based primitives to these ones. Hence, we aim at constructing quantum-secure ones with shorter key-size and ciphertext-size than the existing ones.

We present two signcryption schemes:

- One is a lattice-based construction in the standard model. More concretely, we construct a basic lattice-based construction satisfying both MU-IND-iCCA security and MU-sUF-iCMA security. Furthermore, in order to improve the efficiency of the basic construction, we construct a hybrid signcryption scheme obtained by combining the basic one and any DEM scheme with both indistinguishability against one-time attacks (IND-OT security) and one-to-one property. And then, we show that this scheme also satisfies both MU-IND-iCCA security and MU-sUF-iCMA security.
- The other is a generic construction secure in the QROM, which is constructed from any PKE with indistinguishability against chosen plaintext attacks (IND-CPA security) and any lossy identification scheme with several properties. We can obtain concrete constructions by applying concrete lattice-based constructions to these primitives because there exist the following lattice-based ones: IND-CCA secure PKE [113, 90] and lossy identification scheme $[95,84]$.

It is important to consider both schemes. Constructions in the standard model are stronger than ones in the QROM. That is, if a post-quantum signcryption scheme meets MU-IND-iCCA security and MU-sUF-iCMA security in the standard models, it also satisfies these securities in the QROM. Besides, generally, constructions in the (Q)ROM are more efficient than ones in the standard model in terms of key-size and ciphertext-size. In fact, standardized PKE/DS schemes fulfill security in the classical ROM. Therefore, focusing on security, we construct the signcryption scheme in the standard model while we present the one in the QROM from the viewpoint of practicality.

Furthermore, we compare our schemes with existing ones. Our schemes mean the lattice-based hybrid signcryption scheme and the scheme in the QROM which is constructed by applying suitable lattice-based constructions to our generic construction, and existing schemes mean constructions obtained
by applying lattice-based primitives to existing generic constructions [34, 104]. We show that the key-size and ciphertext-size of our schemes are shorter than those of the existing ones.

### 5.3 Lattice-based Signcryption

### 5.3.1 Basic Construction

In this section, we propose a lattice-based construction of signcryption. The idea for our construction is as follows: To achieve both of MU-IND-iCCA security and MU-sUF-iCMA security, we use a tag-based encryption (TBE) [101], a DS [101], and collision-resistant hash functions [102].

Although our construction is based on sign-then-encrypt methodology, it is shown that the construction, by combining IND-CCA secure PKE (or IND-Tag-CCA secure TBE) and sUF-CMA secure DS in a trivial way of this methodology, cannot achieve MU-sUF-iCMA security while they can meet MU-IND-iCCA security, according to [11, 100]. This is because the insider adversary, who has a receiver's public-key, can unsigncrypt a ciphertext ct by using the signcrypt oracle and obtain a valid pair of messages and signatures which passes verification of the DS. Hence, the adversary can make a forgery in the MU-sUF-iCMA game by encrypting the pair again.

To resolve the problem above, we utilize the following idea in the sign-thenencrypt paradigm: We generate a signature $\sigma$ not only for a message m and a receiver's public-key $\mathrm{pk}_{R}$, but also for outputs $\left(\overline{\boldsymbol{c}}_{0}, \overline{\boldsymbol{c}}_{1}\right)$ of tag-based trapdoor (or one-way) functions based on LWE such as $g_{\boldsymbol{A}}(\boldsymbol{s} ; \boldsymbol{x}):=\boldsymbol{s}^{\top} \boldsymbol{A}+\boldsymbol{x}^{\top} \bmod q$ for a parameter $\boldsymbol{A} \in \mathbb{Z}_{q}^{n \times m}$, a secret vector $\boldsymbol{s} \in \mathbb{Z}_{q}^{n}$, and an error vector $\boldsymbol{x} \in \mathbb{Z}^{m}$. Let $\overline{\boldsymbol{c}}_{0}:=g_{\boldsymbol{A}}\left(\boldsymbol{s} ; \boldsymbol{x}_{0}\right)$ and let $\overline{\boldsymbol{c}}_{1}:=g_{\boldsymbol{U}}\left(\boldsymbol{s} ; \boldsymbol{x}_{1}\right)$. And, it encrypts the signature and the message by computing $\boldsymbol{c}_{0}=\overline{\boldsymbol{c}}_{0}+\sigma \bmod q$ and $\boldsymbol{c}_{1}=\overline{\boldsymbol{c}}_{1}+\mu\left\lfloor\frac{q}{2}\right\rfloor \bmod q$. Then, the adversary needs to generate false $\overline{\boldsymbol{c}}_{0}^{*}$ or $\overline{\boldsymbol{c}}_{1}^{*}$ to break MU-sUF-iCMA security. However, he cannot generate such a forgery unless he breaks the sUF-CMA security, since $\overline{\boldsymbol{c}}_{0}^{*}$ and $\overline{\boldsymbol{c}}_{1}^{*}$ are signed.
$\mathrm{LB}-\mathrm{SCS}=\left(\right.$ Setup, $\left.\mathrm{KGen}_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}\right)$ is constructed as follows.

- $\mathrm{pp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right):$ Given a security parameter $\lambda$, set the following parameters: Let $n \geq \lambda$ be a positive integer, and $q=\operatorname{poly}(n)$ be a prime. Let $k:=\lceil\log q\rceil$, and let $m:=\bar{m}+n k$, where $\bar{m}=\Theta(n k)$ is a positive integer. $\{0,1\}^{\ell}$ is a message-space, where $\ell$ is the bit-length of messages. The following lattice-based primitives are set:
- Let $H: \mathbb{Z}_{q}^{n} \rightarrow \mathbb{Z}_{q}^{n \times n}$ be the full-rank differences encoding proposed in [3].
- A gadget matrix $\boldsymbol{G}$ is defined as follows:

$$
\boldsymbol{G}:=\left[\begin{array}{lll}
\boldsymbol{g}^{\top} & & 0 \\
& \ddots & \\
0 & & \boldsymbol{g}^{\top}
\end{array}\right] \in \mathbb{Z}_{q}^{n \times n k}, \text { where } \boldsymbol{g}^{\top}=\left(2^{0}, 2^{1}, \ldots, 2^{k}\right) .
$$

$-\boldsymbol{A}_{0}, \ldots, \boldsymbol{A}_{n k} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n \times n k}, \boldsymbol{B} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n \times m}, \boldsymbol{U} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n \times \ell}, \boldsymbol{u}_{s} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}$.

- Let $f_{\boldsymbol{A}}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{q}^{n}$ be a lattice-based collision-resistant hash (CRH) function $f_{\boldsymbol{A}}(\boldsymbol{x}):=\boldsymbol{A} \boldsymbol{x} \bmod q[102]$ with a matrix-parameter $\boldsymbol{A}$. Notice that it is possible to evaluate $f_{\boldsymbol{A}}$ for an input with any bit-length by using the technique in [125].

Let $\alpha$ be a positive integer such that $\alpha^{-1}=O(n k) \cdot \omega(\sqrt{\log n})$ and let $\delta=O(n k) \cdot \omega(\sqrt{\log n})^{2}$ be a positive integer. Let $p$ be a positive integer such that $p>\alpha q$, and $d=O(\sqrt{n k}) \cdot \omega(\sqrt{\log n})$ be a positive integer.
Output pp $=\left(\lambda, n, q, k, \bar{m}, m, \ell, \boldsymbol{G}, H, \boldsymbol{A}_{0}, \ldots, \boldsymbol{A}_{n k}, \boldsymbol{B}, \boldsymbol{U}, \boldsymbol{u}_{s}, f, \alpha, \delta, p, d\right)$.

- $\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}\right) \leftarrow \mathrm{KGen}_{R}(\mathrm{pp}):$ Generate a receiver's key-pair as follows.

1. $\overline{\boldsymbol{A}}_{R} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n \times \bar{m}}, \boldsymbol{T}_{R} \leftarrow \mathcal{D}_{\mathbb{Z}, \omega(\sqrt{\log n})}^{\bar{m} \times n k}$.
2. $\boldsymbol{A}_{R} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid-\overline{\boldsymbol{A}}_{R} \boldsymbol{T}_{R}\right] \in \mathbb{Z}_{q}^{n \times m}$.
3. Output $\mathrm{pk}_{R}:=\boldsymbol{A}_{R}$ and $\mathrm{sk}_{R}:=\boldsymbol{T}_{R}$.

- ( $\left.\mathrm{pk}_{S}, \mathrm{sk}_{S}\right) \leftarrow \mathrm{KGen}_{S}(\mathrm{pp}):$ Generate a sender's key-pair as follows.

1. $\overline{\boldsymbol{A}}_{S} \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n \times \bar{m}}, \boldsymbol{T}_{S} \leftarrow \mathcal{D}_{\mathbb{Z}, \omega(\sqrt{\log n})}^{\bar{m} \times n k}$.
2. $\boldsymbol{A}_{S} \leftarrow\left[\overline{\boldsymbol{A}}_{S} \mid \boldsymbol{G}-\overline{\boldsymbol{A}}_{S} \boldsymbol{T}_{S}\right] \in \mathbb{Z}_{q}^{n \times m}$.
3. Output $\mathrm{pk}_{S}:=\boldsymbol{A}_{S}$ and $\mathrm{sk}_{S}:=\boldsymbol{T}_{S}$.

- ct $\leftarrow \mathrm{SC}\left(\mathrm{pp}, \mathrm{pk}_{R}, \mathrm{sk}_{S}, \mathrm{~m}\right):$ To signcrypt $\mathrm{m} \in\{0,1\}^{\ell}$, do the following:

1. $\boldsymbol{r}_{e}, \boldsymbol{r}_{s} \leftarrow \mathcal{D}_{\mathbb{Z}, d}^{m}, \boldsymbol{t} \leftarrow f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$.
2. $\boldsymbol{A}_{R, \boldsymbol{t}} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid H(\boldsymbol{t}) \boldsymbol{G}-\overline{\boldsymbol{A}}_{R} \boldsymbol{T}_{R}\right] \in \mathbb{Z}_{q}^{n \times m}$.
3. $\boldsymbol{x}_{0}^{(0)} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q}^{\bar{m}}$ and $\boldsymbol{x}_{0}^{(1)} \leftarrow \mathcal{D}_{\mathbb{Z}, s}^{n k}$, where $s^{2}=\left(\left\|\boldsymbol{x}_{0}^{(0)}\right\|^{2}+\bar{m} \alpha^{2} q^{2}\right)$. $\omega(\sqrt{\log n})^{2}$. Then $\boldsymbol{x}_{0}^{\top} \leftarrow \boldsymbol{x}_{0}^{(0) \top} \| \boldsymbol{x}_{0}^{(1) \top}$.
4. $s \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}, \boldsymbol{x}_{1} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q}^{\ell}$.
5. $\overline{\boldsymbol{c}}_{0} \leftarrow \boldsymbol{s}^{\top} \boldsymbol{A}_{R, \boldsymbol{t}}+p \boldsymbol{x}_{0}^{\top} \in \mathbb{Z}_{q}^{m}, \overline{\boldsymbol{c}}_{1} \leftarrow \boldsymbol{s}^{\top} \boldsymbol{U}+p \boldsymbol{x}_{1}^{\top} \in \mathbb{Z}_{q}^{\ell}$.
6. $\bar{c}=\left(\overline{\boldsymbol{c}}_{0}, \overline{\boldsymbol{c}}_{1}, \boldsymbol{r}_{e}\right)$.
7. Generate a signature on $\mathrm{m}\left\|\mathrm{pk}_{R}\right\| \bar{c}$ as follows:

$$
-\boldsymbol{h} \leftarrow f_{\boldsymbol{A}_{S}}\left(\mathrm{~m}\left\|\mathrm{pk}_{R}\right\| \bar{c}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}\right) \in \mathbb{Z}_{q}^{n}
$$

$-\boldsymbol{A}_{S, \boldsymbol{h}} \leftarrow\left[\boldsymbol{A}_{S} \mid \boldsymbol{A}_{0}+\sum_{i=1}^{n k} h_{i} \cdot \boldsymbol{A}_{i}\right] \in \mathbb{Z}_{q}^{n \times(m+n k)}$, where $\boldsymbol{h}=$ $\left(h_{1}, \ldots, h_{n k}\right)^{\top} \in\{0,1\}^{n k}$.
$-\boldsymbol{e} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{S}, \boldsymbol{A}_{S, \boldsymbol{h}}, \boldsymbol{u}_{s}, \delta\right)$.
8. $\boldsymbol{c}_{0} \leftarrow \overline{\boldsymbol{c}}_{0}+\boldsymbol{r}_{s} \in \mathbb{Z}_{q}^{m}, \boldsymbol{c}_{1} \leftarrow \overline{\boldsymbol{c}}_{1}+p \cdot \mathrm{~m}\lfloor q / 2\rfloor \in \mathbb{Z}_{q}^{\ell}$.
9. Output ct $=\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)$.

- $\mathrm{m} / \perp \leftarrow \operatorname{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}, \mathrm{ct}\right)$ : To unsigncrypt ct $=\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)$, do the following:

1. $\boldsymbol{t} \leftarrow f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}, \boldsymbol{A}_{R, \boldsymbol{t}} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid H(\boldsymbol{t}) \boldsymbol{G}-\overline{\boldsymbol{A}}_{R} \boldsymbol{T}_{R}\right]$.
2. $\left(\boldsymbol{z}, \boldsymbol{r}_{s}\right) \leftarrow \operatorname{lnvert}\left(\boldsymbol{T}_{R}, \boldsymbol{A}_{R, \boldsymbol{t}}, \boldsymbol{c}_{0}\right)$.
3. $\boldsymbol{Y}:=\left[\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{\ell}\right] \in \mathbb{Z}^{m \times \ell}$, where let $\boldsymbol{U}:=\left[\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell}\right]$ and for $i \in[\ell], \boldsymbol{y}_{i} \leftarrow$ SampleD $\left(\boldsymbol{T}_{R}, \boldsymbol{A}_{R, \boldsymbol{t}}, \boldsymbol{u}_{i}, d\right)$.
4. $\boldsymbol{v}^{\top} \leftarrow p^{-1}\left(\boldsymbol{c}_{1}^{\top}-\boldsymbol{c}_{0}^{\top} \boldsymbol{Y}\right)=\boldsymbol{x}_{1}^{\top}+\mathrm{m}^{\top}\lfloor q / 2\rfloor-\boldsymbol{x}_{0}^{\top} \boldsymbol{Y} \in \mathbb{Z}_{q}^{\ell}$.
5. For each $i \in[\ell]$, let $\mathrm{m}_{i}=0$ if $v_{i}$ is closer to 0 (modulo $q$ ) than to $q / 2$, and let $\mathrm{m}_{i}=1$ otherwise. Then, $\mathrm{m} \leftarrow\left(\mathrm{m}_{1}, \ldots, \mathrm{~m}_{\ell}\right)^{\top}$.
6. $\overline{\boldsymbol{c}}_{0} \leftarrow \boldsymbol{c}_{0}-\boldsymbol{r}_{s} \in \mathbb{Z}_{q}^{m}, \overline{\boldsymbol{c}}_{1} \leftarrow \boldsymbol{c}_{1}-p \cdot \mathrm{~m}\lfloor q / 2\rfloor \in \mathbb{Z}_{q}^{\ell}, \bar{c} \leftarrow\left(\overline{\boldsymbol{c}}_{0}, \overline{\boldsymbol{c}}_{1}, \boldsymbol{r}_{e}\right)$.
7. $\boldsymbol{h} \leftarrow f_{\overline{\boldsymbol{A}}_{S}}\left(\mathrm{~m}\left\|\mathrm{pk}_{R}\right\| \bar{c}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}\right) \in \mathbb{Z}_{q}^{n}, \boldsymbol{A}_{S, \boldsymbol{h}} \leftarrow\left[\boldsymbol{A}_{S} \mid \boldsymbol{A}_{0}+\sum_{i=1}^{n k} h_{i} \cdot \boldsymbol{A}_{i}\right]$.
8. Output mif $\boldsymbol{A}_{S, \boldsymbol{h}} \cdot \boldsymbol{e}=\boldsymbol{u}_{s} \bmod q \wedge\|\boldsymbol{e}\| \leq \delta \sqrt{m+n k}$. Output $\perp$ otherwise.

As the security of LB-SCS, Theorem 5.1 and 5.2 hold.
Theorem 5.1. If $\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}$ assumption holds for $\alpha \geq 2 \sqrt{n} / q$, and CRH $f$ meets collision-resistance, then LB-SCS meets MU-IND-iCCA security.

Theorem 5.2. If $\mathrm{SIS}_{n, q, \beta, m+n k}$ assumption holds for $\beta=O\left((n k)^{5 / 2}\right) \cdot \omega(\sqrt{\log n})^{3}$, and CRH $f$ meets collision-resistance, then LB-SCS meets MU-sUF-iCMA security.

## Proof of Theorem 5.1

Let A be a PPT algorithm against LB-SCS and let $q_{u}$ be the number of queries issued to USC ${ }^{0}$ oracle. For values $\boldsymbol{x}$ generated in Challenge phase, we write $\boldsymbol{x}^{*}$. For $i \in\{0,1,2,3,4\}$, we consider the following security games.

- Game ${ }_{0}$ : This game is the ordinary MU-IND-iCCA game.
- Game ${ }_{1}$ : This game is the same as Game except that when $A$ submits an unsigncrypt query $\left(\mathrm{pk}_{S},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)\right)$ such that $\boldsymbol{t}^{*}=f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right)$, USC $^{\circ}$ oracle returns $\perp$.
- Game 2 : This game is the same as Game ${ }_{1}$ except for replacing the parameter $\boldsymbol{B}$ of a collision resistant hash function $f_{\boldsymbol{B}}$ by a parameter $\boldsymbol{B}$ with a lattice-trapdoor $\boldsymbol{T}_{\boldsymbol{B}}$.
- Game ${ }_{3}$ : This game is the same as $G^{2} e_{2}$ except that a component $c_{0}^{*}$ of a challenge ciphertext is generated as follows:

1. $s \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}, \overline{\boldsymbol{x}}_{0} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q}^{\bar{m}}, \boldsymbol{x}_{0}^{\prime} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q \sqrt{\bar{m}} \cdot \omega(\sqrt{\log n})}^{n k}$.
2. $\hat{\boldsymbol{c}}_{0} \leftarrow \boldsymbol{s}^{\top} \overline{\boldsymbol{A}}_{R}+p \overline{\boldsymbol{x}}_{0}^{\top} \in \mathbb{Z}_{q}^{\bar{m}}$.
3. $\boldsymbol{c}_{0}^{\prime} \leftarrow-p \hat{\boldsymbol{c}}_{0}^{\top} \boldsymbol{T}_{R}+p \boldsymbol{x}_{0}^{\prime \top}=p \boldsymbol{s}^{\top}\left(-\overline{\boldsymbol{A}}_{R} \boldsymbol{T}_{R}\right)+p\left(-\overline{\boldsymbol{x}}_{0}^{\top} \boldsymbol{T}_{R}+\boldsymbol{x}_{0}^{\prime \top}\right) \in \mathbb{Z}_{q}^{n k}$.
4. $\overrightarrow{\boldsymbol{c}}_{0}^{* \top}:=\hat{\boldsymbol{c}}_{0}^{\top} \| \boldsymbol{c}_{0}^{\boldsymbol{\prime} \top} \in \mathbb{Z}_{q}^{m}$.

- Game ${ }_{4}$ : This game is the same as Game $_{3}$ except that $\left(\hat{\boldsymbol{c}}_{0}, \overline{\boldsymbol{c}}_{1}^{*}\right) \in \mathbb{Z}_{q}^{\bar{m}} \times \mathbb{Z}_{q}^{\ell}$ are chosen uniformly at random.

And then, we define the following events for $i \in\{0,1,2,3,4\}$ :

- $W_{i}$ : This is the event that A outputs $b^{\prime} \in\{0,1\}$ such that $b=b^{\prime}$ in Game $_{i}$.
- $C R_{i}$ : This is the event that A submits an unsigncrypt query ( $\mathrm{pk}_{S},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)$ ) such that $\left(\mathrm{pk}_{S}, \boldsymbol{r}_{e}\right) \neq\left(\mathrm{pk}_{S}^{*}, \boldsymbol{r}_{e}^{*}\right) \wedge \boldsymbol{t}^{*}=f_{\overline{\boldsymbol{A}}_{\boldsymbol{R}}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$ in Game $i_{i}$.
- $F_{i}$ : This is the event that A submits an unsigncrypt query $\left(\mathrm{pk}_{S},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{e}, \boldsymbol{r}_{e}\right)\right)$ such that $\left(\mathrm{pk}_{S}, \boldsymbol{r}_{e}\right)=\left(\mathrm{pk}_{S}^{*}, \boldsymbol{r}_{e}^{*}\right) \wedge\|\boldsymbol{e}\| \leq \delta \sqrt{m+n k} \wedge \boldsymbol{A}_{S, \boldsymbol{h}}=\boldsymbol{u}_{s} \bmod q$, where $\boldsymbol{h}=f_{\overline{\boldsymbol{A}}_{S}}\left(\mathrm{~m}\left\|\mathrm{pk}_{R}\right\| \bar{c}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$ in Game ${ }_{i}$.
Then, we have

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{LB}-\mathrm{cscs}, \mathrm{~A}}^{\mathrm{mun}}(\lambda)= & \left|\operatorname{Pr}\left[W_{0}\right]-\frac{1}{2}\right| \\
\leq & \left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right|+\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| \\
& +\left|\operatorname{Pr}\left[W_{2}\right]-\operatorname{Pr}\left[W_{3}\right]\right|+\left|\operatorname{Pr}\left[W_{3}\right]-\frac{1}{2}\right| .
\end{aligned}
$$

In addition, let Bad be the event that A outputs an unsigncrypt query $\left(\mathrm{pk}_{S}^{*},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}\right)\right.$ ) such that USC ${ }^{\circ}$ oracle returns $\mathrm{m} \neq \perp$. Then, because $\operatorname{Pr}\left[W_{1} \mid B a d\right]=\operatorname{Pr}\left[C R_{1}\right]+\operatorname{Pr}\left[F_{1}\right]$ holds, we get

$$
\begin{aligned}
\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq & \operatorname{Pr}\left[W_{1} \mid \operatorname{Bad}\right] \\
= & \operatorname{Pr}\left[C R_{1}\right]+\operatorname{Pr}\left[F_{1}\right] \\
\leq & \operatorname{Pr}\left[C R_{1}\right]+\left|\operatorname{Pr}\left[F_{1}\right]-\operatorname{Pr}\left[F_{2}\right]\right|+\left|\operatorname{Pr}\left[F_{2}\right]-\operatorname{Pr}\left[F_{3}\right]\right| \\
& +\left|\operatorname{Pr}\left[F_{3}\right]-\operatorname{Pr}\left[F_{4}\right]\right|+\operatorname{Pr}\left[F_{4}\right] .
\end{aligned}
$$

Proof of $\operatorname{Pr}\left[C R_{1}\right] \leq \operatorname{Adv}_{C_{R R}, \mathrm{~B}}^{\mathrm{cr}}(\lambda)$ : We construct a PPT algorithm C breaking the collision-resistance of $f_{\overline{\boldsymbol{A}}_{R}}+f_{B}$ as follows:

Setup: Take as input $\left(\boldsymbol{B}, \overline{\boldsymbol{A}}_{R}\right) \in \mathbb{Z}_{q}^{n \times(m+\bar{m})}$. Sample $\boldsymbol{T}_{R} \leftarrow \mathcal{D}_{\sqrt{\log n}}^{\overline{\log }}$ and compute $\boldsymbol{A}_{R} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid-\overline{\boldsymbol{A}}_{R} \boldsymbol{T}_{R}\right] \in \mathbb{Z}_{q}^{n \times m} . \boldsymbol{B}$ is added to a public parameter. Send (pp, $\mathrm{pk}_{R}$ ) to A .

Queries 1: Given an unsigncrypt query ( $\mathrm{pk}_{S}$, ct), simulate USC ${ }^{\mathrm{O}}$ oracle by using $\mathrm{sk}_{R}=\boldsymbol{T}_{R}$.

Challenge: When A submits $\left(\mathrm{m}_{0}, \mathrm{~m}_{1}, \mathrm{pk}_{S}^{*}, \mathrm{sk}_{S}^{*}\right)$, compute $\left(c_{0}^{*}, c_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right) \leftarrow$ $\mathrm{SC}\left(\mathrm{pp}, \mathrm{sk}_{R}, \mathrm{sk}_{S}^{*}, \mathrm{~m}_{b}\right)$ and return $\mathrm{ct}^{*}:=\left(\boldsymbol{c}_{0}^{*}, \boldsymbol{c}_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right)$, where $b \stackrel{U}{\leftarrow}\{0,1\}$.

Queries 2: Given an unsigncrypt query ( $\mathrm{pk}_{S}, \mathrm{ct}$ ), simulate USC ${ }^{\text {O }}$ oracle in the same way as the process of Queries 1 phase.

Output: When A outputs the guessing bit $b^{\prime} \in\{0,1\}$, find a submitted query $\left(\mathrm{pk}_{S},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)\right)$ such that $\boldsymbol{t}^{*}=f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$ and $\left(\mathrm{pk}_{S}, \boldsymbol{r}_{e}\right) \neq\left(\mathrm{pk}_{S}^{*}, \boldsymbol{r}_{e}^{*}\right)$. Then, output $\left(\left(\mathrm{pk}_{S}, \boldsymbol{r}_{e}\right),\left(\mathrm{pk}_{S}^{*}, \boldsymbol{r}_{e}^{*}\right)\right)$.

C simulates the view of A completely, and the output is a collision of $f_{\overline{\boldsymbol{A}}_{R}}+f_{\boldsymbol{B}}$ clearly. Thus, we have the inequality.
Proof of $\operatorname{Pr}\left[W_{1}\right]=\operatorname{Pr}\left[W_{2}\right]$ and $\operatorname{Pr}\left[F_{1}\right]=\operatorname{Pr}\left[F_{2}\right]$ : We show $\operatorname{Pr}\left[W_{1}\right]=\operatorname{Pr}\left[W_{2}\right]$. The statistical distance between distributions of $\boldsymbol{B}$ in the two games is negligible from the proof in Section 5.2 in [101]. Hence, we have the inequality. In the same way as this, we get $\operatorname{Pr}\left[F_{1}\right]=\operatorname{Pr}\left[F_{2}\right]$.

Proof of $\left|\operatorname{Pr}\left[W_{2}\right]-\operatorname{Pr}\left[W_{3}\right]\right| \leq \operatorname{neg}(\lambda)$ and $\left|\operatorname{Pr}\left[F_{2}\right]-\operatorname{Pr}\left[F_{3}\right]\right| \leq \operatorname{negl}(\lambda)$ : The difference between $\mathrm{Game}_{2}$ and $\mathrm{Game}_{3}$ is as follows: In Game 3 , the error term of $\boldsymbol{c}_{0}^{\prime}$ is the form $\overline{\boldsymbol{x}}_{0}^{\top} \boldsymbol{t}_{i}+\boldsymbol{x}_{0}^{\prime \top}$ for $i \in[n k]$ while in Game 2 , the error term is drawn from $\mathcal{D}_{\mathbb{Z}, s}$, where $\boldsymbol{T}_{R}=\left[\boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{n k}\right], s^{2}=\left(\left\|\boldsymbol{x}_{0}^{(0)}\right\|^{2}+\bar{m}(\alpha q)^{2}\right) \cdot \omega(\sqrt{\log n})^{2}$, and $\boldsymbol{x}_{0}^{(0)}, \overline{\boldsymbol{x}}_{0}$ are drawn from $\mathcal{D}_{\mathbb{Z}, \alpha q}^{\bar{m}}$. Because $\boldsymbol{t}_{i}$ is an independent discrete Gaussian over $\Lambda^{\perp}\left(\overline{\boldsymbol{A}}_{R}\right)$, the statistical distance between the error terms in the two games is negligible by applying Corollary 3.10 in [113]. Hence, we have $\left|\operatorname{Pr}\left[W_{2}\right]-\operatorname{Pr}\left[W_{3}\right]\right| \leq \operatorname{neg} \mid(\lambda)$ and $\left|\operatorname{Pr}\left[F_{2}\right]-\operatorname{Pr}\left[F_{3}\right]\right| \leq \operatorname{negl}(\lambda)$.
Proof of $\left|\operatorname{Pr}\left[W_{3}\right]-\operatorname{Pr}\left[W_{4}\right]\right| \leq \operatorname{Adv}_{\mathrm{D}}^{\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)$ and
$\left|\operatorname{Pr}\left[F_{3}\right]-\operatorname{Pr}\left[F_{4}\right]\right| \leq \operatorname{Adv}_{\mathrm{D}^{\prime}}^{\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)$ : First, we prove $\left|\operatorname{Pr}\left[W_{3}\right]-\operatorname{Pr}\left[W_{4}\right]\right| \leq$ $\operatorname{Adv}_{\mathrm{D}} \mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}(\lambda)$ by constructing a PPT algorithm D solving $\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}$ problem in the following way:

Setup: Given samples $\left(\overline{\boldsymbol{A}}_{R}, \boldsymbol{U}, \hat{\boldsymbol{c}}_{0}, \hat{\boldsymbol{c}}_{1}\right) \in \mathbb{Z}_{q}^{n \times(\bar{m}+\ell)} \times \mathbb{Z}_{q}^{\bar{m}+\ell}$ from the LWE oracle, compute $\boldsymbol{A}_{R} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid-H\left(\boldsymbol{t}^{*}\right) \boldsymbol{G}-\overline{\boldsymbol{A}}_{R} \boldsymbol{T}_{R}\right] \in \mathbb{Z}_{q}^{n \times m} .(\boldsymbol{B}, \boldsymbol{U})$ are components of pp. Send pp and $\mathrm{pk}_{R}:=\boldsymbol{A}_{R}$ to A .

Queries 1: Given an unsigncrypt query ( $\mathrm{pk}_{S}, \mathrm{ct}$ ), simulate USC ${ }^{\mathrm{O}}$ oracle by using $\mathrm{sk}_{R}=\boldsymbol{T}_{R}$.

Challenge: When A submits $\left(\mathrm{m}_{0}, \mathrm{~m}_{1}, \mathrm{pk}_{S}^{*}, \mathrm{sk}_{S}^{*}\right)$, do the following:

1. $b \stackrel{U}{\leftarrow}\{0,1\}$.
2. $\boldsymbol{r}_{e}^{*} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{\boldsymbol{B}}, \boldsymbol{B},\left(\boldsymbol{t}^{*}-f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}^{*}\right)\right) \bmod q, d\right)$.
3. $\overline{\boldsymbol{c}}_{0}^{* \top} \leftarrow p\left(\hat{\boldsymbol{c}}_{0}^{\top} \| \hat{\boldsymbol{c}}_{0}^{\top} \boldsymbol{T}_{R}+\boldsymbol{x}_{0}^{\prime \top}\right)$, where $\boldsymbol{x}_{0}^{\prime} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q \sqrt{m} \cdot \omega(\sqrt{\log n})}^{n k}$.
4. $\overline{\boldsymbol{c}}_{1}^{*} \leftarrow p \hat{\boldsymbol{c}}_{1} \in \mathbb{Z}_{q}^{\ell}$.
5. Compute $\left(\boldsymbol{c}_{0}^{*}, \boldsymbol{c}_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right)$ in the same way as SC algorithm with $\left(\boldsymbol{r}_{e}^{*}, \bar{c}_{0}^{*}, \overline{\boldsymbol{c}}_{1}^{*}\right)$.
6. Return $\mathrm{ct}^{*}:=\left(\boldsymbol{c}_{0}^{*}, \boldsymbol{c}_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right)$.

Queries 2: In the same way as the process of Queries 1 phase, simulate USC ${ }^{\circ}$ oracle.

Output: When A outputs $b^{\prime} \in\{0,1\}$, output 1 if $b=b^{\prime}$, and output 0 otherwise.

In Challenge phase, D simulates the view of A in $\mathrm{Game}_{3}$ (resp. Game ${ }_{4}$ ) if it is given LWE samples (resp. uniformly random samples). In addition, in Queries 1 and Queries 2 phases, D can simulate USC ${ }^{\mathrm{O}}$ oracle since it has a secret key $\boldsymbol{T}_{R}$, and $H(\boldsymbol{t})-H\left(\boldsymbol{t}^{*}\right)=H\left(\boldsymbol{t}-\boldsymbol{t}^{*}\right) \in \mathbb{Z}_{q}^{n \times n}$ is invertible for any $\boldsymbol{t}=f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+$ $f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$. Hence, we have $\left|\operatorname{Pr}\left[W_{3}\right]-\operatorname{Pr}\left[W_{4}\right]\right| \leq \operatorname{Adv}_{\mathrm{D}}^{\operatorname{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)$.

In addition, we show $\left|\operatorname{Pr}\left[F_{3}\right]-\operatorname{Pr}\left[F_{4}\right]\right| \leq \operatorname{Adv}_{\mathrm{D}^{\prime}}^{\operatorname{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)$ by constructing a PPT algorithm $\mathrm{D}^{\prime}$ solving $\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}} . \mathrm{D}^{\prime}$ is the same as D except that in Output phase, $\mathrm{D}^{\prime}$ checks whether A issues an unsigncrypt query $\left(\mathrm{pk}_{S}^{*},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)\right)$ such that $\left(\mathrm{pk}_{S}, \boldsymbol{r}_{e}\right)=\left(\mathrm{pk}_{S}^{*}, \boldsymbol{r}_{e}^{*}\right) \wedge\|\boldsymbol{e}\| \leq \delta \sqrt{m+n k} \wedge \boldsymbol{A}_{S, \boldsymbol{h}} \cdot \boldsymbol{e}=\boldsymbol{u}_{s} \bmod q$, where $\boldsymbol{h}=f_{\overline{\boldsymbol{A}}_{S}}\left(\mathrm{~m}\left\|\mathrm{pk}_{R}\right\| \bar{c}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$. If so, it outputs 1. Otherwise, it outputs 0 . Then, we have the inequality.

Proof of $\operatorname{Pr}\left[W_{4}\right]=1 / 2$ and $\operatorname{Pr}\left[F_{4}\right]=\operatorname{negl}(\lambda)$ : We have $\operatorname{Pr}\left[W_{4}\right]=1 / 2$ since ct* and uniformly random $b \in\{0,1\}$ are independent each other. Next, we show $\operatorname{Pr}\left[F_{4}\right]=\operatorname{neg}(\lambda)$. In order to submit an unsignrypt query $\left(\operatorname{pk}_{S}^{*},\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)\right)$ such that $\left(\mathrm{pk}_{S}, \boldsymbol{r}_{e}\right)=\left(\mathrm{pk}_{S}^{*}, \boldsymbol{r}_{e}^{*}\right) \wedge\|\boldsymbol{e}\| \leq \delta \sqrt{m+n k} \wedge \boldsymbol{A}_{S, \boldsymbol{h}} \cdot \boldsymbol{e}=\boldsymbol{u}_{s} \bmod q$, A needs to know $\boldsymbol{r}_{s}^{*}$. Although a component $\boldsymbol{c}_{0}^{*}$ of a challenge ciphertext and $\boldsymbol{h}^{*}$ hide $\boldsymbol{r}_{s}^{*}$, these values are uniformly random in Game ${ }_{4}$. Thus, A cannot find $\boldsymbol{r}_{s}^{*}$, and we have the equation.

From the discussion above, we obtain

$$
\operatorname{Adv}_{\mathrm{LB}-\mathrm{SCS}, \mathrm{~A}}^{\mathrm{mu}-\mathrm{ind}-\mathrm{icca}}(\lambda) \leq 2 \cdot \operatorname{Adv}_{\mathrm{D}}^{\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)+\operatorname{Adv}_{\mathrm{CRH}, \mathrm{~B}}^{\mathrm{cr}}(\lambda)+\operatorname{negl}(\lambda)
$$

The proof is completed.

## Proof of Theorem 5.2

Let A be a PPT adversary against LB-SCS and let $q_{s}$ be the number of queries submitted to $\mathrm{SC}^{\mathrm{O}}$ oracle. Let $M:=\mathrm{m}\left\|\mathrm{pk}_{R}\right\| \bar{c}$ and let $x^{(i)}$ for $i \in\left[q_{s}\right]$ be a value $x$ generated in the $i$-th oracle access.

The adversary $A$ is classified into several types in the following way:

Type-1. A generates a forgery by finding a collision of $f_{\overline{\boldsymbol{A}}_{S}}+f_{\boldsymbol{B}}$.
Type-2. A generates a forgery without finding a collision of $f_{\overline{\boldsymbol{A}}_{S}}+f_{\boldsymbol{B}}$.
Type-2-(a). A generates a forgery without any unsigncrypt queries. Type-2-(b). A generates a forgery by using an unsigncrypt query.

First, we consider a Type-1 adversary. We construct a PPT algorithm $\mathrm{F}_{\text {cr }}$ breaking the collision-resistance of $f_{\overline{\boldsymbol{A}}_{S}}+f_{\boldsymbol{B}}$ in the following way:

Setup: Take as input parameters $\left(\overline{\boldsymbol{A}}_{S}, \boldsymbol{B}\right) \in \mathbb{Z}_{q}^{n \times(\bar{m}+m)}$ of $f$. In the same way as Setup and $\mathrm{KGen}_{S}$ algorithms, generate pp and ( $\mathrm{pk}_{S}, \mathrm{sk}_{S}$ ). Then, send $\mathrm{pk}_{S}$ to A .

Queries: Given a signcrypt query $\left(\mathrm{pk}_{R}, \mathrm{~m}\right)$, return $\mathrm{ct} \leftarrow \mathrm{SC}\left(\mathrm{pp}_{\mathrm{pk}}^{R}\right.$, $\left.\mathrm{sk}_{S}, \mathrm{~m}\right)$.
Output: When A outputs $\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right)$, find a pair $\left(M^{(i)}, \boldsymbol{r}_{s}^{(i)}\right)$ such that $f_{\overline{\boldsymbol{A}}_{S}}\left(M^{*}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}^{*}\right)=f_{\overline{\boldsymbol{A}}_{S}}\left(M^{(i)}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}^{(i)}\right)$ and $\left(M^{(i)}, \boldsymbol{r}_{s}^{(i)}\right) \neq\left(M^{*}, \boldsymbol{r}_{s}^{*}\right)$.
$\mathrm{F}_{\mathrm{cr}}$ simulates the view of A completely since ( $\mathrm{pp}, \mathrm{pk}_{S}$ ) in the game above is the same as those in the ordinary MU-sUF-iCMA game, and it can simulate $\mathrm{SC}^{\circ}$ oracle by using the generated key $s \mathrm{~s}_{S}$. The output of $\mathrm{F}_{\mathrm{cr}}$ is clearly the collision of $f_{\overline{\boldsymbol{A}}_{S}}+f_{\boldsymbol{B}}$. Hence, the success probability of the Type- 1 adversary is negligible if $f_{\overline{\boldsymbol{A}}_{S}}+f_{\boldsymbol{B}}$ meets collision-resistance.

Next, we consider the Type-2-(a) adversary. We construct a PPT algorithm $\mathrm{S}_{\text {new }}$ solving the SIS problem, in the following way.

Setup: Given a SIS challenge $\left(\overline{\boldsymbol{A}}_{S} \| \boldsymbol{A}^{\prime}, \boldsymbol{u}\right) \in \mathbb{Z}_{q}^{n \times(\bar{m}+n k)} \times \mathbb{Z}_{q}^{n}$, do the following:

- Choose $q_{s}$ values $\boldsymbol{h}^{(1)}, \boldsymbol{h}^{(2)}, \ldots, \boldsymbol{h}^{\left(q_{s}\right)} \in\{0,1\}^{n k}$ uniformly at random. Compute the set $P$ of all strings $\mathrm{p} \in\{0,1\}^{\leq n k}$ with the property that p is a shortest string for which no $\boldsymbol{h}^{(i)}$ has p as a prefix. In the same way as this, $P$ represents the set of maximal subtrees of $\{0,1\}^{\leq n k}$ that do not contain any of $\boldsymbol{h}^{(i)}$. Notice that the size of $P$ is at most $(n k-1) q_{s}+1$. Choose some $\mathrm{p} \in P$ uniformly at random and let $t=|\mathrm{p}| \leq n k$.
- $\left(\boldsymbol{A}_{S}=\overline{\boldsymbol{A}}_{S} \| \boldsymbol{A}^{\prime}, \boldsymbol{A}_{0}, \boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{n k}, \boldsymbol{u}_{s}=\boldsymbol{u}\right)$ is constructed as follows: For $i \in\{0,1, \ldots, n k\}$, choose $\boldsymbol{T}_{S, i} \leftarrow \mathcal{D}_{\mathbb{Z}, \omega(\sqrt{\log n})}^{\bar{m} \times n k}$ and let

$$
\boldsymbol{A}_{i}=\boldsymbol{H}_{i} \boldsymbol{G}-\overline{\boldsymbol{A}}_{S} \boldsymbol{T}_{S, i}, \text { where } \boldsymbol{H}_{i}= \begin{cases}H(0)=\mathbf{0} & i>t \\ (-1)^{\mathrm{p}_{i}} \cdot H\left(u_{i}\right) & i \in[t] \\ -\sum_{j \in[t]} \mathfrak{p}_{j} \cdot \boldsymbol{H}_{j} & i=0\end{cases}
$$

$u_{1}, \ldots, u_{n k} \in \mathbb{Z}_{q}^{n}$ are units whose nontrivial subset-sums are also units, and $H: \mathbb{Z}_{q}^{n} \rightarrow \mathbb{Z}_{q}^{n \times n}$ is the FRD encoding of [3].

- Generate ( $\mathrm{pp}, \mathrm{pk}_{S}$ ) following Setup and $\mathrm{KGen}_{S}$ algorithms except for the parameters above.

Queries: Given the $j$-th signcrypt query $\left(\mathrm{pk}_{R}^{(j)}, \mathrm{m}^{(j)}\right)\left(j \in\left[q_{s}\right]\right)$, do the following:

1. Compute $\bar{c}^{(j)}$ following SC algorithm and let $M^{(j)}:=\mathrm{m}^{(j)}\left\|\mathrm{pk}_{R}^{(j)}\right\| \bar{c}^{(j)}$.
2. $\boldsymbol{r}_{s}^{(j)} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{\boldsymbol{B}}, \boldsymbol{B},\left(\boldsymbol{h}^{(j)}-f_{\overline{\boldsymbol{A}}_{S}}\left(M^{(j)}\right)\right) \bmod q, d\right)$.
3. $\boldsymbol{A}_{S, \boldsymbol{h}^{(j)}} \leftarrow\left[\overline{\boldsymbol{A}}_{S}\left|\boldsymbol{A}^{\prime}\right| \boldsymbol{H} \boldsymbol{G}-\overline{\boldsymbol{A}}_{S}\left(\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i}^{(j)} \cdot \boldsymbol{T}_{S, i}\right)\right] \in \mathbb{Z}_{q}^{n \times(m+n k)}$, where $\boldsymbol{T}_{\boldsymbol{h}}=\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i}^{(j)} \cdot \boldsymbol{T}_{S, i}$ is a trapdoor of $\boldsymbol{A}_{S, \boldsymbol{h}^{(j)}}$ and $\boldsymbol{H}$ is invertible because the prefix of $\boldsymbol{h}^{(j)}$ is not p .
4. $\boldsymbol{e}^{(j)} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{\boldsymbol{h}^{(j)}}, \boldsymbol{A}_{S, \boldsymbol{h}^{(j)}}, \boldsymbol{u}_{s}, \delta\right)$.
5. Compute $\mathrm{ct}^{(j)}$ by using $\left(\boldsymbol{e}^{(j)}, \boldsymbol{r}_{s}^{(j)}\right)$ and return $\mathrm{ct}^{(j)}$.

Output: When A outputs a forgery $\left(\mathrm{pk}_{R}^{*}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}=\left(\boldsymbol{c}_{0}^{*}, \boldsymbol{c}_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right)\right.$ ), abort if USC $\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right)=\perp$. Compute $\boldsymbol{h}^{*} \leftarrow f_{\overline{\boldsymbol{A}}_{S}}\left(M^{*}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}^{*}\right)$ if $\operatorname{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right) \neq \perp$. Then, extract the solution of $\mathrm{SIS}_{n, q, \beta, m+n k}$ as follows: Compute $\boldsymbol{z} \in \mathbb{Z}^{m+n k}$ such that

$$
\underbrace{\left[\overline{\boldsymbol{A}}_{S} \mid \boldsymbol{A}^{\prime}\right]}_{\boldsymbol{A}_{S}} \underbrace{\left[\begin{array}{lll}
\boldsymbol{I}_{m} & & -\boldsymbol{T}_{S}^{*} \\
& \boldsymbol{I}_{n k} &
\end{array}\right] \boldsymbol{e}^{*}}_{\boldsymbol{z}}=\boldsymbol{u}_{s} \bmod q
$$

where $\boldsymbol{T}_{S}=\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i}^{*} \cdot \boldsymbol{T}_{S, i}$. Then, $\left(\boldsymbol{z}^{\top}, 0\right)$ is the solution of the given SIS instance $\left[\overline{\boldsymbol{A}}_{S}\left|\boldsymbol{A}^{\prime}\right| \boldsymbol{u}\right]$.
We analyze $S_{\text {new }}$. For each signcrypt query, we have

$$
\boldsymbol{A}_{S, \boldsymbol{h}}=\left[\boldsymbol{A}_{S} \mid \boldsymbol{A}_{0}+\sum_{i \in[n k]} h_{i} \cdot \boldsymbol{A}_{i}\right]=\left[\overline{\boldsymbol{A}}_{S}\left|\boldsymbol{A}^{\prime}\right| \boldsymbol{H} \boldsymbol{G}-\overline{\boldsymbol{A}}_{S}\left(\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i} \cdot \boldsymbol{T}_{S, i}\right)\right] .
$$

$\boldsymbol{T}_{S}=\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i} \cdot \boldsymbol{T}_{S, i}$ is a trapdoor for $\boldsymbol{A}_{S, \boldsymbol{h}}$. Besides, by Lemma 2.9 in [101], we have

$$
s_{1}\left(\boldsymbol{T}_{S}\right)=\sqrt{n k+1} \cdot O(\sqrt{\bar{m}}+\sqrt{n k}) \cdot \omega(\sqrt{\log n})=O(n k) \cdot \omega(\sqrt{\log n})
$$

with overwhelming probability. We can generate $\boldsymbol{e} \leftarrow \mathcal{D}_{\Lambda_{\boldsymbol{u}_{s}}\left(\boldsymbol{A}_{S, \boldsymbol{h}}\right), \delta}$ properly since $\delta$ is large enough. Thus, $\mathrm{S}_{\text {new }}$ simulates $\mathrm{SC}^{\mathrm{O}}$ oracle completely.

Then, because $\left\|\boldsymbol{e}^{*}\right\| \leq \delta \sqrt{m+n k}=O\left((n k)^{3 / 2}\right) \cdot \omega(\sqrt{\log n})^{2}$ and $s_{1}\left(\boldsymbol{T}_{S}^{*}\right)=$ $O(n k) \cdot \omega(\sqrt{\log n})$ with overwhelming probability, we have $\|\boldsymbol{z}\|=O\left((n k)^{5 / 2}\right)$. $\omega(\sqrt{\log n})^{3}$. That is, $\|\boldsymbol{z}\|$ is at most $\beta-1$. Hence, the output of $\mathrm{S}_{\text {new }}$ is a valid solution of SIS problem. The success probability of $A$ is at most $\left((n k-1) q_{s}+1\right) \cdot \operatorname{Adv}_{S_{\text {new }}} \operatorname{SIS}_{n, q, \beta, m+n k}(\lambda)+\operatorname{negl}(\lambda)$.

Finally, we consider a Type-2-(b) adversary. Namely, this adversary outputs a forgery on $M^{(j)} \| \boldsymbol{r}_{s}^{(j)}$ which have been used in the $j$-th oracle access. We construct a PPT algorithm Spre finding a solution of SIS $_{n, q, \beta, m+n k}$ as follows:

Setup: Given an SIS challenge $\overline{\boldsymbol{A}}_{S} \| \boldsymbol{A}^{\prime} \in \mathbb{Z}_{q}^{n \times(\bar{m}+n k)}$, do the following:

- Choose $q_{s}$ values $\boldsymbol{h}^{(1)}, \boldsymbol{h}^{(2)}, \ldots, \boldsymbol{h}^{\left(q_{s}\right)} \in\{0,1\}^{n k}$ uniformly at random. Choose $\boldsymbol{h}^{*} \stackrel{U}{\leftarrow}\left\{\boldsymbol{h}^{(i)}\right\}_{i \in[n]}$.
$-\left(\boldsymbol{A}_{S}, \boldsymbol{A}_{0}, \boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{n k}\right)$ is constructed in the same way as the above algorithm $\mathrm{S}_{\text {new }}$.
- Generate (pp, $\mathrm{pk}_{S}$ ) following Setup and $\mathrm{KGen}_{S}$ algorithms except for the parameters above.

Queries: Given the $j$-th signcrypt query $\left(\mathrm{pk}_{R}^{(j)}, \mathrm{m}^{(j)}\right)$, do the following:

1. Compute $\bar{c}^{(j)}$ following SC algorithm and let $M^{(j)}:=\mathrm{m}^{(j)}\left\|\mathrm{pk}_{R}^{(j)}\right\| \bar{c}^{(j)}$.
2. $\boldsymbol{r}_{s}^{(j)} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{\boldsymbol{B}}, \boldsymbol{B},\left(\boldsymbol{h}^{(j)}-f_{\overline{\boldsymbol{A}}_{S}}(M)\right) \bmod q, d\right)$.
3. $\boldsymbol{A}_{S, \boldsymbol{h}^{(j)}} \leftarrow\left[\overline{\boldsymbol{A}}_{S}\left|\boldsymbol{A}^{\prime}\right| \boldsymbol{H} \boldsymbol{G}-\overline{\boldsymbol{A}}_{S}\left(\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i}^{(j)} \cdot \boldsymbol{T}_{S, i}\right)\right] \in \mathbb{Z}_{q}^{n \times(m+n k)}$, where $\boldsymbol{T}_{\boldsymbol{h}^{(j)}}=\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i}^{(j)} \cdot \boldsymbol{T}_{S, i}$ is a trapdoor of $\boldsymbol{A}_{S, \boldsymbol{h}^{(j)}}$.
4. $\boldsymbol{e}^{(j)} \leftarrow$ SampleD $\left(\boldsymbol{T}_{\boldsymbol{h}}, \boldsymbol{A}_{S, \boldsymbol{h}^{(j)}}, \boldsymbol{u}_{s}, \delta\right)$.
5. Compute $\mathrm{ct}^{(j)}$ by using $\left(\boldsymbol{e}^{(j)}, \boldsymbol{r}_{s}^{(j)}\right)$ and return $\mathrm{ct}^{(j)}$.

Output: When A outputs a forgery $\left(\mathrm{pk}_{R}^{*}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}=\left(\boldsymbol{c}_{0}^{*}, \boldsymbol{c}_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right)\right.$ ), abort if $\operatorname{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right)=\perp$ or $\boldsymbol{h}^{*} \neq f_{\overline{\boldsymbol{A}}_{S}}\left(M^{*}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}^{*}\right)$. Otherwise, extract the solution of $\operatorname{SIS}_{n, q, \beta, m+n k}$ as follows: Compute $\boldsymbol{z} \in \mathbb{Z}^{m+n k}$ such that

$$
\underbrace{\left[\overline{\boldsymbol{A}}_{S} \mid \boldsymbol{A}^{\prime}\right]}_{\boldsymbol{A}_{S}} \underbrace{\left[\begin{array}{lll}
\boldsymbol{I}_{m} & & -\boldsymbol{T}_{S}^{*} \\
& \boldsymbol{I}_{n k} &
\end{array}\right]\left(\boldsymbol{e}^{*}-\boldsymbol{e}^{(i)}\right)}_{\boldsymbol{z}}=\mathbf{0} \bmod q
$$

where $\boldsymbol{T}_{S}=\boldsymbol{T}_{S, 0}+\sum_{i \in[n k]} h_{i} \cdot \boldsymbol{T}_{S, i}$. Then, output $\boldsymbol{z} \in \mathbb{Z}^{m+n k}$.
Because $\left\|\boldsymbol{e}^{*}\right\|,\left\|\boldsymbol{e}^{(i)}\right\| \leq \delta \cdot \sqrt{m+n k}$ and $s_{1}\left(\boldsymbol{T}_{S}^{*}\right)=O(n k) \cdot \omega(\sqrt{\log n})$ with overwhelming probability, we have $\|\boldsymbol{z}\|=O\left((n k)^{5 / 2}\right) \cdot \omega(\sqrt{\log n})^{3}$. Thus, the output of $\mathrm{S}_{\text {pre }}$ is a solution to $\mathrm{SIS}_{n, q, \beta, m+n k}$.

From the discussion above, we obtain

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{LB}-\mathrm{SCS}, \mathrm{~A}}^{\text {mu-suf-icma }}(\lambda) \leq 2\left((n k-1) q_{s}+1\right) & \cdot \operatorname{Adv}_{\mathrm{S}}^{\mathrm{SIS}_{n, q, \beta, m+n k}}(\lambda) \\
+ & \operatorname{Adv}_{\mathrm{CRH}, \mathrm{~B}}^{\mathrm{cr}}(\lambda)+\operatorname{negl}(\lambda)
\end{aligned}
$$

The proof is completed.

### 5.3.2 Lattice-based Hybrid Signcryption

In this section, we propose a lattice-based hybrid signcryption obtained by combining LB-SCS and a DEM. In LB-SCS, the ciphertext size for a message is $|\mathrm{m}| \log q$ for the bit-length of a message $|\mathrm{m}|$ and a modulus $q$. By combining LB-SCS with a DEM, the ciphertext-size for a message $m$ is reduced to $|\mathrm{m}|$.

Let $\mathrm{DEM}=(\mathrm{DEM} . E n c$, DEM.Dec) be an IND-OT secure DEM meeting one-to-one property ${ }^{1}$. Our hybrid signcryption $\mathrm{HSC}=\left(\right.$ Setup, $\left.\mathrm{KGen}_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}\right)$ is as follows. The Setup, $\mathrm{KGen}_{R}$, and $\mathrm{KGen}_{S}$ algorithms of HSC are the same as those of LB-SCS.

- $\mathrm{ct} \leftarrow \mathrm{SC}\left(\mathrm{pp}, \mathrm{pk}_{R}, \mathrm{sk}_{S}, \mathrm{~m}\right):$ To signcrypt $\mathrm{m} \in\{0,1\}^{|\mathrm{m}|}$, do the following:

1. $K \stackrel{U}{\leftarrow}\{0,1\}^{\ell}$, where $\ell$ is the bit-length of a DEM's symmetric key.
2. $\boldsymbol{r}_{e}, \boldsymbol{r}_{s} \leftarrow D_{\mathbb{Z}, d}^{m}, \boldsymbol{t}=f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right) \in \mathbb{Z}_{q}^{n}$,
3. $\boldsymbol{A}_{R, t} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid H(\boldsymbol{t}) \boldsymbol{G}-\overline{\boldsymbol{A}} \boldsymbol{T}_{R}\right] \in Z_{q}^{n \times m}$.
4. $\boldsymbol{x}_{0}^{(0)} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q}^{\bar{m}}$ and $\boldsymbol{x}_{0}^{(1)} \leftarrow \mathcal{D}_{\mathbb{Z}, s}^{n k}$, where $s^{2}=\left(\left\|\boldsymbol{x}_{0}^{(0)}\right\|^{2}+\bar{m} \alpha^{2} q^{2}\right)$. $\omega(\sqrt{\log n})^{2}$. Then $\boldsymbol{x}_{0}^{\top} \leftarrow \boldsymbol{x}_{0}^{(0) \top} \| \boldsymbol{x}_{0}^{(1) \top}$.
5. $s \stackrel{U}{\leftarrow} \mathbb{Z}_{q}^{n}, \boldsymbol{x}_{1} \leftarrow \mathcal{D}_{\mathbb{Z}, \alpha q}^{\ell}$.
6. $\overline{\boldsymbol{c}}_{0}=\boldsymbol{s}^{\top} \boldsymbol{A}_{R, \boldsymbol{t}}+p \boldsymbol{x}_{0}^{\top} \in \mathbb{Z}_{q}^{m}, \overline{\boldsymbol{c}}_{1}=\boldsymbol{s}^{\top} \boldsymbol{U}+p \boldsymbol{x}_{1}^{\top} \in \mathbb{Z}_{q}^{\ell}$.
7. $\bar{c}=\left(\overline{\boldsymbol{c}}_{0}, \overline{\boldsymbol{c}}_{1}, \boldsymbol{r}_{e}\right)$.
8. Generate a signature on $\mathrm{m}\|K\| \mathrm{pk}_{R} \| \bar{c}$.
$-\boldsymbol{h} \leftarrow f_{\overline{\boldsymbol{A}}_{S}}\left(\mathrm{~m}\|K\| \mathrm{pk}_{R} \| \bar{c}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}\right) \in \mathbb{Z}_{q}^{n}$,
$-\boldsymbol{A}_{S, \boldsymbol{h}} \leftarrow\left[\boldsymbol{A}_{S} \mid \boldsymbol{A}_{0}+\sum_{i=1}^{n k} h_{i} \cdot \boldsymbol{A}_{i}\right] \in \mathbb{Z}_{q}^{m+n k}$,
$-\boldsymbol{e} \leftarrow \operatorname{SampleD}\left(\boldsymbol{T}_{S}, \boldsymbol{A}_{S, \boldsymbol{h}}, \boldsymbol{u}_{s}, \delta\right)$.
9. $\boldsymbol{c}_{0} \leftarrow \overline{\boldsymbol{c}}_{0}+\boldsymbol{r}_{s} \in \mathbb{Z}_{q}^{m}, \boldsymbol{c}_{1} \leftarrow \overline{\boldsymbol{c}}_{1}+p \cdot K\left\lfloor\frac{q}{2}\right\rfloor \in \mathbb{Z}_{q}^{\ell}$,
10. $\boldsymbol{c}_{2} \leftarrow \operatorname{DEM} . \operatorname{Enc}(K, \mathrm{~m})$,
11. Output ct $=\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)$.

- $\mathrm{m} / \perp \leftarrow \mathrm{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}, \mathrm{ct}\right):$ To unsigncrypt ct $=\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)$, do the following:

1. $\boldsymbol{t} \leftarrow f_{\overline{\boldsymbol{A}}_{R}}\left(\mathrm{pk}_{S}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{e}\right), \boldsymbol{A}_{R, \boldsymbol{t}} \leftarrow\left[\overline{\boldsymbol{A}}_{R} \mid H(\boldsymbol{t}) \boldsymbol{G}-\overline{\boldsymbol{A}} \boldsymbol{T}_{R}\right]$.
2. $\left(\boldsymbol{z}, \boldsymbol{r}_{s}\right)=\operatorname{lnvert}\left(\boldsymbol{T}_{R}, \boldsymbol{A}_{R, \boldsymbol{t}}, \boldsymbol{c}_{0}\right)$.
3. $\boldsymbol{Y}:=\left[\boldsymbol{y}_{1}, \ldots, \boldsymbol{y}_{\ell}\right] \in \mathbb{Z}^{m \times \ell}$, where let $\boldsymbol{U}:=\left[\boldsymbol{u}_{1}, \ldots, \boldsymbol{u}_{\ell}\right]$ and for $i \in[\ell], \boldsymbol{y}_{i} \leftarrow$ SampleD $\left(\boldsymbol{T}_{R}, \boldsymbol{A}_{R, \boldsymbol{t}}, \boldsymbol{u}_{i}, d\right)$.
4. $\boldsymbol{v}^{\top} \leftarrow p^{-1}\left(\boldsymbol{c}_{1}^{\top}-\boldsymbol{c}_{0}^{\top} \boldsymbol{Y}\right)=\boldsymbol{x}_{1}^{\top}+\mathrm{m}^{\top}\lfloor q / 2\rfloor-\boldsymbol{x}_{0}^{\top} \boldsymbol{Y} \in \mathbb{Z}_{q}^{\ell}$.

[^0]5. For each $i \in[\ell]$, let $K_{i}=0$ if $v_{i}$ is closer to 0 (modulo $q$ ) than to $q / 2$, and let $K_{i}=1$ otherwise. Then, $K \leftarrow\left(K_{1}, \ldots, K_{\ell}\right)^{\top}$.
6. $\mathrm{m} \leftarrow \operatorname{DEM} . \operatorname{Dec}\left(K, \boldsymbol{c}_{2}\right)$.
7. $\overline{\boldsymbol{c}}_{0} \leftarrow \boldsymbol{c}_{0}-\boldsymbol{r}_{s} \bmod q, \overline{\boldsymbol{c}}_{1} \leftarrow \boldsymbol{c}_{1}-p \cdot K\left\lfloor\frac{q}{2}\right\rfloor \bmod q, \bar{c} \leftarrow\left(\overline{\boldsymbol{c}}_{0}, \overline{\boldsymbol{c}}_{1}, \boldsymbol{r}_{e}\right)$.
8. $\boldsymbol{h} \leftarrow f_{\bar{A}_{S}}\left(\mathrm{~m}\|K\| p k_{R} \| \bar{c}\right)+f_{\boldsymbol{B}}\left(\boldsymbol{r}_{s}\right), \boldsymbol{A}_{S, h}=\left[\boldsymbol{A}_{S} \mid \boldsymbol{A}_{0}+\sum_{i=1}^{n k} h_{i} \cdot \boldsymbol{A}_{i}\right]$.
9. Output mif $\boldsymbol{A}_{S, h} \cdot \boldsymbol{e}=\boldsymbol{u}_{S} \bmod q \wedge\|\boldsymbol{e}\| \leq \delta \sqrt{m+n k}$. Output $\perp$ otherwise.

The following theorems show the security of HSC.
Theorem 5.3. If $\operatorname{LWE}_{n, q, \mathcal{D}_{\alpha q}}$ assumption holds for $\alpha \geq 2 \sqrt{n} / q$, CRH $f$ meets collision-resistance, and DEM meets IND-OT security and one-to-one property, then HSC satisfies MU-IND-iCCA security.
Theorem 5.4. If $\mathrm{SIS}_{n, q, \beta, m+n k}$ assumption holds for $\beta=O\left((n k)^{5 / 2}\right) \cdot \omega(\sqrt{\log n})^{3}$, CRH $f$ meets collision-resistance, and DEM meets one-to-one property, then HSC satisfies MU-sUF-iCMA security.

## Proof of Theorem 5.3

Let A be a PPT adversary against HSC. We consider two security games Game ${ }_{0}$ and Game ${ }_{1}$ below. Let $W_{0}$ and $W_{1}$ be the events that $A$ submits $b^{\prime} \in\{0,1\}$ such that $b=b^{\prime}$ in Game $_{0}$ and Game ${ }_{1}$, respectively.
Game $_{0}$ : This game is the ordinary MU-IND-iCCA security game. Thus, we have $\operatorname{Adv} \underset{\mathrm{HSC}, \mathrm{A}}{\text { mu-ind-ica }}(\lambda)=\left|\operatorname{Pr}\left[W_{0}\right]-1 / 2\right|$.
Game $_{1}$ : This game is the same as $G a m e_{0}$ except that the symmetric-key $K$ is chosen uniformly at random.

We obtain $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq 2 \cdot \operatorname{Adv}_{\mathrm{D}}^{\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)+\operatorname{Adv}_{\mathrm{CRH}, \mathrm{B}}^{\mathrm{cr}}(\lambda)+\operatorname{negl}(\lambda)$ in the same way as the proof of Theorem 5.1. The reason is as follows: From the one-to-one property of DEM, A cannot issue a valid unsigncrypt query ct $=\left(\boldsymbol{c}_{0}, \boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \boldsymbol{r}_{e}, \boldsymbol{e}\right)$ such that $(\mathrm{m}, K) \neq\left(\mathrm{m}_{b}, K^{*}\right)$ and $\boldsymbol{c}_{2} \neq \boldsymbol{c}_{2}^{*}$, where ( $\mathrm{m}, K$ ) is used in ct. In addition, A cannot generate a valid ct by substituting $\left(\boldsymbol{c}_{0}^{*}, \boldsymbol{c}_{1}^{*}, \boldsymbol{r}_{e}^{*}, \boldsymbol{e}^{*}\right)$ from the MU-IND-iCCA security of LB-SCS. Therefore, we have $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right|=2 \cdot \operatorname{Adv} \mathrm{LB}$-SCS,A $\mathrm{A}(\lambda)$. Then, $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq$ $4 \cdot \operatorname{Adv}_{\mathrm{D}}^{\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)+2 \cdot \operatorname{Adv}_{\mathrm{CRH}, \mathrm{B}}^{\mathrm{cr}}(\lambda)+\operatorname{negl}(\lambda)$ holds.

In addition, we show $\left|\operatorname{Pr}\left[W_{1}\right]-1 / 2\right| \leq \operatorname{Adv}_{\text {DEM, }}^{\text {ind }}$, $(\lambda)$. We can simulate Setup, Queries 1, and Queries 2 phases, following the algorithms of HSC. In the Challenge phase, we encrypt the ciphertext $\boldsymbol{c}_{2}^{*}$ by sending messages to the challenger in IND-OT game. In Output phase, the guessing bit $b^{\prime} \in\{0,1\}$ in IND-OT game is the same as the output of A in MU-IND-iCCA game.

From the above discussion,
$\operatorname{Adv}_{\mathrm{HSC}, \mathrm{A}}^{\text {mu-ind-icca }}(\lambda) \leq 4 \cdot \operatorname{Adv}_{\mathrm{D}}^{\mathrm{LWE}_{n, q, \mathcal{D}_{\alpha q}}}(\lambda)+2 \cdot \operatorname{Adv}_{\mathrm{CRH}, \mathrm{B}}^{\mathrm{cr}}(\lambda)+\operatorname{Adv}_{\mathrm{DEM}, \mathrm{D}^{\prime}}^{\text {ind-ot }}(\lambda)+\operatorname{negl}(\lambda)$, and the proof is completed.

## Proof of Theorem 5.4

It is possible to prove Theorem 5.4 in the same way as Theorem 5.2. The reason is as follows:

- If an adversary tries to make a forgery on a queried message $m$, he has to make a new symmetric-key $K$ which was not used in the Queries phase, because DEM meets one-to-one property. However, $K$ has to be signcrypted in the same way as LB-SCS. Hence, he needs to break $\mathrm{SIS}_{n, q, \beta, m+n k}$ problem.
- Suppose that an adversary tries to make a forgery on a message $m$ which was never queried. However, in HSC, the message has to be signcrypted in the same way as LB-SCS. Hence, he has to break the $\mathrm{SIS}_{n, q, \beta, m+n k}$ problem in this case as well.

Therefore, by using the same proof technique in Theorem 5.2, we finally obtain

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{HSC}, \mathrm{~A}}^{\mathrm{mul-icma}}(\lambda) \leq 2\left((n k-1) q_{s}+1\right) & \cdot \operatorname{Adv}_{\mathrm{S}}^{\operatorname{SIS}_{n, q, \beta, m+n k}(\lambda)} \\
& +\operatorname{Adv}_{\mathrm{CRH}, \mathrm{~B}}^{\mathrm{cr}}(\lambda)+\operatorname{negI}(\lambda)
\end{aligned}
$$

### 5.4 Signcryption in the Quantum Random Oracle Model

We construct a signcryption scheme in the QROM starting from an INDCPA secure PKE, an IND-OT secure DEM, and a lossy identification scheme. Although our construction is based on the sign-then-encrypt methodology, it is shown in $[11,100]$ that the construction, by combining IND-CCA secure PKE and sUF-CMA secure DS in a trivial way of this methodology, cannot achieve MU-sUF-iCMA security while they can meet MU-IND-iCCA security. The reason is as follows: Any inside adversary can obtain a valid pair of a message and a signature from a ciphertext ct by using his/her decryption key $\mathrm{sk}_{R}$. Hence, the adversary can make a forgery in the MU-sUF-iCMA game by encrypting the pair again. To resolve this problem, we generate a signature on $\mathrm{m} \| r$, where m is a message and $r$ is a random value used in the underlying PKE scheme. By doing this, even if an adversary decrypts $m$ and $r$, he has to generate a forgery of the underlying signature scheme.

We use the following primitives:

- Let PKE $=\left(\mathrm{KGen}^{a s y}, \mathrm{Enc}^{a s y}\right.$, Dec $\left.{ }^{a s y}\right)$ be a PKE scheme with a message space $\mathcal{M}^{a s y}$, a randomness space $\mathcal{R}^{a s y}$, and a ciphertext space $\mathcal{C}^{\text {asy }}$.
- Let LIDS $=\left(\mathrm{KGen}^{i d s}\right.$, LossyKGen $\left.^{i d s}, \mathrm{P}^{i d s}, \mathcal{C}^{i d s}, \mathrm{~V}^{i d s}\right)$ be a (commitmentrecoverable) lossy identification scheme with a commitment space $\mathcal{W}$, a response space $\mathcal{Z}$, and a commitment-recoverable algorithm $\mathrm{Rec}^{i d s}$.
- Let DEM $=\left(\right.$ Enc $^{\text {sym }}$, Dec $\left.^{\text {sym }}\right)$ be a DEM scheme with a key space $\mathcal{K}^{\text {sym }}$ and a message space $\mathcal{M}^{\text {sym }}$, where $\mathcal{M}^{\text {sym }}$ is the same as the message space $\mathcal{M}$ of SCS-QRO.
- Let $\mathrm{H}: \mathcal{M}^{a s y} \times \mathcal{C}^{a s y} \rightarrow \mathcal{K}^{s y m}, \mathrm{G}: \mathcal{M}^{a s y} \rightarrow \mathcal{R}^{a s y}$, and $\mathrm{H}_{S}:\{0,1\}^{*} \rightarrow \mathcal{C}^{i d s}$ be random oracles.
$\mathrm{SCS}-\mathrm{QRO}=\left(\right.$ Setup, $\left.\mathrm{KGen}_{R}, \mathrm{KGen}_{S}, \mathrm{SC}, \mathrm{USC}\right)$ is constructed as follows.
- $\mathrm{pp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right):$ Let $\mathrm{pp}^{\text {asy }}$ and $\mathrm{pp}^{\text {ids }}$ be public parameters of PKE and LIDS, respectively. Let $\kappa_{m}:=\kappa_{m}(\lambda)$. Output pp $:=\left(1^{\lambda}, \mathrm{pp}^{a s y}, \mathrm{pp}^{i d s}, \kappa_{m}\right)$.
- $\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}\right) \leftarrow \mathrm{KGen} R(\mathrm{pp}):$ Generate $\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right) \leftarrow \mathrm{KGen}^{a s y}\left(1^{\lambda} ; \mathrm{pp}^{a s y}\right)^{2}$, and choose $s \stackrel{\mathcal{U}}{\leftarrow} \mathcal{M}^{a s y}$. Output $\mathrm{pk}_{R}:=\mathrm{pk}^{a s y}$ and $\mathrm{sk}_{R}:=\left(\mathrm{sk}^{a s y}, s\right)$.
- $\left(\mathrm{pk}_{S}, \mathrm{sk}_{S}\right) \leftarrow \mathrm{KGen}_{S}(\mathrm{pp}):$ Generate $\left(\mathrm{pk}^{i d s}, \mathrm{sk}^{i d s}\right) \leftarrow \mathrm{KGen}^{i d s}\left(1^{\lambda} ; \mathrm{pp}^{i d s}\right)$. Output $\mathrm{pk}_{S}:=\mathrm{pk}^{i d s}$ and $\mathrm{sk}_{S}:=\mathrm{sk}^{i d s}$.
- $\mathrm{ct} \leftarrow \mathrm{SC}\left(\mathrm{pp}, \mathrm{pk}_{R}, \mathrm{sk}_{S}, \mathrm{~m}\right):$ Compute a ciphertext on $\mathrm{m} \in \mathcal{M}$ as follows:

1. $r \stackrel{U}{\leftarrow} \mathcal{M}^{a s y}, \kappa \leftarrow 0$.
2. $e \leftarrow \mathrm{Enc}^{a s y}\left(\mathrm{pk}_{R}, r ; \mathrm{G}(r)\right)$.
3. Do the following while $\mathrm{Z}=\perp$ and $\kappa \leq \kappa_{m}$ :

$$
\begin{aligned}
& -(\mathrm{W}, \mathrm{st}) \leftarrow \mathrm{P}_{1}^{i d s}\left(\mathrm{sk}_{S}\right) . \\
& -\mathrm{c} \leftarrow \mathrm{H}_{S}\left(\mathrm{~W}, \mathrm{~m}, r, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right) . \\
& -\mathrm{Z} \leftarrow \mathrm{P}_{2}^{i d s}\left(\mathrm{sk}_{S}, \mathrm{~W}, \mathrm{c}, \mathrm{st}\right) .
\end{aligned}
$$

4. $d \leftarrow \operatorname{Enc}^{s y m}(\mathrm{k}, \mathrm{m}\|\mathrm{c}\| \mathrm{Z})$, where $\mathrm{k}=\mathrm{H}(r, e)$.
5. Output ct $:=(e, d)$.

- $\mathrm{m} / \perp \leftarrow \mathrm{USC}\left(\mathrm{pp}, \mathrm{pk}_{S}, \mathrm{sk}_{R}, \mathrm{ct}\right):$ Unsigncrypt $\mathrm{ct}=(e, d)$ as follows:

1. $r^{\prime} \leftarrow \operatorname{Dec}^{a s y}\left(\mathrm{sk}_{R}, e\right)$. Output $\perp$ if $r^{\prime}=\perp$.
2. $\mathrm{k} \leftarrow \mathrm{H}\left(r^{\prime}, e\right)$ if $e=\operatorname{Enc}^{a s y}\left(\mathrm{pk}_{R}, r^{\prime} ; \mathrm{G}\left(r^{\prime}\right)\right) . \mathrm{k} \leftarrow \mathrm{H}(s, e)$ otherwise.
3. $M^{\prime} \leftarrow \operatorname{Dec}^{\text {sym }}(\mathrm{k}, d)$. Output $\perp$ if $M^{\prime}=\perp$.
4. Parse $M^{\prime}=m^{\prime}\left\|c^{\prime}\right\| Z^{\prime}$.
5. $\mathrm{W}^{\prime} \leftarrow \operatorname{Rec}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{c}^{\prime}, \mathrm{Z}^{\prime}\right)$.
6. Output $\mathrm{m}^{\prime}$ if $\mathrm{H}_{S}\left(\mathrm{~W}^{\prime}, \mathrm{m}^{\prime}, r^{\prime}, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right)=\mathrm{c}^{\prime}$, and output $\perp$ otherwise.
[^1]Theorem 5.5 and 5.6 show the security of SCS-QRO.
Theorem 5.5. If PKE meets IND-CPA security and DEM meets IND-OT security and one-to-one property, then SCS-QRO satisfies MU-IND-iCCA security in the quantum random oracle model.

Theorem 5.6. If LIDS meets naHVZK, $\alpha$ bits min-entropy, CUR property, key-indistinguishability, and lossy-soundness, and DEM meets one-to-one property, then SCS-QRO meets MU-sUF-iCMA security in the quantum random oracle model.

In the proofs of Theorem 5.5 and Theorem 5.6, we use the following notations: Let A be a PPT adversary against SCS-QRO. Let $q_{s}$ and $q_{u}$ be the number of queries which A issues to $\mathrm{SC}^{\circ}$ and $\mathrm{USC}^{\circ}$ oracles, respectively. Let $q_{h}, q_{h_{s}}$, and $q_{g}$ be the number of queries which A submits to random oracles $\mathrm{H}, \mathrm{H}_{S}$, and G , respectively.

## Proof of Theorem 5.5

For $i \in\{0,1, \ldots, 9\}$, we consider security games Game $_{i}$, let $W_{i}$ be the event that A outputs $b^{\prime} \in\{0,1\}$ such that $b=b^{\prime}$ in $\mathrm{Game}_{i}$, let $\mathrm{Find}_{i}$ be the event that a random oracle $\mathrm{H}, \mathrm{H}_{S}$, or G submits a query to a semi-classical oracle $\mathrm{O}_{S}^{S C}$ and it returns $|1\rangle$ in $\mathrm{Game}_{i}$, and let $\neg \mathrm{Find}_{i}$ be the event that $\mathrm{O}_{S}^{S C}$ always returns $|0\rangle$ in $\mathrm{Game}_{i}$.
Game $_{0}$ : This game is the same as the ordinary MU-IND-iCCA game. So, we have $\operatorname{Adv}_{\operatorname{SCS}-Q R O, A}^{\mathrm{mulind}} \mathrm{A}$ ica $(\lambda)=\left|\operatorname{Pr}\left[W_{0}\right]-\frac{1}{2}\right|$.

For any $\left(\mathrm{pk}^{\text {asy }}, \mathrm{sk}^{\text {asy }}\right) \leftarrow \operatorname{KGen}^{\text {asy }}\left(1^{\lambda} ; \mathrm{pp}^{\text {asy }}\right)$ and any $r \in \mathcal{M}^{\text {asy }}$, a set of "bad" random coins is defined as

$$
\mathcal{R}_{b a d}^{a s y}\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}, r\right):=\left\{\hat{r} \in \mathcal{R}^{a s y} \mid \operatorname{Dec}^{a s y}\left(\mathrm{sk}^{a s y}, \mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \hat{r}\right)\right) \neq r\right\},
$$

and a set of "good" random coins is defined as $\mathcal{R}_{\text {good }}^{\text {asy }}=\mathcal{R}^{a s y} \backslash \mathcal{R}_{\text {bad }}^{a s y}\left(\mathrm{pk}^{a s y}\right)$. Then, let

$$
\delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}, r\right):=\frac{\left|\mathcal{R}_{b a d}^{a s y}\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}, r\right)\right|}{\left|\mathcal{R}^{a s y}\right|},
$$

and let $\delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right):=\max _{r \in \mathcal{M}^{a s y}} \delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right)$. Then, we have the expectation $\delta=\mathbf{E}\left[\delta\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}\right)\right]$ which is taken over $\left(\mathrm{pk}^{\text {asy }}, \mathrm{sk}^{a s y}\right) \leftarrow \mathrm{KGen}{ }^{a s y}\left(1^{\lambda} ; \mathrm{pp}^{a s y}\right)$.
Game ${ }_{1}$ : This game is the same as $\mathrm{Game}_{0}$ except that $\mathrm{H}(s, e)$ in $\mathrm{USC}^{\mathrm{O}}$ oracle is replaced by $\mathrm{H}_{q}(e)$, where $\mathrm{H}_{q}: \mathcal{M}^{a s y} \rightarrow \mathcal{R}^{a s y}$ is a random oracle.

We apply Lemma 6 in [78] in the straightforward way. That is, $\mathrm{H}(s, \cdot)$ and $\mathrm{H}_{q}(\cdot)$ are viewed as $F_{0}(\cdot)$ and $F_{1}(\cdot)$ oracles in this lemma, respectively. Then, we have $\left|\operatorname{Pr}\left[W_{0}\right]-\operatorname{Pr}\left[W_{1}\right]\right| \leq 2 q_{h} / \sqrt{\mathcal{K}^{\text {sym }}}$.

Game $_{2}$ : This game is the same as $\mathrm{Game}_{1}$ except that the random oracle $\mathrm{G}(r)$ is replaced by $\mathrm{G}^{\prime}(r)$ which samples uniformly random values from a set $\mathcal{R}_{\text {good }}^{\text {asy }}$ of "good" random coins.

G and $\mathrm{G}^{\prime}$ can be viewed as functions $F$ and $N$ in the generic search problem, respectively. Thus, we get the following equations: $\operatorname{Pr}[F(r)=1]=$ $\delta\left(\mathrm{pk}^{\text {asy }}, \mathrm{sk}^{a s y}, r\right), \operatorname{Pr}[F(r)=0]=1-\delta\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{\text {asy }}, r\right)$, and $\operatorname{Pr}[N(r)=0]=1$. Then, we get

$$
\left|\operatorname{Pr}\left[W_{1} \mid\left(\mathbf{p k}^{a s y}, \mathbf{s k}^{a s y}\right)\right]-\operatorname{Pr}\left[W_{2} \mid\left(\mathbf{p k}^{a s y}, \mathbf{s k}^{a s y}\right)\right]\right| \leq 2 q_{g} \sqrt{\delta\left(\mathbf{p k}^{a s y}, \mathbf{s k}^{a s y}\right)} .
$$

Hence, by averaging this equation over $\left(\mathrm{pk}^{a s y}, \mathrm{sk}^{a s y}\right) \leftarrow \mathrm{KGen}^{a s y}\left(1^{\lambda} ; \mathrm{pp}^{a s y}\right)$, we obtain $\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| \leq 2 q_{g} \sqrt{\delta}$.

Game $_{3}$ : This game is the same as $\mathrm{Game}_{2}$ except that the random oracles $\mathrm{H}_{S}\left(\mathrm{~W}, \mathrm{~m}, r, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right)$ and $\mathrm{H}(r, e)$ return $\mathrm{H}_{S}^{\prime}\left(\mathrm{W}, \mathrm{m}, \mathrm{Enc}^{\text {asy }}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right), \mathrm{pk}_{R}, \mathrm{pk}_{S}\right)$ and $\mathrm{H}_{q}\left(\mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right)\right)$, respectively.

Since the random oracle $\mathrm{G}^{\prime}$ samples only "good" random coins, the encryption algorithm $\mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, \cdot ; \mathrm{G}^{\prime}(\cdot)\right)$ is injective. The statistical distance between values of $\left(\mathrm{H}_{S}, \mathrm{H}\right)$ and $\left(\mathrm{H}_{S}^{\prime}, \mathrm{H}_{q}\right)$ is negligible. Hence, we have $\operatorname{Pr}\left[W_{3}\right]=$ $\operatorname{Pr}\left[W_{2}\right]$.
Game $_{4}$ : This game is the same as Game ${ }_{3}$ except that USC $^{\circ}$ oracle is changed as follows:

1. $\mathrm{k} \leftarrow \mathrm{H}_{q}(e)$.
2. $M^{\prime} \leftarrow \operatorname{Dec}^{\text {sym }}(\mathrm{k}, d)$ and output $\perp$ if $M^{\prime}=\perp$.
3. Parse $M^{\prime}=\mathrm{m}^{\prime}\left\|\mathrm{c}^{\prime}\right\| \mathrm{Z}^{\prime}$.
4. $\mathrm{W}^{\prime} \leftarrow \operatorname{Rec}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{c}^{\prime}, \mathrm{Z}^{\prime}\right)$.
5. Output $\mathrm{m}^{\prime}$ if $\mathrm{c}^{\prime}=\mathrm{H}_{S}\left(\mathrm{~W}^{\prime}, \mathrm{m}, e, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right)$, and output $\perp$ otherwise.

That is, the modified USC ${ }^{0}$ oracle does not use a receiver's secret key.
We consider several cases for unsigncrypt queries $(e, d)$. In the case of $e=\operatorname{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right)$ and $\mathrm{c}=\mathrm{H}_{S}\left(\mathrm{~W}, \mathrm{~m}, r, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right), \mathrm{USC}^{\mathrm{O}}$ oracles in both games return a message $\mathrm{m} \neq \perp$. In the case of $e=\operatorname{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right)$ and $\mathrm{c} \neq \mathrm{H}_{S}\left(\mathrm{~W}, \mathrm{~m}, r, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right), \mathrm{USC}^{\mathrm{O}}$ oracles in both games return an invalid symbol $\perp$. In the case of $e \neq \operatorname{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right)$ and $\mathrm{c} \neq \mathrm{H}_{S}\left(\mathrm{~W}, \mathrm{~m}, r, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right)$, both $\mathrm{USC}^{\circ}$ oracles return $\perp$. In the case of $e \neq \mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right)$ and $\mathrm{c}=\mathrm{H}_{S}\left(\mathrm{~W}, \mathrm{~m}, r, \mathrm{pk}_{R}, \mathrm{pk}_{S}\right)$, the $\mathrm{USC}^{\mathrm{O}}$ oracle in Game ${ }_{3}$ returns $\perp$ while the USC ${ }^{\circ}$ oracle in $\mathrm{Game}_{4}$ returns m . However, since $\mathrm{G}^{\prime}$ returns only "good" random coins, this case of $e \neq \mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r ; \mathrm{G}^{\prime}(r)\right)$ does not happen. Hence, we have $\operatorname{Pr}\left[W_{4}\right]=\operatorname{Pr}\left[W_{3}\right]$.
Game $_{5}$ : This game is the same as $\mathrm{Game}_{4}$ except that we replace $\mathrm{G}^{\prime}$ by an ideal random oracle G.

In the same way as the proof in the game-hop of $\mathrm{Game}_{1}$, we get the inequality $\left|\operatorname{Pr}\left[W_{4}\right]-\operatorname{Pr}\left[W_{5}\right]\right| \leq 2 q_{g} \sqrt{\delta}$.
$\ddot{\mathrm{G}}$ is a random oracle which $\overline{\mathrm{G}}(r)$ is sampled from $\mathcal{R}^{\text {asy }}$ uniformly at random if $r=r^{*}$, and $\ddot{\mathrm{G}}(r):=\mathrm{G}(r)$ otherwise. $\ddot{\mathrm{H}}$ and $\ddot{\mathrm{H}}_{S}$ are defined in the same way as $\ddot{G}$.

Game $_{6}$ : This game is the same as Game except that we replace $\mathrm{G}, \mathrm{H}$, and $\mathrm{H}_{S}$ by $\ddot{\mathrm{G}} \backslash\left\{r^{*}\right\}, \ddot{\mathrm{H}} \backslash\left\{r^{*}\right\}$, and $\ddot{\mathrm{H}}_{S} \backslash\left\{r^{*}\right\}$, respectively.

From Theorem 1 in [9], we have

$$
\begin{aligned}
& \left.\left\lvert\, \operatorname{Pr}\left[W_{5}\right]-\operatorname{Pr}\left[W_{6} \wedge \neg \text { Find }_{6}\right]|+| \operatorname{Pr}\left[W_{6} \wedge \neg \text { Find }_{6}\right]-\frac{1}{2}\right. \right\rvert\, \\
\leq & \left.\sqrt{2\left(q_{g}+q_{h}+q_{h_{s}}\right) \operatorname{Pr}\left[\text { Find }_{6}\right]}+\left\lvert\, \operatorname{Pr}\left[W_{6} \wedge \neg \text { Find }_{6}\right]-\frac{1}{2}\right. \right\rvert\, .
\end{aligned}
$$

We show $\mid \operatorname{Pr}\left[W_{6} \wedge \neg\right.$ Find $\left._{6}\right]-1 / 2 \mid \leq \operatorname{Adv}_{\operatorname{DEM}, \mathrm{D}}^{\text {ind }}$ sym $(\lambda)$. The following PPT algorithm $\mathrm{D}^{\text {sym }}$ against DEM is constructed as follows: At the beginning of the game, it generates $\mathrm{pp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right),\left(\mathrm{pk}_{R}, \mathrm{sk}_{R}\right) \leftarrow \mathrm{KGen}_{R}(\mathrm{pp})$ and sends $\left(\mathrm{pp}, \mathrm{pk}_{R}\right)$ to A . $\mathrm{D}^{\text {sym }}$ can simulate USC ${ }^{\mathrm{O}}$ oracle and random oracles since USC ${ }^{\circ}$ oracle does not use any secret key from the game-hop of Game ${ }_{4}$ and $2 q^{\prime}$-wise independent hash functions can be used as random oracles ( $q^{\prime} \in$ $\left\{q_{g}, q_{h}, q_{h_{s}}\right\}$ ), from Theorem 6.1 in [137]. When A submits ( $\mathrm{m}_{0}, \mathrm{~m}_{1}, \mathrm{pk}_{S}^{*}, \mathrm{sk}_{S}^{*}$ ), $\mathrm{D}^{\text {sym }}$ computes $\left(e^{*}, \mathrm{c}^{*}, \mathbf{Z}^{*}\right)$ by following SC algorithm. It gets $d^{*}$ by issuing $\left(\mathrm{m}_{0}\left\|\mathrm{c}^{*}\right\| \mathrm{Z}^{*}, \mathrm{~m}_{1}\left\|\mathrm{c}^{*}\right\| \mathrm{Z}^{*}\right)$ to the challenger of IND-OT game, and returns $\left(e^{*}, d^{*}\right)$. When $A$ outputs $b^{\prime} \in\{0,1\}, D^{\text {sym }}$ also submits $b^{\prime}$. Notice that $A$ cannot submit a valid query $\mathrm{ct}=(e, d)$ such that $d \neq d^{*}$ and $(\mathrm{m}, r)=\left(\mathrm{m}_{b}, r^{*}\right)$ from the one-to-one property of DEM and the assumption of $\left[W_{6} \wedge \neg\right.$ Find $\left._{6}\right]$, where ( $\mathrm{m}, r$ ) is used in the query ct.

From the above, $\mathrm{D}^{s y m}$ simulates the environment of A in $\mathrm{Game}_{6}$. If A guesses the signcrypted message $\mathrm{m}_{b}, \mathrm{D}^{s y m}$ also wins in IND-OT game. Hence,

Game $_{7}$ : This game is the same as Game $_{6}$ except that we replace $\hat{r}^{*} \leftarrow \mathrm{G}\left(r^{*}\right)$, $\mathrm{k}^{*} \leftarrow \mathrm{H}\left(r^{*}, e^{*}\right)$, and $\mathrm{c}^{*} \leftarrow \mathrm{H}_{S}\left(\mathrm{~W}^{*}, \mathrm{~m}_{b}, r^{*}, \mathrm{pk}_{R}, \mathrm{pk}_{S}^{*}\right)$ by $\hat{r}^{*} \leftarrow \mathcal{M}^{a s y}, \mathrm{k}^{*} \leftarrow \mathcal{K}^{\text {sym }}$, and $c^{*} \stackrel{U}{U}_{\leftarrow} \mathcal{C}^{\text {ids }}$, respectively.

We consider only whether event Find happens or not. In the two games $\mathrm{Game}_{6}$ and $\mathrm{Game}_{7}, \mathrm{~A}$ is not given the values $\left(\mathrm{G}\left(r^{*}\right), \mathrm{H}\left(r^{*}, \cdot\right), \mathrm{H}_{S}\left(\cdot, \cdot, r^{*}, \cdot, \cdot\right)\right)$. Hence, $\operatorname{Pr}\left[\right.$ Find $\left._{7}\right]=\operatorname{Pr}\left[\right.$ Find $\left._{6}\right]$ holds.
Game $_{8}$ : This game is the same as $\mathrm{Game}_{7}$ except that $\ddot{\mathrm{G}}, \ddot{\mathrm{H}}$, and $\ddot{\mathrm{H}}_{S}$ are replaced by $\mathrm{G}, \mathrm{H}$, and $\mathrm{H}_{S}$, respectively.

Since $\mathbf{G}\left(r^{*}\right), \mathbf{H}\left(r^{*}, \cdot\right)$, and $\left.\mathbf{H}_{S}\left(\cdot, \cdot, r^{*}, \cdot, \cdot\right)\right)$ are not used in the two games, this replacement does not influence the view of A , and $\operatorname{Pr}\left[\mathrm{Find}_{8}\right]=\operatorname{Pr}\left[\mathrm{Find}_{7}\right]$ holds.

Game9: $_{9}$ This game is the same as Game ${ }_{8}$ except that in Challenge phase, we
replace $r^{*}$ by $r^{\prime *}$. Notice that random oracles $\mathrm{G} \backslash\left\{r^{*}\right\}, \mathrm{H} \backslash\left\{r^{*}\right\}$, and $\mathrm{H}_{S} \backslash\left\{r^{*}\right\}$ are used in Game9.

By Corollary 1 in $[9]$, we have $\operatorname{Pr}\left[\right.$ Find $\left._{9}\right] \leq 4\left(q_{g}+q_{h}+q_{h_{s}}\right) /\left|\mathcal{M}^{a s y}\right|$. Next, we show $\left|\operatorname{Pr}\left[\mathrm{Find}_{8}\right]-\operatorname{Pr}\left[\mathrm{Find}_{9}\right]\right| \leq \operatorname{Adv}_{\text {PKE, }{ }^{\text {D }} \text { asy }}^{\text {ind-cpa }}(\lambda)$. A PPT adversary D ${ }^{\text {asy }}$ against PKE is constructed in the following way: Given $\mathrm{pk}^{\text {asy }}$, it chooses $r^{*}, r^{\prime *} \stackrel{U}{\leftarrow}$ $\mathcal{M}^{a s y}$ and submits these as the challenge messages in IND-CPA game. After receiving the challenge ciphertext $e^{*}$, $\mathrm{D}^{\text {asy }}$ sets $\left(\mathrm{pp}, \mathrm{pk}_{R}\right)$ and sends ( $\mathrm{pp}, \mathrm{pk}_{R}$ ) to $A$. When A submits queries to random oracles $\mathrm{G}, \mathrm{H}, \mathrm{H}_{S}$, it submits them to a semi-classical oracle $\mathrm{O}_{\left\{r^{*}\right\}}^{S C}$ outputs 1 if this oracle returns $|1\rangle$. $\mathrm{D}^{\text {asy }}$ can simulate $\mathrm{USC}^{\mathrm{O}}$ oracle by following the game-hop of Game ${ }_{4}$. When A outputs $b^{\prime} \in\{0,1\}$, and $\mathrm{O}_{\left\{r^{*}\right\}}^{S C}$ never returns $|1\rangle$, then $\mathrm{D}^{\text {asy }}$ outputs 0 .
$\mathrm{D}^{\text {asy }}$ simulates the environment of A in $\mathrm{Game}_{8}$ or $\mathrm{Game}_{9}$ if it is given $e^{*}=\mathrm{Enc}^{a s y}\left(\mathrm{pk}^{a s y}, r^{*}\right)$ or $e^{*}=\mathrm{Enc}^{a s y}\left(\mathrm{pk}^{\text {asy }}, r^{\prime *}\right)$ as input, respectively. Hence, we have $\mid \operatorname{Pr}\left[\right.$ Find $\left._{8}\right]-\operatorname{Pr}\left[\right.$ Find $\left._{9}\right] \mid \leq \operatorname{Adv}_{\operatorname{PKE}, \mathrm{D}}^{\text {ind-cpa }}(\lambda)$.

From the above discussion, we obtain the advantage

$$
\begin{aligned}
& \operatorname{Adv}_{\mathrm{SCS}-\mathrm{QRO}, \mathrm{~A}}^{\mathrm{mul-ind}}(\lambda) \leq \sqrt{2\left(q_{g}+q_{h}+q_{h_{s}}\right) \operatorname{Adv}_{\mathrm{PKE}, \mathrm{D}}^{\mathrm{incy}}(\lambda)+8 \frac{\left(q_{g}+q_{h}+q_{h_{s}}\right)^{2}}{\left|\mathcal{M}^{a s y}\right|}} \\
& +\operatorname{Adv}_{\mathrm{DEM}, \mathrm{D}^{s y m}}^{\text {ind }}(\lambda)+2 q_{g} \sqrt{\delta}+\frac{2 q_{h}}{\sqrt{\mathcal{M}^{\text {asy }}}},
\end{aligned}
$$

and the proof is completed.

## Proof of Theorem 5.6

For $i \in\{0,1,2,3,4\}$, we consider security games $\mathrm{Game}_{i}$, and let $W_{i}$ be the event that A wins in Game $_{i}$.
Game $_{0}$ : This game is the same as the ordinary MU-sUF-iCMA security game. Thus, we have $\operatorname{Adv}_{\operatorname{SCS}-Q R O, A}^{\text {mul-suficma }}(\lambda)=\operatorname{Pr}\left[W_{0}\right]$.
Game $_{1}$ : This game is the same as $\mathrm{Game}_{0}$ except that $\mathrm{SC}^{\mathrm{O}}$ oracle is modified as follows: Let $c \leftarrow 0$ be a counter.

1. $r \stackrel{U}{\leftarrow} \mathcal{M}^{a s y}, c \leftarrow c+1$.
2. $e \leftarrow \mathrm{Enc}^{a s y}\left(\mathrm{pk}_{R}, r ; \mathrm{G}(r)\right)$.
3. $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right) \leftarrow \operatorname{Get} \operatorname{Trans}{ }^{i d s}(M, c)$, where $M \leftarrow \mathrm{~m}\|r\| \mathrm{pk}_{R} \| \mathrm{pk}_{S}$.
4. Output $\perp$ if $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right)=(\perp, \perp, \perp)$.
5. $d \leftarrow \mathrm{Enc}^{\text {sym }}\left(\mathrm{k}, \mathrm{m}\left\|\mathrm{c}_{M, c}\right\| \mathrm{Z}_{M, c}\right)$, where $\mathrm{k}=\mathrm{H}(r, e)$.
6. Output ct $:=(e, d)$.

Here, GetTrans ${ }^{i d s}(M, c)$ is defined as follows: Let RF : $\{0,1\}^{*} \rightarrow \mathcal{R}^{i d s}$ be a random function.

1. $\kappa \leftarrow 0$.
2. While $Z_{M, c}=\perp$ and $\kappa \leq \kappa_{m}$ :

- $\kappa \leftarrow \kappa+1$.
- $\left(\mathrm{W}_{M, c}, \mathrm{st}\right) \leftarrow \mathrm{P}_{1}^{i d s}\left(\mathrm{sk}_{S} ; \operatorname{RF}(0\|M\| \kappa \| c)\right)$.
- $\mathrm{c}_{M, c} \leftarrow \mathrm{H}_{S}\left(\mathrm{~W}_{M, c} \| M\right)$.
- $\mathrm{Z}_{M, c} \leftarrow \mathrm{P}_{2}^{i d s}\left(\mathrm{sk}_{S}, \mathrm{~W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{st} ; \operatorname{RF}(1\|M\| \kappa \| c)\right)$.

3. If $\mathrm{Z}_{M, c}=\perp,\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}\right) \leftarrow(\perp, \perp)$.
4. Output $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right)$.

This modification is conceptual because we just add a counter $c$ so that $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right)$ can be viewed as a random value. Hence, we have $\operatorname{Pr}\left[W_{1}\right]=$ $\operatorname{Pr}\left[W_{0}\right]$.
Game $_{2}$ : This game is the same as $G^{2} e_{1}$ except that $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right)$ on $M=\mathrm{m}\|r\| \mathrm{pk}_{R} \| \mathrm{pk}_{S}$ are generated by the simulator of LIDS and the random oracle $\mathrm{H}_{S}$ is programmed by following this modification. Concretely, GetTrans ${ }^{i d s}(M, c)$ is modified as follows: Let $\mathrm{S}^{i d s}$ be the simulator of LIDS.

1. $\kappa \leftarrow 0$.
2. While $Z_{M, c}=\perp$ and $\kappa \leq \kappa_{m}$ :

- $\kappa \leftarrow \kappa+1$.
- $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right) \leftarrow \mathrm{S}^{i d s}\left(\mathrm{pk}_{S} ; \operatorname{RF}(M\|\kappa\| c)\right)$.

3. If $\mathrm{Z}_{M, c}=\perp,\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right) \leftarrow(\perp, \perp, \perp)$.
4. Output $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right)$.

Besides, $\mathrm{H}_{S}(\mathrm{~W} \| M)$ is modified as follows:

1. For $i \in\left[q_{s}\right]$, do the following:

- $\left(\mathrm{W}_{M, c}, \mathrm{c}_{M, c}, \mathrm{Z}_{M, c}\right) \leftarrow \operatorname{Get} \operatorname{Trans}^{i d s}(M, c)$.
- If $\mathrm{W}=\mathrm{W}_{M, c}$, return $\mathrm{c} \leftarrow \mathrm{c}_{M, c}$.

2. Return $\mathrm{c} \leftarrow \mathrm{H}_{S}^{\prime}(\mathrm{W} \| M)$, where $\mathrm{H}_{S}^{\prime}$ is a random oracle which A cannot access directly.

By the naHVZK of LIDS, the statistical distance between ( $c, Z$ ) in Game ${ }_{1}$ and Game $_{2}$ is at most $\kappa_{m} \varepsilon_{\text {zk }}$. Since ( $c, Z$ ) must be a valid signature on $M$, we need to patch the values of the quantum random oracle $\mathrm{H}_{S}$ like the modification above. Hence, we have $\left|\operatorname{Pr}\left[W_{1}\right]-\operatorname{Pr}\left[W_{2}\right]\right| \leq \kappa_{m} q_{s} \cdot \varepsilon_{\mathrm{zk}}$.

Game ${ }_{3}$ : This game is the same as Game ${ }_{2}$ except that the challenger aborts if $c^{*} \neq \mathrm{H}_{S}\left(\mathrm{~W}^{*}, M^{*}\right)$ holds for the values $\left(\mathrm{W}^{*}, \mathrm{c}^{*}, \mathrm{Z}^{*}\right)$ obtained from the output $\mathrm{ct}^{*}$ of A .

First, we consider the case in which A generates a forgery on $M^{*}=$ $\mathrm{m}^{*}\left\|r^{*}\right\| \mathrm{pk}_{R}^{*} \| \mathrm{pk}_{S}$ which is not queried to $\mathrm{SC}^{\mathrm{O}}$ oracle, and $\mathrm{W}^{*}=\mathrm{W}_{M^{*}, c}$ holds for $c \in\left[q_{s}\right]$. By the $\alpha$ bits min-entropy of LIDS, $\mathrm{W}_{M^{*}, c}$ is not revealed for all $c \in\left[q_{s}\right]$. Thus, the success probability in this case is at most $q_{s} \cdot 2^{-\alpha+1}$.

Next, we consider the case in which A generates $\left(\mathrm{W}_{M^{*}, c^{*}}, \mathrm{c}_{M^{*}, c^{*}}, \mathrm{Z}_{M^{*}, c^{*}}\right)$ for $M^{*}$ and $c^{*}$ which were used in SC ${ }^{\mathrm{O}}$ oracle. By the CUR of LIDS, it is computationally difficult for A to generate $\mathrm{Z}_{M^{*}, c^{*}}$ which was not used in $\mathrm{SC}^{\mathrm{O}}$ oracle. Hence, the upper bound that $A$ generates such a response is $\operatorname{Adv}_{\text {LIDS, }}^{\text {cur }}(\lambda)$.

Therefore, we obtain $\left|\operatorname{Pr}\left[W_{2}\right]-\operatorname{Pr}\left[W_{3}\right]\right| \leq q_{s} \cdot 2^{-\alpha+1}+\operatorname{Adv}_{\text {LIDS }, \mathrm{C}}^{\text {cur }}(\lambda)$.
Game $_{4}$ : This game is the same as Game ${ }_{3}$ except for replacing pk with a lossy public key $\mathrm{pk}_{\mathrm{ls}}$.

By using $2 q^{\prime}$-wise independent hash functions for $q^{\prime} \in\left\{q_{h_{s}}, q_{h}, q_{g}\right\}$ in order to simulate the random oracles $\mathrm{H}_{S}, \mathrm{H}$, and G , it is possible to construct a PPT adversary D against LIDS such that

$$
\left|\operatorname{Pr}\left[W_{3}\right]-\operatorname{Pr}\left[W_{4}\right]\right| \leq \operatorname{Adv}_{\mathrm{LIDS}, \mathrm{D}}^{\text {loss }}(\lambda)
$$

In addition, we show $\operatorname{Pr}\left[W_{4}\right]$ is negligible in $\lambda$ if LIDS fulfills lossy-soundness. For any $\left(\mathrm{pk}_{S}, \mathrm{sk}_{S}\right) \leftarrow \mathrm{KGen}_{S}(\mathrm{pp})$ and any $W \in \mathrm{~W}$, a set of "good" challenges is defined as $\mathcal{C}_{\text {good }}^{\text {ids }}\left(\mathrm{pk}_{S}, \mathrm{~W}\right):=\left\{\mathrm{c} \in \mathcal{C}^{\text {ids }} \mid \exists \mathrm{Z} \in \mathcal{Z}, \mathrm{V}^{\text {ids }}\left(\mathrm{pk}_{S}, \mathrm{~W}, \mathrm{c}, \mathrm{Z}\right)=1\right\}$. $\mathcal{C}_{\text {good }}^{\text {ids }}\left(\mathrm{pk}_{S}, \mathrm{~W}\right)$ contains only challenges c such that there exists a response $\mathbf{Z}$ satisfying $\mathrm{V}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{~W}, \mathrm{c}, \mathrm{Z}\right)=1$.

We construct a PPT algorithm F solving the generic search problem with bounded probabilities as follows: At the beginning of the game, it generates $\mathrm{pk}_{S}=\mathrm{pk}_{\mathrm{ls}}^{i d s} \leftarrow \operatorname{LossyKGen}(\mathrm{pp})$ and chooses a $2 q_{h_{s}}$-wise independent hash function $f_{\mathrm{H}_{S}}$. For each $\mathrm{W} \in \mathcal{W}, \mathrm{F}$ does the following:

1. Compute $\mathcal{C}_{\text {good }}^{\text {ids }}\left(\mathrm{pk}_{S}, \mathrm{~W}\right) \subseteq \mathcal{C}^{\text {ids }}$.
2. Let $\gamma_{\mathrm{pk}_{\mathrm{ls}}^{i d s}}(\mathrm{~W}):=\left|\mathcal{C}_{\text {good }}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{~W}\right)\right| /\left|\mathcal{C}^{i d s}\right|$.
3. For all $M$, let $\gamma_{\mathrm{pk}_{\mathrm{ls}}^{i d s}}(\mathrm{~W} \| M):=\gamma_{\mathrm{pk}_{\mathrm{ls}}^{i d s}}(\mathrm{~W})$.

Then, it outputs $\gamma_{\mathrm{pk}_{\mathrm{ls}}^{i d s}}(\mathrm{~W} \| M)$ for all $\mathrm{W} \in \mathcal{W}$ and all $M$. F simulates oracles $\mathrm{SC}^{\mathrm{O}}$ in the same way as $\mathrm{Game}_{3}$ and simulates H and G by using a $2 q_{h}$-wise independent hash function and a $2 q_{g}$-wise independent hash function, respectively. It simulates $\mathrm{H}_{S}(\mathrm{~W} \| M)$ as follows: If $F(\mathrm{~W} \| M)=1$, it returns $\mathrm{W} \in$
$\mathcal{C}_{\text {good }}^{\text {ids }}\left(\mathrm{pk}_{S}, \mathrm{~W}\right)$ chosen uniformly at random by using a random coin $f_{\mathrm{H}_{S}}(\mathrm{~W} \| M)$. If $F(\mathrm{~W} \| M)=0$, it returns uniformly random $\mathrm{W} \in \mathcal{C}^{i d s} \backslash \mathcal{C}_{\text {good }}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{~W}\right)$ by using a random coin $f_{\mathrm{H}_{S}}(\mathrm{~W} \| M)$. In Output phase, when A outputs $\left(\mathrm{pk}_{R}^{*}, \mathrm{sk}_{R}^{*}, \mathrm{ct}^{*}\right)$, F computes $M^{*}$ and $\left(\mathrm{W}^{*}, \mathrm{c}^{*}, \mathrm{Z}^{*}\right)$ by using $\mathrm{sk}_{R}^{*}$. Finally, it returns $\mathrm{W}^{*} \| M^{*}$ if $\mathrm{H}_{S}\left(\mathrm{~W}^{*}, \mathrm{~m}^{*}, r^{*}, \mathrm{pk}_{R}^{*}, \mathrm{pk}_{S}\right)=\mathrm{c}^{*}$, and outputs $\perp$ otherwise. Then, $\mathrm{c}^{*}$ is a "good" challenge which implies $F(\mathrm{~W} \| M)=1$ holds with probability $\left|\mathcal{C}_{\text {good }}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{~W}\right)\right| /\left|\mathcal{C}^{i d s}\right|$.

If the forgery $\left(\mathrm{c}^{*}, \mathrm{Z}^{*}\right)$ on $M^{*}$ is valid, $\mathrm{c}^{*}$ is in $\mathcal{C}_{\text {good }}^{i d s}\left(\mathrm{pk}_{S}, \mathrm{~W}^{*}\right)$, that is, A finds $\mathrm{W}^{*} \| M^{*}$ such that $F\left(\mathrm{~W}^{*} \| M^{*}\right)=1$. Notice that since LIDS is commitmentrecoverable, the condition of $\mathcal{C}_{\text {good }}^{\text {ids }}\left(\mathrm{pk}_{S}, \mathrm{~W}^{*}\right)$ is identical to the verification by $\mathrm{H}_{S}\left(\mathrm{~W}^{*}, \mathrm{~m}^{*}, r^{*}, \mathrm{pk}_{R}^{*}, \mathrm{pk}_{S}\right)=\mathrm{c}^{*}$. Thus, for fixed $\mathrm{pk}_{\mathrm{ls}}^{i d s}$, the success probability in
 average of $8\left(q_{h_{s}}+1\right)^{2} \gamma_{\mathrm{pk}_{\mathrm{l}_{\mathrm{s}}}^{\text {ids }}}$ over $\mathrm{pk}_{\mathrm{ls}}^{\text {ids }} \leftarrow \operatorname{LossyKGen}(\mathrm{pp})$ is $8\left(q_{h}+1\right)^{2} \varepsilon_{\mathrm{ls}}$. Hence, we have $\operatorname{Pr}\left[W_{4}\right] \leq 8\left(q_{h_{s}}+1\right)^{2} \varepsilon_{\text {Is }}$.

In addition, the one-to-one property of DEM also guarantees the strong unforgeability of SCS-QRO even though the adversary A tries to generate the same randomness as query/response pairs submitted to the signcrypt oracle.

From the discussion above, we obtain

$$
\begin{aligned}
\operatorname{Adv}_{\mathrm{SCS}-\mathrm{QRO}, \mathrm{~A}}^{\mathrm{mu-suf-icma}}(\lambda) \leq \kappa_{m} q_{s} \cdot \varepsilon_{\mathbf{z k}}+ & \frac{q_{s}}{2^{\alpha-1}}+\operatorname{Adv}_{\mathrm{LIDS}, \mathrm{C}}^{\mathrm{cur}}(\lambda) \\
& +\operatorname{Adv}_{\mathrm{LIDS}, \mathrm{D}}^{\operatorname{loss}}(\lambda)+8\left(q_{h_{s}}+1\right)^{2} \varepsilon_{\mathrm{ls}} .
\end{aligned}
$$

The proof is completed.

### 5.5 Comparison of Signcryption Schemes

We compare our schemes with existing ones in terms of key-sizes (i.e., sizes of public-keys and secret-keys), and ciphertext-size in order to evaluate efficiency among the constructions. Our schemes are two constructions. One is the construction HSC in Section 5.3. The other is a scheme obtained by applying lattice-based primitives to SCS-QRO in Section 5.4. Concretely, we apply an IND-CPA secure PKE [90] and a lossy identification scheme [84] to the scheme.

To the best of our knowledge, LB-SCS and HSC are the first direct constructions of signcryption based on lattice problems without random oracles. Hence, there is no other lattice-based construction to compare efficiency with ours. However, since there are generic constructions of signcryption [34, 104] satisfying the strongest security (i.e., both MU-IND-iCCA security and MU-sUF-iCMA security) without (quantum) random oracles, we can obtain latticebased signcryption schemes by applying suitable lattice-based primitives to the generic constructions. Specifically, we consider the following applications of lattice-based primitives.

- $\operatorname{SCS}_{T K}[34]:$ We apply IND-Tag-CCA secure Tag-based KEM ([101] and [31]), sUF-CMA secure DS ([101] and [31]), IND-CCA secure DEM.
- SCS $_{\text {KEM }}[34]$ : We apply IND-CCA secure KEM ([101] and [22]), sUFCMA secure DS ([101] and [31]), IND-OT secure DEM, sUF-OT-CMA secure MAC.
- SCS $_{\text {CHK }}$ [104]: We apply IND-sID-CPA secure Identity-based Encryption [3], EUF-CMA secure DS [26], sUF-OT-CMA secure OTS [98].

In the description above, KEM is a key encapsulation mechanism, DS is a digital signature, MAC is a message authentication code, and OTS is a onetime signature. IND-Tag-CCA means indistinguishability against adaptive tag chosen ciphertext attacks, sUF-OT-CMA means strong unforgeability against one-time chosen message attacks, and IND-sID-CPA means indistinguishability against selective ID chosen plaintext attacks. Then, to fairly compare efficiency of lattice-based signcryption, we take into account the following:

1. In $\mathrm{SCS}_{T K}, \mathrm{SCS}_{K E M}$, and our schemes, we assume that the paradigm of authenticated encryption in [17] is used to obtain IND-CCA secure DEM (or IND-OT secure DEM). Namely, IND-CCA secure DEM is obtained from IND-CPA secure symmetric-key encryption (SKE) and sUF-CMA secure MAC. These SKE and MAC can be constructed from the AES meeting the 128 -bit security and IND-CPA security. The key-sizes are set to be at least 512 bits, since it is necessary to have resistance against quantum computing by taking into account the power of the Grover's algorithm.
2. In $\mathrm{SCS}_{T K}$, IND-Tag-CCA secure tag-based KEM is required. However, there is no lattice-based construction meeting this security. We construct this tag-based KEM by combining tag-based KEM achieving weaker security and a chameleon hash function [31] in a generic way.
3. In $\mathrm{SCS}_{K E M}$, we construct IND-CCA secure KEM by the BK-transformation [22]. This reason is that even if we consider realizing CCA-secure KEM based on the lattice problems [110], the resulting signcryption will be less efficient than $\mathrm{SCS}_{T K}$ and $\mathrm{SCS}_{C H K}$ obviously.

Table 5.1 shows comparison in sizes of public/secret-keys and ciphertexts. We can see that the key-sizes and ciphertext-size of SCS-QRO are the shortest of all schemes though it is secure in the QROM. Regarding schemes in the standard model, Table 5.1 shows the following: Although it can be seen that $\mathrm{SCS}_{\text {CHK }}$ and our scheme HSC are the most efficient in terms of receiver's and sender's public-key sizes. The ciphertext-size of HSC is the shortest of all schemes in the standard model.

From the above discussion, the public-key sizes and ciphertext-size of our scheme HSC are shorter than those of existing ones, and there is no disadvantage for ours compared to other ones. SCS-QRO is the best of all schemes in terms of key-sizes and ciphertext-size.

| Constructions | Receiver's key size (bit-length) |  | Sender's key size (bit-length) |  | Ciphertext size (bit-length) |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | public key | secret key | public key | secret key |  |
| $\mathrm{SCS}_{T K}$ | $3 n m k$ | $n m k \log d$ | $3 n m k$ | $n m k \log d$ | $\begin{gathered} (m+K) k \\ +3 m \log d+\|\mathrm{m}\| \\ \hline \end{gathered}$ |
| $\mathrm{SCS}_{K E M}$ | $2 n m k$ |  |  |  | $\begin{gathered} (2 m+K+n) k \\ +2 m \log d+\|\mathrm{m}\| \\ +2\|M A C\| \\ \hline \end{gathered}$ |
| $\mathrm{SCS}_{\text {CHK }}$ | $n m k$ |  | $n m k$ |  | $\begin{gathered} (3 m+n) k \\ +\|v k\|+\|\mathrm{m}\| k \\ \hline \end{gathered}$ |
| HSC (Our Scheme) |  |  |  |  | $\begin{aligned} & (m+K) k \\ + & 2 m \log d+\|\mathrm{m}\| \end{aligned}$ |
| SCS-QRO (Our Scheme) | $n K k$ | $n K \log d$ | $n \ell k$ | $2 n \ell \log d$ | $\begin{gathered} (n+K) k+2 n \ell \log d \\ +n+\|\mathrm{m}\| \end{gathered}$ |

Table 5.1: Comparison of sizes of public/secret keys and ciphertexts: A positive integer $n$ is a security parameter, $q$ is a prime, a positive integer $m=O(n k)$ is a dimension of a lattice, $d(\ll q)$ is a value of an element sampled from a Gaussian distribution in $\mathbb{Z}, \ell(\ll n)$ is a dimension of matrices, $|M A C|$ is the bit-length of MAC tags, $K$ is the bit-length of symmetric keys of DEM, $|v k|$ is the bit-length of an OTS's verification-key, and $|\mathrm{m}|$ is the bit-length of a message.

## Chapter 6

## Conclusion

We dealt with quantum-secure cryptographic schemes of encryption, authentication, and signcryption which guarantees both securities of encryption and authentication.

First, we focused on the selective opening (SO) security of public key encryption (PKE). We proved that two hybrid encryption schemes satisfy simulation-based SO security against chosen ciphertext attacks (SIM-SO-CCA security) in the quantum random oracle model (QROM) or the quantum ideal cipher model (QICM). One is constructed from any key encapsulation mechanism (KEM) meeting indistinguishability against chosen ciphertext attacks (IND-CCA security) and any data encapsulation mechanism (DEM) meeting both simulatability and one-time integrity of ciphertexts (OT-INT-CTXT security). The other is constructed from a KEM based on Fujisaki-Okamoto transformation $[48,64]$ and any message authentication code (MAC) meeting strong unforgeability against one-time chosen message attacks (sUF-OT-CMA security). We obtain concrete constructions of the above PKE schemes in the following way:

- Regarding the PKE scheme starting from a KEM and a DEM, it is possible to construct the concrete ones from existing IND-CCA secure KEM/PKE schemes resistant to quantum computing and standardized DEMs such as CTR-DEM and CCM-DEM. In particular, we can transform all KEM/PKE schemes submitted to the post-quantum cryptography (PQC) standardization project to SIM-SO-CCA secure PKE in the QICM by combining with the standardized DEM.
- Concerning the scheme starting from an FO-based KEM and a MAC, we can obtain the concrete ones by combining concrete FO-based KEM/PKE schemes submitted to the PQC standardization project and quantumsecure MACs. Notice that most submitted KEM constructions are categorized as FO-based KEM such as $\mathrm{FO}^{\not ㇒}, \mathrm{FO}_{m}^{\not}, \mathrm{QFO}^{\not}$, and $\mathrm{QFO}_{m}^{\not}$, and standardized MACs such as NMAC/HMAC.

Therefore, it is possible to obtain concrete SIM-SO-CCA secure PKE schemes in the QICM or the QROM, by using existing practical (standardized) cryptographic primitives.

Second, we dealt with the quantum security of aggregate MACs (AMACs) and sequential aggregate MACs (SAMACs) for the first time. Regarding AMACs, we formalized the security of AMACs in the security model in which any adversary is allowed to issue quantum queries to tagging oracles. Our security definition is reasonable because it is the extension of the existing one [82] in the classical security model. Moreover, we proved that an existing generic construction [82] starting from any deterministic MAC satisfies our security if the underlying MAC scheme fulfills the quantum security formalized in [25]. Concerning SAMACs, we formalized the quantum security, which is the extension of the existing security definition [44] in the classical security model. And then, we showed that existing SAMACs [44, 128] are broken in our security model. We presented two generic constructions satisfying our security. One is constructed from any (deterministic) quantum-secure pseudorandom function (QPRF). The other is constructed from any randomized pseudorandom generator (randomized PRG) resistant to quantum computing.

Concrete constructions of our schemes are obtained as follows:

- The concrete SAMAC schemes from QPRFs are obtained by applying existing QPRFs [136, 124]. In particular, we can apply standardized MACs such as NMAC/HMAC because it was proven that these meet the quantum security of PRFs [124].
- The SAMAC schemes from randomized PRGs are concretely realized by applying PRGs of $[135,12]$. Namely, it is possible to obtain SAMACs with the quantum security based on learning parity with noise (LPN) which is a well-known computationally hard problem even for quantum computers.

Third, we proposed signcryption schemes in the QROM or the standard model which is a model without random oracles and ideal ciphers. We presented two constructions satisfying both multi-user indistinguishability against insider chosen chiphertext attacks (MU-IND-iCCA security) and multi-user strong unforgeability against insider chosen message attacks (MU-sUF-iCMA security). One is a hybrid encryption from our lattice-based signcryption and a DEM scheme with indistinguishability against one-time attacks (IND-OT security) and one-to-one property. The other is a generic construction starting from any PKE scheme satisfying indistinguishability against chosen plaintext attacks (IND-CPA security) and any lossy identification scheme meeting several properties. We showed that the key-size and ciphertext-size of our schemes are shorter than those of existing ones which is constructed by applying concrete lattice-based primitives to existing generic constructions [34, 104].

Besides, concerning our schemes, the key-size and ciphertext-size of signcryption scheme in the QROM are shorter than those of the scheme in the standard model.

Concrete constructions of our signcryption schemes are obtained as follows:

- The concrete constructions of the lattice-based hybrid signcryption can be realized by combining our signcryption scheme in Section 5.3.1 and AES (Advanced Encryption Standard), which is a standardized symmetric key encryption, as an IND-OT secure DEM with one-to-one property.
- The concrete constructions of the generic construction secure in the QROM can be obtained by applying concrete IND-CPA secure PKE schemes and lossy identification schemes. We can apply lattice-based IND-CPA secure PKE constructions [113, 90] and lattice-based lossy identification schemes [95, 58, 84].

The scheme in the standard model is important in terms of security while the one in the QROM is also significant in terms of practicality. Focusing on security, we presented the lattice-based scheme in the standard model ${ }^{1}$ because we do not assume that there exist ideal quantum random functions (quantum random oracles), and the standard model is stronger than the QROM. Although the security of cryptosystems in the (quantum) random oracle model is guaranteed under the strong assumption, cryptographic systems secure in this model are generally more efficient than those in the standard model in terms of key-size, ciphertext-size, and time-complexity. Actually, standardized public-key cryptosystems meet security in the random oracle model, and most ones submitted to the PQC standardization project also satisfy security in the QROM.

At present, researchers have presented designs of fundamental cryptographic primitives secure against quantum computing in classical security models. However, in the future, these ones do not necessarily guarantee security in a situation where quantum computers are widespread, and many users can use quantum computing. Hence, we dealt with security against quantum computing in such a situation, which is called quantum security in this thesis, and gave how to construct cryptosystems with quantum security of fundamental properties such as confidentiality and integrity. In the substantially distant future, the quantum security may not be sufficient since we have considered only quantum security of classical data. In a quantum world, it is natural to use not only classical data but also quantum one. Hence, it is necessary to consider the security of quantum data. Regarding the existing works of this security, there are security definitions of encryption [30, 6, 49]

[^2]and MACs [51] in the quantum world. More concretely, Broadbent and Jeffery considered the security of encryption schemes with quantum algorithms, and formalized the indistinguishability of PKE and symmetric key encryption (SKE) [30]. Alagic et al. gave the simulation-based security of PKE/SKE with quantum algorithms [6]. On the other hand, Gagliardoni et al. considered the security model in which a quantum adversary gets the quantum superposition of ciphertexts of encryption with classical computations, and defined the indistinguishability/simulation-based security of encryption schemes with classical algorithms [49]. As for authentication, Garg et al. formalized the one-time unforgeability of MACs with quantum algorithms. Cryptosystems with the security have been proposed in $[30,6,49,43,7,29,99,51]$. However, formalizing standard security such as IND-CCA security and unforgeability against (multi-time) chosen message attacks (UF-CMA security) on quantum data is an open problem because of the quantum no-cloning theorem. Therefore, the development of encryption/authentication schemes with the standard security in the quantum world is necessary and challenging as the future work of quantum-secure cryptography.
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[^0]:    ${ }^{1}$ We say that a DEM meets one-to-one property if the DEM is deterministic and bijective.

[^1]:    ${ }^{2}$ In this section, for a key generation algorithm KGen of PKE or LIDS, we write (pk, sk) $\leftarrow$ $\operatorname{KGen}\left(1^{\lambda} ; \mathrm{pp}\right)$, where $\lambda$ is a security parameter, and pp is a public parameter based on $\lambda$.

[^2]:    ${ }^{1}$ Although we proved that our lattice-based scheme satisfies both MU-IND-iCCA security and MU-sUF-iCMA security in the classical security model, this scheme also fulfills both security in the quantum security model. The security proofs are the same as the proofs in [25].

