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a b s t r a c t 

We present a decision theory which models and axiomatizes a decision-making procedure. This proce- 

dure involves two steps: in the first step, for each action, some specific event which can bring about a 

relatively high payoff with a relatively high probability or a relatively low payoff with a relatively high 

probability is selected as the positive or negative focus, respectively; in the second step, based on the 

foci of all actions, a decision maker chooses a most-preferred action. Our model handles decision making 

with risk or under ambiguity or under ignorance within a unified framework. Our model resolves sev- 

eral anomalies, including the St. Petersburg, Allais, and Ellsberg paradoxes, and violations of stochastic 

dominance. 

© 2019 Elsevier B.V. All rights reserved. 
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1. Introduction 

The expected utility (EU) theory axiomatized by von Neumann

and Morgenstern (1944) , and the subjective expected utility (SEU)

theory axiomatized by Savage (1954) are the foundation of deci-

sion under risk and uncertainty. However, the hypothetical experi-

mental findings reported by Allais (1953) and Ellsberg (1961) show

that people systematically violate the axioms proposed by von

Neumann and Morgenstern for the EU and by Savage for the SEU. 

Since their discoveries, the Allais and Ellsberg paradoxes have

been a standard touchstone in decision science research. Over the

past three decades, a wave of new theories has been proposed

for remedying these problems (e.g., Cerreia-Vioglio, Dillenberger,

& Ortoleva, 2015; Dubois, Prade, & Sabbadin, 2001; Galaabaatar

& Karni, 2013; Giang & Shenoy, 2005; Gilboa, 1987; Gul & Pe-

sendorfer, 2014; Quiggin, 1982; Schmeidler, 1989; Strzalecki, 2011 ).

The birth of new theories usually triggers new empirical studies

to check their validity and generates new paradoxes accordingly.

Comprehensive reviews can be found in the literature ( Etner, Jel-

eva, & Tallon, 2012; Starmer, 20 0 0 ). In particular, the St. Peters-

burg paradox, which Daniel Bernoulli resolved by introducing a

utility function, has reoccurred to challenge cumulative prospect

theory ( Blavatskyy, 2005 ). Rieger and Wang (2006) further prove

that even for a prospect with a finite expected value, cumulative

prospect theory may have an infinite subjective value. 

In this paper, we propose and axiomatize the focus theory

of choice (FTC), which is a procedurally rational choice model
E-mail address: guo@ynu.ac.jp 
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hat can account for several puzzling phenomena, including the

t. Petersburg, Allais, and Ellsberg paradoxes, and violations of

tochastic dominance. 

In most normative and descriptive theories, when evaluating

 lottery, a decision maker (DM) is assumed to hold a holistic

iewpoint; that is, the lottery is evaluated by an aggregated multi-

licative model, such as the SEU. In contrast, Simon (1979 , p. 507)

rgued, “It is not that people do not go through the calculations

hat would be required to reach the SEU decision—neoclassic

hought has never claimed that they did. What has been shown

s that they do not even behave as if they had carried out those

alculations.” Recently, accumulated evidence gained by the re-

earches using eye-tracking and scanpath methods shows that a

isky decision is unlikely to be based on a weighting and summing

rocess (e.g., Glockner & Herbold, 2011; Stewart, Hermens, &

atthews, 2016; Zhou et al., 2016 ). In the paper by Zhou et al.

2016 ), an individual is asked to conduct two tasks: the proportion

ask and the probability task. The scanpaths of the typical trials

howed that the information-processing sequence in the pro-

ortion task appears to be more consistent with a weighting and

umming process whereas in the probability task, the scanpath did

ot diagnostically show a pattern similar to that of the proportion

ask. Hence, they claim “Our findings suggest that participants are

nlikely to employ a weighting and summing process to make

 decision in the probability task” ( Zhou et al., 2016 , p. 174).

igerenzer and Gaissmaier (2011 , p. 451) argue, “Ignoring part

f the information can lead to more accurate judgement than

eighting and adding all information”. 

Some studies have shown that individuals evaluate a lottery by

reating each outcome separately. Wedell and Bockenholt (1994 ,

https://doi.org/10.1016/j.ejor.2019.01.019
http://www.ScienceDirect.com
http://www.elsevier.com/locate/ejor
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ejor.2019.01.019&domain=pdf
mailto:guo@ynu.ac.jp
https://doi.org/10.1016/j.ejor.2019.01.019
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. 499) draw such a conclusion from their experiments that “justi-

cation for single-play choices tended to focus on a single attribute

f the gamble” where a single attribution involves the amount

hat can be won or lost, the chance of doing so, or other factors.

randstätter, Gigerenzer, and Hertwig (2006) suggest that individ-

als make choices by using four attributes in the following order:

inimum payoff, probability of minimum payoff, maximum payoff,

nd probability of maximum payoff. In addition, several studies

e.g., Tversky & Kahneman, 1981 ) show that individuals evaluate a

ottery based on some specific event associated with this lottery;

hat is, they consider a payoff and its probability. Based on the

bove studies, FTC argues that a DM is boundedly rational and suf-

ers from bounded attention, so that instead of taking into account

ll events of a lottery simultaneously, the DM considers the event

hich is personally most salient due to its payoff and probability.

e call this event-based thinking. This is also the fundamental

rgument of the one-shot decision theory proposed by Guo (2011) .

Another key feature of FTC is the postulate that a DM is en-

owed with two distinct evaluation systems: a positive evaluation

ystem (PES) and a negative evaluation system (NES). In the PES,

or each lottery, an event which brings about a relatively high pay-

ff with a relatively high probability has a relatively high salience.

uch an event generates the individual’s overall impression of this

ottery, and so we call this the positive focus of this lottery. Then,

ased on the positive foci of all lotteries, the best lottery is chosen.

n the other hand, in the NES an event which leads to a relatively

ow payoff with a relatively high probability has a relatively high

alience. This event will generate the overall impression of the lot-

ery, and so we call this the negative focus of this lottery. Similar

o the above, the individual will choose the best lottery based on

he negative foci of all lotteries. For a DM, one system is apparent

nd the other is latent. Which system is apparent is strongly re-

ated to the DM’s personality traits. For example, the PES is usually

pparent for an optimistic DM, while the NES is often apparent for

 pessimistic DM. It can also be strongly influenced by the fram-

ng ( Kahneman & Tversky, 1984 ): the NES becomes apparent when

he problem is negatively framed or the problem is critical or seri-

us for the DM. It is possible that both systems are simultaneously

ctivated, which would result in hesitation or even an inability to

ake a decision. 

A growing body of evidence has shown that salience (attention-

rabbing information) plays a critical role in decision making

 Brandstätter & Korner, 2014; Busse, Lacetera, Pope, Silva-Risso,

 Sydnor, 2013; Lacetera, Pope, & Sydnor, 2012 ). However, there

as been surprisingly little work on salience in the context of

hoice under risk or uncertainty. Bordalo, Gennaioli, and Shleifer

2012) propose the salience theory of choice under risk (STC). We

hare the common psychological basis of attention with that re-

earch. However, we treat the lottery choosing in radically differ-

nt ways. First, in STC “salience depends on payoffs, and not on

he probabilities of different states” ( Bordalo et al., 2012 , p. 1254).

n contrast, in FTC the focus (salient event) is independently de-

ermined in each lottery while considering not only the payoff but

lso the probability of each event. Generally, the most salient state

f a lottery in STC is not identical with the focus (salient event) of

his lottery in FTC. Second, STC uses a weighted utility when eval-

ating a lottery in which decision weights are distorted in favor of

alient payoffs, whereas FTC uses only its focus (salient event) to

valuate a lottery. 

Procedural rationality was first articulated by Simon to distin-

uish substantive rationality for normative economics: “Behavior

s procedurally rational when it is the outcome of appropriate

eliberation. Its procedural rationality depends on the process

hat generated it” ( Simon, 1976 , p. 67). A well-known theory

or formulating the decision-making procedure is the similarity-

ased theory ( Rubinstein, 1988 ). Other models can be found in
ubinstein (1998) . FTC belongs to the class of procedural rational-

ty methods, because it delineates the decision-making procedure

ccording to how DMs choose the focus of a lottery and how they

hoose the best lottery based on foci. 

We cite several examples to provide an overview of how FTC

orks prior to introducing its theoretical framework. The first

xample is decision under ignorance. Due to ignorance, we think

hat all events have the same probability. In PES, the event which

akes an action generate the highest payoff is the positive focus

f this action because it is the most attractive (salient) event for

his action; the DM then chooses such an action that produces

he highest payoff from among all positive foci. This procedure

s exactly the same as decision making under ignorance with

he maximax criterion. On the contrary, in NES, the event which

akes an action yield the lowest payoff is the negative focus of

his action because it is the most concerned (salient) event for this

ction; the DM then chooses from the negative foci the one with

he highest payoff. This procedure is just the same as decision

aking under ignorance with the maximin criterion. Interestingly,

he Hurwitz criterion corresponds to the case in which the PES

nd NES are activated simultaneously, the optimistic coefficient

eflects the percentage of the time that the PES works. 

The second example is the well-known Asian disease problem

 Tversky & Kahneman, 1981 ) given as follows: Imagine that the

.S. is preparing for the outbreak of an unusual Asian disease,

hich is estimated to kill 600 people. Two programs are pro-

osed to fight against this disease. The predicted results of the two

rograms are as follows: 

Problem I: If Program L 1 is adopted, 200 people will be saved.

f Program L 2 is adopted, there is a one-third chance that 600 peo-

le will be saved, and a two-thirds chance that no people will be

aved. Which of the two programs would you favor? 

Problem II: If Program L 3 is adopted, 400 people will die. If Pro-

ram L 4 is adopted, there is a one-third chance that nobody will

ie, and a two-thirds chance that 600 people will die. Which of

he two programs would you favor? 

Although Problems I and II are stochastically equivalent, the ex-

erimental results ( Tversky & Kahneman, 1981 ) show that a sub-

tantial majority of respondents prefer L 1 to L 2 and prefer L 4 to

 3 . Kahneman and Tversky advocate that the framing effect leads

o risk aversion in Problem I and risk seeking in Problem II. 

Let us analyze the above two problems with FTC. Since Problem

 is positively described, the PES is activated when thinking about

his problem. The positive focus of Program L 1 is the event that

00 people will be saved because it is a unique event for L 1 while

he positive focus of Program L 2 is the event that 600 people will

e saved with a one-third probability because it is more attractive

salient) than the other for L 2 . Then the DM compares these two

oci and thinks that the event that 200 people will be saved is bet-

er than the event that 600 people will be saved with a one-third

robability because the DM emphasizes certain effect. As a result,

he DM decides to choose L 1 . 

Since Problem II is negatively described, the NES becomes ap-

arent when taking into account this problem. The negative focus

f Programs L 3 is the event that 400 people will die because it is

 unique event for L 3 while the negative focus of Programs L 4 is

he event that 600 people will die with a two-thirds probability

ecause it is more concerned (salient) than the other for L 4 . Then

he DM compares these two foci and thinks that the certain death

f 400 people is less acceptable than the death of 600 people with

 two-thirds probability. So that the DM decides to choose L 4 . Such

xplanations are exactly the same as the ones given by Tversky and

ahneman (1981) . 

The third example is an example of violations of stochastic

ominance ( Tversky & Kahneman 1986 , p. 264) introduced as

ollows: There are two lotteries, described by the percentages of
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marbles of different colors in each box and the amount of money

you win or lose depending on the color of a randomly drawn

marble. Which lottery do you prefer? 

Lottery I: 

90% white 6% red 1% green 3% yellow 

$0 win $45 win $30 lose $15 

Lottery II: 

90% white 7% red 1% green 2% yellow 

$0 win $45 lose $10 lose $15 

Clearly, Lottery II stochastically dominates Lottery I. However,

the experiment conducted by Tversky and Kahneman (1986) shows

that a majority of subjects (58%) choose stochastically dominated

Lottery I. 

Let us analyze this problem by the PES. There are two actions: I

and II. The positive focus of I is winning $45 with a probability of

6% and the positive focus of II is winning $45 with a probability of

7% because these two events are the most attractive (salient) for I

and II. The DM compares these two foci of two actions and feels

that they are almost as good as each other. Then the DM further

considers the second most attractive (salient) events of I and II,

i.e. winning $30 with a probability of 1% and winning $0 with a

probability of 90%. Since a 1% chance of winning $30 is better than

a 90% chance of winning $0, the DM chooses Lottery I. 

The remainder of this paper is organized as follows. In

Section 2 , we discuss how the positive focus of an action is se-

lected and how the optimal action is determined based on the pos-

itive foci. In Section 3 , we show how PES resolves the St. Peters-

burg, Allais, and Ellsberg paradoxes. In Section 4 , the concluding

remarks are given. In Appendix A , we summarize the mathemati-

cal symbols used in PES. In other appendices, we define and char-

acterize the NES, exhibit how framing affects the choice between

the PES and the NES in the context of the Asian disease problem,

resolve the example of violations of stochastic dominance given in

this section, and list the mathematical symbols used in NES. In ad-

dition, it should be emphasized that instead of conducting new ex-

periments, we utilize well-documented and reliable experimental

data. 

2. Positive evaluation system (PES) 

2.1. Positive foci of an action 

Consider an action a i ∈ A = { a 1 , . . . , a n } associated with a set

of mutually exclusive events S i . Like S i , we use the superscript i

in the mathematical symbols to stand for the action a i through-

out the paper. The payoff function of a i is v i : S i → R . That is,

an event s ∈ S i corresponds to a payoff v i (s ) when taking an ac-

tion a i . s ∈ S i is an action-specific event and may consist of one

or more states. The objective probability of s ∈ S i or its subjec-

tive probability exogenously given is p i (s ) . Hence, an event s ∈ S i 

can be characterized by ( v i (s ) , p i (s ) ) . An action a i with n (i ) events

is represented as a lottery { ( v i ( s 1 ) , p i ( s 1 ) ) , . . . , ( v i ( s n (i ) ) , p 
i ( s n (i ) ) ) } .

Given a set of states of an action, how to construct the events is

completely dependent on a DM. For example, an action can yield

$100 or $100 or $200 when the state o 1 or o 2 or o 3 occurs and

the probabilities of o 1 , o 2 , and o 3 are 0.1, 0.4, and 0.5, respec-

tively. It is possible for two DMs to have two different sets of

events: { ( 100 , . 1 ) , ( 100 , . 4 ) , ( 200 , . 5 ) } and { ( 100 , . 5 ) , ( 200 , . 5 ) } , r e-

spectively. Such information can be obtained by directly asking the

DM. It should be noted that splitting or coalescing events will gen-

erate an unidentical decision problem for FTC. We have the follow-

ing definition to characterize the events. 

Definition 1. For s 1 , s 2 ∈ S i , if p i ( s 1 ) ≥ p i ( s 2 ) and v i ( s 1 ) ≥ v i ( s 2 )
and at least p i ( s 1 ) > p i ( s 2 ) or v i ( s 1 ) > v i ( s 2 ) , then it is said that

s positively dominates s for a , denoted as ( s , s ) ∈ R + . 
1 2 i 1 2 
Like R + , we use the superscript or subscript + in mathematical

ymbols to stand for the positive evaluation system (PES) through-

ut the paper. Clearly, R + satisfies transitivity. That is, if ( s 1 , s 2 ) ∈
 + and ( s 2 , s 3 ) ∈ R + then ( s 1 , s 3 ) ∈ R + . Given Definition 1 , we have

he set of the undominated events which is defined below. 

efinition 2. Given U ⊆ S i , the set of R + -maximal elements of U ,

enoted as F i ( U, R + ) , is as follows: 

 

i ( U, R + ) = 

{
s ∈ U ⊆ S i |∀ t ∈ U, ( t, s ) / ∈ R + 

}
. (1)

F i ( U, R + ) stands for the set of the undominated events s ∈ U ⊆
 

i that have relatively high probabilities and make a i generate rel-

tively high payoffs. F i ( U, R + ) is called the positive frontier of a i 
ver U ⊆ S i . It should be noted that (1) does not mean that chang-

ng the dominated events does not influence the positive frontier

f an action at all. The reason is as follows: changing the domi-

ated events may cause a reconstruction of events so that a new

vent can become an undominated one. To facilitate the under-

tanding of the above-mentioned symbols and the concepts, let us

onsider the following numerical example. 

xample 1. We set A = { a 1 , a 2 , a 3 } , S 1 = { s 1 
1 
, s 1 

2 
, s 1 

3 
, s 1 

4 
} , S 2 = { s 2 

1 
, s 2 

2 
,

 

2 
3 
, s 2 

4 
} , and S 3 = { s 3 

1 
, s 3 

2 
, s 3 

3 
, s 3 

4 
, s 3 

5 
} where s 1 

1 
= ( 200 , . 10 ) ,

 

1 
2 = ( 180 , . 40 ) , s 1 3 = ( 160 , . 30 ) , s 1 4 = ( 210 , . 20 ) , s 2 1 = ( 150 , . 15 ) ,

 

2 
2 = ( 240 , . 15 ) , s 2 3 = ( 220 , . 30 ) , s 2 4 = ( 80 , . 40 ) , s 3 

1 
= ( 100 , . 15 ) ,

 

3 
2 

= ( 90 , . 24 ) , s 3 
3 

= ( 235 , . 35 ) , s 3 
4 

= ( 230 , . 13 ) , and s 3 
5 

= ( 200 , . 13 ) . 

For a 1 , ( s 
1 
4 
, s 1 

1 
) ∈ R + and ( s 1 

2 
, s 1 

3 
) ∈ R + hold so that F 1 ( S 1 , R + ) =

 s 1 
2 
, s 1 

4 
} ; for a 2 , ( s 

2 
2 
, s 2 

1 
) ∈ R + and ( s 2 

3 
, s 2 

1 
) ∈ R + hold so that

 

2 ( S 2 , R + ) = { s 2 2 , s 
2 
3 , s 

2 
4 } ; for a 3 , we know F 3 ( S 3 , R + ) = { s 3 

3 
} . 

If we consider the subsets of S 1 , S 2 and S 3 : S 1 − { s 1 
2 
} =

 s 1 
1 
, s 1 

3 
, s 1 

4 
} , S 2 − { s 2 

3 
} = { s 2 

1 
, s 2 

2 
, s 2 

4 
} , and S 3 − { s 3 

3 
} = { s 3 

1 
, s 3 

2 
, s 3 

4 
, s 3 

5 
} ,

hen we have F 1 ( S 1 − { s 1 2 } , R + ) = { s 1 3 , s 
1 
4 } , F 2 ( S 2 − { s 2 3 } , R + ) =

 s 2 
2 
, s 2 

4 
} , and F 3 ( S 3 − { s 3 

3 
} , R + ) = { s 3 

1 
, s 3 

2 
, s 3 

4 
} . 

In the PES, for a i ∈ A , the primitive of our analysis is a binary

reference relation �+ over S i , and we denote the symmetric and

symmetric parts of �+ as ∼+ and 	+ , respectively. s 1 	+ s 2 means

hat the event s 1 is more attractive than the event s 2 . We have the

ollowing axioms for �+ . 
Axiom 1- Decidability: For each a i , a DM can choose the most

ttractive event from S i . 

Axiom 1 postulates that a DM is able to select the most at-

ractive event from among all events of each action. Meanwhile,

t implies that the most attractive event is not necessarily derived

rom a pairwise comparison where completeness and transitivity

re needed. 

Axiom 2- Dominance: For any s 1 , s 2 ∈ S i if ( s 1 , s 2 ) ∈ R + , then

 1 	+ s 2 . 
Axiom 2 assumes that an event with a higher probability

nd a not smaller payoff or with a not smaller probability and a

igher payoff will result in the DM feeling more attractive (having

igher salience of this event). This axiom is intuitively appealing

or describing the procedure of selecting events because it em-

loys dominance relationship which is recognized as the most

idely acceptable principle and a compelling reason for choice

 Montgomery, 1983; Payne, Bettman, & Johnson, 1992 ). This axiom

epresents an optimistic attitude in evaluating events. 

It follows from Axioms 1 and 2 that the most attractive event of

n action a i over all s ∈ U ⊆ S i , denoted as c i + (U) , satisfies c i + (U) ∈
 

i ( U, R + ) . c i + (U) is called the positive focus of a i over U ⊆ S i . C i + (U)

s used to represent the set of positive foci of a i over U ⊆ S i in the

ase that multiple positive foci of a i exist. 

In what follows, let us consider how to identify c i + (U) . First, let

s introduce two basic concepts. 

efinition 3. Given U ⊆ S i , a function π i 
U 

: U → [ 0 , 1 ] is called

he relative likelihood function for a over U ⊆ S i if it satisfies
i 
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i  
 s 1 , s 2 ∈ U , π i 
U 
( s 1 ) > π i 

U 
( s 2 ) when p i ( s 1 ) > p i ( s 2 ) ; π

i 
U 
( s 1 ) = π i 

U 
( s 2 )

hen p i ( s 1 ) = p i ( s 2 ) ; max π i 
U 
(s ) = 1 . 

π i 
U 
(s ) is exogenously given to represent the relative position of

he likelihood of an event s ∈ U ⊆ S i . We call it the relative likeli-

ood degree of s . Definition 3 considers a general form of the rela-

ive likelihood function. For a DM, he has one specific relative like-

ihood function. We can give a simple relative likelihood function

s follows: 

i 
U ( s ) = p i ( s ) / max 

t∈ U 
p i ( t ) . (2) 

Instead of directly using the probability of an event, we employ

he relative likelihood degree of an event in FTC mainly for the fol-

owing three reasons. First, the relative likelihood is regarded as

 heuristic variable of probability with considering the heuristic

ttribute substitution ( Kahneman & Frederick, 2002 ) in the sense

hat the relative likelihood comes more readily to mind than the

arget attribute, i.e. probability. Second, probability might fit the

ong-run perspective of a DM while the relative likelihood cap-

ures the feature of single-instant event ( Gigerenzer, 1994; Wedell

 Bockenholt, 1990 ). Third, it is in accordance with the argument

f Bordalo et al. (2012) : in the specific context of choice under risk,

he relative magnitude is itself a critical determinant of salience. 

efinition 4. Denote the set of all payoffs resulted from an action

 i ∈ A and all s ∈ U ⊆ S i as V 

i 
U 

. A function u i 
U 

: V i 
U 

→ [ 0 , 1 ] is called

he satisfaction function for a i over U ⊆ S i if it satisfies ∀ v 1 > v 2 ∈
 

i 
U 

, u i 
U 
( v 1 ) > u i 

U 
( v 2 ) , and max u i 

U 
(v) = 1 . 

We abuse notion by writing u i 
U 
(s ) in place of u i 

U 
( v i (s ) ) . u i 

U 
(s )

s exogenously given to represent the relative position of the pay-

ff generated by s ∈ U ⊆ S i and a i ∈ A among all payoffs from the

pside standpoint in the sense that u i 
U 
( max s ∈ U v i (s ) ) = 1 holds.

efinition 4 considers a general form of the satisfaction function.

or a DM, he has one specific satisfaction function. If v i (s ) is a

ounded function, as an example, we can set the following linear

unction 

 

i 
U ( s ) = 1 −

(
max 

t∈ U 
v i ( t ) − v i ( s ) 

)
/T 1 , (3)

here T 1 is a predetermined positive constant satisfying 

 1 ≥ max 
s ∈ U 

v i ( s ) − min 

s ∈ U 
v i ( s ) . (4) 

If min s ∈ U v i (s ) ≥ 0 , we set T 1 = max s ∈ U v i (s ) , then (3) becomes

 

i 
U ( s ) = v i ( s ) / max 

t∈ S 
v i ( t ) . (5) 

A wealth of evidence shows that although absolute well-being

nd relative position seem to matter to people, the relative stand-

ng is nevertheless significantly important. For example, a study of

atisfaction among 257 professors, students and staffs at the Har-

ard School of Public Health conducted by Solnick and Hemenway

1998 , p. 381) shows, “Half of respondents said they would pre-

er a world in which they have 50% less real income, so long as

hey have high relative income.” In addition, Frank (1985) finds,

Some whose close associates all earn $50,0 0 0 a year is likely to

eel actively dissatisfied with his material standard of living if his

wn salary is only $40,0 0 0. Yet that same person would likely be

ontent if his closest associates earned not $50,0 0 0 but $30,0 0 0

 year” (cited by Solnick & Hemenway, 1998 , p. 374). In line with

he above studies, we use the satisfaction function to represent the

elative position of a payoff in which the reference point is the

aximum payoff gained by an action. 

Next, let us examine whether F i ( U, R + ) will change if p i (s ) and

 

i (s ) become π i 
U 
(s ) and u i 

U 
(s ) , respectively. We have the following

emma. 
s  
emma 1. (Invariance). Suppose θ (·) and ψ(·) are strictly increas-

ng functions. Given U ⊆ S i , the positive frontier of a i with θ ( p i (s ) )

nd ψ( v i (s ) ) is the same as the one with p i (s ) and v i (s ) . 

It follows from Lemma 1 that for U ⊆ S i the positive frontier

f a i with p i (s ) and v i (s ) is the same as the one with π i 
U 
(s ) and

 

i 
U 
(s ) . 

We have the following theorem for characterizing the positive

ocus c i + (S) . 

heorem 1. (Representation theorem of positive foci). 

Given U ⊆ S i , ∀ c i + (U) ∈ C i + (U) , there exists a function min

( π i 
U 
( s ) , ( 1 / ϕ 

i ( U) ) ∗ u i 
U 
(s ) ) satisfying 

in ( π i 
U ( c 

i 
+ ( U) ) , ( 1 / ϕ 

i ( U) ) ∗ u 

i 
U ( c 

i 
+ ( U) ) ) 

= max 
s ∈ F i ( U, R + ) 

min ( π i 
U ( s ) , ( 1 / ϕ 

i ( U) ) ∗ u 

i 
U (s ) ) , (6) 

here ϕ 

i (U) > 0 . 

roof. For any s ∈ F i ( U, R + ) � = c i + (U) , there are two cases: 

(I) π i 
U 
(s ) < π i 

U 
( c i + ( U) ) and u i 

U 
(s ) > u i 

U 
( c i + ( U) ) ; 

(II) π i 
U 
(s ) > π i 

U 
( c i + ( U) ) and u i 

U 
(s ) < u i 

U 
( c i + ( U) ) . 

Setting 

 

i ( U ) = u 

i 
U 

(
c i + ( U ) 

)
/π i 

U 

(
c i + ( U ) 

)
, (7) 

e have min ( π i 
U 
( c i + ( U) ) , ( 1 / ϕ 

i ( U) ) ∗ u i 
U 
( c i + ( U) ) ) = π i 

U 
( c i + ( U) ) .

onsidering the above two cases, it is clear ∀ s ∈ F i ( U, R + ) � =
 

i + (U) , min ( π i 
U 
(s ) , ( 1 / ϕ 

i (U) ) ∗ u i 
U 
(s ) ) < π i 

U 
( c i + ( U) ) . Therefore,

6) holds. �

omments. It follows from Theorem 1 that ϕ 

i (U) is endogenously

erived from choosing c i + (U) . Certainly, given a ϕ 

i (U) , the event

atisfying (6) is a positive focus of a i over U ⊆ S i , i.e. c i + (U) . From

 

i ( U, R + ) and (7) , we know that increasing ϕ 

i (U) will lead to a

ositive focus of a i with a relatively high satisfaction level (pay-

ff) and a relatively low likelihood (probability). Choosing a pos-

tive focus of a i over U ⊆ S i with a relatively high value ϕ 

i (U)

eans that the DM is willing to pursue a high payoff by sac-

ificing the probability of that payoff, so ϕ 

i (U) is used to char-

cterize the degree of emphasizing possible payoff for choosing

 positive focus of a i . A higher value of ϕ 

i (U) corresponds to a

igher degree of emphasizing possible payoff when choosing a

ositive focus of a i . We name min ( π i 
U 
( s ) , ( 1 / ϕ 

i ( U) ) ∗ u i 
U 
(s ) ) wher e

 ∈ F i ( U, R + ) the attractiveness level of the undominated event of

 i . Thus, Theorem 1 states that the positive focus of an action is the

ndominated event with the highest attractiveness level. It should

e noted that min ( π i 
U 
(s ) , ( 1 / ϕ 

i (U) ) ∗ u i 
U 
(s ) ) is only for seeking the

ost attractive event. That is, we cannot claim that the event

aving the second largest value of min ( π i 
U 
( s ) , ( 1 / ϕ 

i ( U) ) ∗ u i 
U 
(s ) )

s more attractive than the one having the third largest value of

in ( π i 
U 
( s ) , ( 1 / ϕ 

i ( U) ) ∗ u i 
U 
(s ) ) . 

From the above introduction, we know that the positive focus

f an action is selected by two consecutive steps: in the first step,

he events of this action are selected on the basis of the Pareto cri-

erion, and the indecisive events form the positive frontier of this

ction; in the second step, the tradeoff between payoff and proba-

ility is made, which is described in Theorem 1 . This idea is closely

elated to sequentially rationalizable choice ( Manzini & Mariotti,

007 ) in which at first the inferior alternatives are removed, then

 fairness criterion is used for choosing the best one from among

he alternatives left. 

Let us go back to Example 1 . Using (2) and (5) , we

ewrite F 1 ( S 1 , R + ) = { s 1 
2 
, s 1 

4 
} = { ( . 86 , 1 . ) , ( 1 ., . 5 ) } and F 2 ( S 2 , R + ) =

 s 2 
2 
, s 2 

3 
, s 2 

4 
} = { ( 1 ., . 38 ) , ( . 92 , . 75 ) , ( . 33 , 1 . ) } . Setting ϕ 

1 ( S 1 ) = 1

n (6) , we calculate the attractiveness levels of s 1 2 and

 

1 
4 

as min (π1 
1 ( s 

1 
2 
) , u 1 1 ( s 

1 
2 
)) = min ( 1 ., . 86 ) = 0 . 86 and min
S S 
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( π1 
S 1 

( s 1 
4 
) , u 1 

S 1 
( s 1 

4 
) ) = min ( . 5 , 1 . ) = 0 . 5 , respectively. Since the

attractiveness level of s 1 2 is larger than the one of s 1 4 , it fol-

lows from (6) that c 1 + ( S 1 ) = s 1 
2 
, that is, the focus of a 1 over

S 1 is s 1 
2 
. Likewise, setting ϕ 

2 ( S 2 ) = 1 , we obtain c 2 + ( S 2 ) = s 2 
3 
.

Since F 3 ( S 3 , R + ) = { s 3 
3 
} is a singleton, we have c 3 + ( S 3 ) = s 3 

3 
. Then,

 

1 + ( S 1 ) = { s 1 
2 
} , C 2 + ( S 2 ) = { s 2 

3 
} , and C 3 + ( S 3 ) = { s 3 

3 
} . Likewise, we

consider subsets S 1 − { s 1 
2 
} = { s 1 

1 
, s 1 

3 
, s 1 

4 
} , S 2 − { s 2 

3 
} = { s 2 

1 
, s 2 

2 
, s 2 

4 
} ,

and S 3 − { s 3 
3 
} = { s 3 

1 
, s 3 

2 
, s 3 

4 
, s 3 

5 
} , and use (2) , (5) , and (6) with

ϕ 

1 ( S 1 − { s 1 
2 
} ) = ϕ 

2 ( S 2 − { s 2 
3 
} ) = ϕ 

3 ( S 3 − { s 3 
3 
} ) = 1 , we have

 

1 + ( S 1 − { s 1 
2 
} ) = { s 1 

3 
} , C 2 + ( S 2 − { s 2 

3 
} ) = { s 2 

2 
} , and C 3 + ( S 3 − { s 3 

3 
} ) = { s 3 

4 
} . 

2.2. Optimal action based on positive foci 

We consider the relationships between two actions’ positive

foci. They are summarized as the following definitions. 

Definition 5. For s 1 ∈ S i and s 2 ∈ S j , if p i ( s 1 ) ≥ p j ( s 2 ) and v i ( s 1 ) ≥
v j ( s 2 ) and at least p i ( s 1 ) > p j ( s 2 ) or v i ( s 1 ) > v j ( s 2 ) , then it is said

that s 1 dominates s 2 between a i and a j in the PES, denoted as

( s 1 , s 2 ) ∈ Q + . 

From Definition 5 , we understand that ( s 1 , s 2 ) ∈ Q + means that

an event s 1 of a i can bring a payoff at least that of an event s 2 of

a j , and the occurrence probability of s 1 is at least that of s 2 . 

Definition 6. For s 1 ∈ S i and s 2 ∈ S j , set α = | p i ( s 1 ) − p j ( s 2 ) |
/max ( p i ( s 1 ) , p 

j ( s 2 ) ) and η = | v i ( s 1 ) − v j ( s 2 ) | / V o with V o > 0 . If α +
η ≤ δ then it is said that s 1 is identical with s 2 at the level δ, de-

noted as ( s 1 , s 2 ) ∈ = δ . 

Here V o is a predetermined large positive constant representing

the tolerance level for the difference of two payoffs. If v i ( s 1 ) and

v j ( s 2 ) are positive, usually we can take V o = max ( v i ( s 1 ) , v j ( s 2 ) ) .
Definition 6 is closely related to Rubinstein’s ε-indifference sim-

ilarity ( Rubinstein, 1988 ). ( s 1 , s 2 ) ∈ = δ means that s 1 and s 2 are

equally preferred at the level δ. 

Definition 7. Given H ⊆ ∪ j=1 , ... ,n S 
j , the set of Q + -maximal ele-

ments of H, denoted as F(H, Q + ) , is as follows: 

F(H, Q + ) = { s ∈ H|∀ t ∈ H, ( t, s ) / ∈ Q + } . (8)

F(H, Q + ) is the set of the events undominated by the events of

the other actions. We set 

 + = ∪ j=1 , ... n C 
j 
+ 
(
S j 

)
, (9)

then F( C + , Q + ) stands for the set of the undominated foci (attrac-

tive events) with the relatively high probabilities and the relatively

high payoffs. Given G = ∪ j=1 , ... ,n G 

j where G 

j ⊆ S j ( j = 1 , . . . , n ) , we

have 

D + ( G ) = 

{
a i ∈ A |∃ c i + 

(
G 

i 
)

∈ F ( G, Q + ) 
}
. (10)

D + (G ) stands for the set of actions whose positive foci belong

to F(G, Q + ) . 

We have the following axioms for characterizing the optimal ac-

tion in the PES. 

Axiom 3- Decidability: A DM can choose the most preferred ac-

tion a i ∗ from A . 

We relax the assumptions of completeness and transitivity in

standard economic theory and replace them by decidability. It

means that a DM can determine his most-preferred action but

there is no need to judge between any pair of actions. This as-

sumption is intuitively appealing because in the real world the

observable and observed action is usually the optimal action itself.
Axiom 4- Focus lexicographical dominance: 

(1) ∃ s ∈ C i 
∗

+ ( S i 
∗
) ∩ F( C + , Q + ) ; 

or 

(2) ∃ s (0) ∈ C i 
∗

+ ( S i 
∗
) and ∃ t (0) ∈ C 

j 
+ ( S j ) ∩ F( C + , Q + ) satisfying 

( s (0) , t (0) ) ∈ = δ(0) 
; 

∃ s (l) ∈ C i 
∗

+ ( S i 
∗ − { s (0) , s (1) , . . . , s ( l−1 ) } ) and ∃ t (l) ∈ C 

j 
+ ( S j − { t (0) ,

 (1) , . . . , t ( l−1 ) } ) satisfying ( s (l) , t (l) ) ∈ = δ(l) 
, l = 1 , . . . , m − 1 when

 > 1 ; 

 s ( m ) ∈ C i 
∗

+ 
(
S i 

∗ −
{

s ( 0 ) , s ( 1 ) , . . . , s ( m −1 ) 

})
∩ F ( B + , Q + ) , m ≥ 1 , 

here B + = C i 
∗

+ ( S i 
∗ − { s (0) , s (1) , . . . , s ( m −1 ) } ) ∪ C 

j 
+ ( S j − { t (0) , t (1) , . . . ,

 ( m −1 ) } ) . We call s (l) the l th order positive focus of a i ∗ . Axiom 4

inks the selection of an action to the choosing of a positive focus.

n other words, which action is chosen as the most preferred de-

ends on which action’s positive focus is the most attractive to the

M. Axiom 4(1) means that a positive focus of the most preferred

ction a i ∗ belongs to F( C + , Q + ) and it is the most attractive to the

M. Axiom 4(2) means that although the positive foci of a i ∗ do

ot belong to F( C + , Q + ) , one positive focus of a i ∗ is identical with

 positive focus of another action a j belonging to F( C + , Q + ) at the

evel δ(0) , the l th order positive focus of a i ∗ is identical with the

ne of a j at the level δ(l) for l = 1 , . . . , m − 1 , and a m th order pos-

tive focus of a i ∗ is more attractive than the one of a j . For the sake

f simplicity, we have confined ourselves to the cases in which the

ositive foci of two actions are equally attractive at some level; the

heory can be easily extended to multiple actions. In order to know

hich positive focus is the most attractive among F( C + , Q + ) , let us

onsider the following definitions. 

efinition 8. Given H ⊆ ∪ j=1 , ... ,n S 
j , denote the probability of s ∈

(H, Q + ) as p(s ) . The function π+ 
H 

: F( H, Q + ) → [ 0 , 1 ] is called the

eadjusted likelihood function in the PES if it satisfies ∀ s 1 , s 2 ∈
( H, Q + ) , π+ 

H 
( s 1 ) > π+ 

H 
( s 2 ) for p( s 1 ) > p( s 2 ) ; π

+ 
H 

( s 1 ) = π+ 
H 

( s 2 ) for

p( s 1 ) = p( s 2 ) ; max π+ 
H 

(s ) = 1 . π+ 
H 

(s ) is called the readjusted

ikelihood degree of s in the PES. 

We can give a simple readjusted likelihood function as follows:

+ 
H ( s ) = p ( s ) / max 

t∈ F ( H, Q + ) 
p ( t ) . (11)

efinition 9. Given H ⊆ ∪ j=1 , ... ,n S 
j , denote the set of the pay-

ffs resulted from all a i ∈ D + (H) and their positive foci lying on

( H, Q + ) as V + 
H 

. The function u (H) : V 
+ 
H 

→ [ 0 , 1 ] is called the read-

usted satisfaction function in the PES if it satisfies ∀ v 1 > v 2 ∈ V + 
H 

,

 (H) ( v 1 ) > u (H) ( v 2 ) , and max u (H) (v) = 1 . 

We abuse notion by writing u (H) ( s, a i ) in place of u (H) ( v i (s ) )

here s ∈ S i ∩ F( H, Q + ) and a i ∈ D + (H) . We can give a simple

eadjusted satisfaction function as follows: 

 ( H ) ( s, a i ) = 1 −
(

max 
v ∈ V + 

H 

v − v i ( s ) 
)

/T 2 , (12)

here T 2 is a predetermined positive constant satisfying 

 2 ≥ max 
v ∈ V + 

H 

v − min 

v ∈ V + 
H 

v . (13)

If min v ∈ V + 
H 

v ≥ 0 , we set T 2 = max v ∈ V + 
H 

v , then (12) becomes 

 ( H ) ( s, a i ) = v i ( s ) / max 
v ∈ V + 

H 

v . (14)

We have the following theorem for characterizing the optimal

ction in the PES. 
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heorem 2. (Representation theorem for an optimal action in the

ES). 

(1) If a i ∗ satisfies Axiom 4(1), then there exists a function

min ( π+ 
C + ( s ) , ( 1 /κ) ∗ u ( C + ) ( s, a i ) ) satisfying 

in 

(
π+ 

C + 

(
c i 

∗
+ 
(
S i 

∗))
, ( 1 /κ) ∗u ( C + ) 

(
c i 

∗
+ 
(
S i 

∗)
, a i ∗

))
= max 

s ∈ F ( C + , Q + ) 
min 

(
π+ 

C + ( s ) , ( 1 /κ) ∗u ( C + ) ( s, a g ) 
)

(15) 

or c i 
∗
+ ( S i 

∗
) ∈ F( C + , Q + ) where κ > 0 , and a g is the action satisfying

 ∈ C 
g 
+ ( S g ) . 

(2) If a i ∗ satisfies Axiom 4(2), ∃ t (0) = c 
j 
+ ( S j ) ∈ F( C + , Q + ) and

∃ s (0) ∈ C i 
∗

+ ( S i 
∗
) satisfying ( s (0) , t (0) ) ∈ = δ(0) 

; ∃ s (l) ∈ C i 
∗

+ ( S i 
∗ −

{ s (0) , . . . , s ( l−1 ) } ) and ∃ t (l) ∈ C 
j 
+ ( S j − { t (0) , . . . , t ( l−1 ) } )

satisfying ( s (l) , t (l) ) ∈ = δ(l) 
, l = 1 , . . . , m − 1 when m > 1 ;

∃ w = c i 
∗
+ ( S i 

∗ − { s (0) , . . . , s ( m −1 ) } ) ∈ F( B + , Q + ) satisfying 

in 

(
π+ 

B + ( w ) , 
(
1 / κ( m ) 

)
∗u ( B + ) ( w, a i ∗ ) 

)
= max 

s ∈ F ( B + , Q + ) 
min 

(
π+ 

B + ( s ) , 
(
1 / κ( m ) 

)
∗u ( B + ) ( s, a q ) 

)
, (16) 

here κ(m ) > 0 , B + is given in Axiom 4 and a q is the action a i ∗ or

 j if s ∈ C i 
∗

+ ( S i 
∗ − { s (0) , . . . , s ( m −1 ) } ) or s ∈ C 

j 
+ ( S j − { t (0) , . . . , t ( m −1 ) } )

olds. 

roof. Setting 

= u ( C + ) 

(
c i 

∗
+ 
(
S i 

∗)
, a i ∗

)
/π+ 

C + 

(
c i 

∗
+ 
(
S i 

∗))
, (17) 

t is easy to prove (15) by taking the same procedure as used for

roving Theorem 1 . Similarly, we can prove Theorem 2 (2). �

It follows from Theorem 2 (1) that κ is endogenously derived

rom the observed optimal action and its positive foci. Certainly,

etting a value of κ , we can obtain a i ∗ and c i 
∗
+ ( S i 

∗
) ∈ F( C + , Q + ) .

rom F( C + , Q + ) and (17) , we know that increasing κ will lead to

n optimal action whose positive focus has a relatively high read-

usted satisfaction level (payoff) and a relatively low readjusted

ikelihood degree (probability). Hence, setting κ to a high value

eans that the DM is willing to pursue a high payoff by sacrific-

ng its probability (so-called possible effect), whereas a low value

or κ means that the DM chooses the high probability while sac-

ificing the payoff (so-called certain effect). In other words, in-

reasing κ represents that the DM tends to pursue possible effect

emphasizing payoff); decreasing κ represents that the DM tends

o pursue certain effect (emphasizing probability). Following the

ame logic as used for Theorem 2 (1) , we can explain the cases for

heorem 2 (2) . 

We name min ( π+ 
C + ( s ) , ( 1 /κ) ∗ u ( C + ) ( s, a i ) ) where s ∈ F( C + , Q + )

nd a i ∈ D + ( C + ) the attractiveness level of a i . Thus, Theorem 2 (1)

tates that the optimal action in the PES is the one with the

ighest attractiveness level. Likewise, we can explain the cases

or Theorem 2 (2) where min ( π+ 
B + ( s ) , ( 1 / κ(m ) ) ∗ u ( B + ) ( s, a q ) ) is

he m th order attractiveness level of a q . It should be noted that

in ( π+ 
C + (s ) , ( 1 /κ) ∗ u ( C + ) ( s, a i ) ) is only for seeking the most attrac-

ive action. In other words, it does not make sense that the action

aving the second largest value of min ( π+ 
C + ( s ) , ( 1 /κ) ∗ u ( C + ) ( s, a i ) )

is more attractive than the one having the third largest value of

in ( π+ 
C + ( s ) , ( 1 /κ) ∗ u ( C + ) ( s, a i ) ) . 

If a DM prefers multiple actions in the PES, then these preferred

ctions are called equally optimal actions in the PES. If a com-

on κ does not exist in the case of multiple optimal actions, we

ay that the DM has inconsistent attitudes for purchasing possible

ffect. 
In the PES, κ represents the weight which a DM is willing to

ut on the satisfaction level over the relative likelihood degree.

he parameter κ does not take a unique value when determining

ne positive focus. This is not a shortcoming of FTC, because what

atters is which focus is ultimately chosen. 

The maximin criterion was criticized by Harsanyi (1975) be-

ause it requires the DM to evaluate every available action only

n terms of the worst case. Although FTC utilizes the maximin

perator, it also incorporates the relative likelihood, and so it

imply eliminates the possibility of obtaining extreme results.

urthermore, changing the value of the parameter κ corresponds

o different behaviors of a DM. 

It is correct that Theorems 1 and 2 can be reformulated directly

n terms of probabilities p i (s ) and payoffs v i (s ) . Howe ver, ϕ 

i (U)

n Theorem 1 and κ in Theorem 2 have a clear meaning if using

he satisfaction function and the relative likelihood function. For

xample, on the one hand, setting ϕ 

i (U) = 1 means that the DM

ants to seek a focus while thinking that payoff and probability

re equally important; on the other hand, the derived ϕ 

i (U) = 1

rom choosing the focus shows that the DM puts the same weight

n payoff and probability. Another reason why the relative likeli-

ood function and the satisfaction function are used is that they

re strongly supported by the psychological evidences. 

Let us go back to Example 1 . Since C 1 + ( S 1 ) = { s 1 2 } , C 2 + ( S 2 )
 { s 2 

3 
} , and C 3 + ( S 3 ) = { s 3 

3 
} hold, considering (9) we have C + =

 s 1 
2 
, s 2 

3 
, s 3 

3 
} . Based on (8) and (10) , we have F( C + , Q + ) = { s 1 

2 
, s 3 

3 
}

nd D + ( C + ) = { a 1 , a 3 } . Using (11) and (14) and setting κ = 1 ,

e calculate the attractiveness levels of a 1 and a 3 as min (π+ 
C + ( s 

1 
2 ) ,

 ( C + ) ( s 
1 
2 
, a 1 )) = min ( 1 ., . 77 ) = 0.77 and min ( π+ 

C + ( s 
3 
3 
) , u ( C + ) ( s 

3 
3 
, a 3 ) ) =

in ( . 88 , 1 . ) = 0 . 88 , respectively. It follows from (15) that a i ∗ = a 3 
nd c i 

∗
+ ( S i 

∗
) = s 3 

3 
because 0 . 88 > 0 . 77 , that is, the optimal action is

 3 and its positive focus is s 3 
3 
. 

We postulate that in general the positively framed problem

ctivates the PES, while the negatively framed problem usually

akes the NES apparent. In the NES, for each action a specific

vent which generates a relatively low payoff with a relatively

igh probability is the negative focus (the most salient event) of

his action. Then, based on the negative foci of all actions, the

ction whose negative focus is the most acceptable is chosen as

he most preferred. The theoretical framework of the NES is given

n Appendix B. In the next section, we resolve the St. Petersburg,

llais, and Ellsberg paradoxes with the PES. We use L 1 > L 2

 L 1 = L 2 ) to stand for that the action L 1 is preferred to the action

 2 ( L 1 and L 2 are equally preferred) throughout the paper. 

. Resolving the St. Petersburg, Allais, and Ellsberg paradoxes 

.1. The St. Petersburg paradox 

The St. Petersburg paradox was proposed by Nicolas Bernoulli

n 1713 as follows. A fair coin is tossed at each stage. Once a tail

ppears, the game ends and the player obtains 2 m dollars where m

quals the number of tosses. How much is a player willing to pay

or this game? 

We analyze this problem by the PES. In this problem, the set

f actions is {PLAY, NOT PLAY}. For NOT PLAY, its positive focus

enoted as E is ( y, 1 ) where y is the price paid for this game. Since

t least two dollars can be won for PLAY, y should satisfy y > 2 . For

LAY, the set of events is an infinite set S = { T , HT , H H T , H H H T , . . . }
here T and H stand for tail and head, respectively. The payoff

orresponding to m tosses is 2 m and the probability of m tosses is

 / 2 m . Considering the payoff is unbounded, as an example, we set

 satisfaction function for PLAY as follows: 

 = 2 

m / ( 2 

m + 20 0 0 ) . (18) 
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Clearly, when m → + ∞ , we have u → 1 . It follows from (1) that

the positive frontier of PLAY is S . Based on Axiom 1, we assume

that a player chooses the most attractive event from S as HHHHHT,

that is the positive focus of PLAY. Using (2) and (18) , we find that

there exists ϕ(S) = 1 which makes (6) hold as follows. 

min (( 1 / 2 

6 ) / ( 1 / 2 ) , (1 /ϕ(S)) ∗ ( 2 

6 / ( 2 

6 + 20 0 0 ))) 

= max 
m ∈ { 1 , ... } 

min ( ( 1 / 2 

m ) / ( 1 / 2 ) , ( 1 /ϕ ( S ) ) ∗ ( 2 

m / ( 2 

m + 20 0 0 ) ) ) 

(19)

On the other hand, if we set ϕ(S) = 1 , using (2) , (18) and

(6) , we know that the positive focus of PLAY is HHHHHT be-

cause min ( 1 / 2 m −1 , 2 m / ( 2 m + 20 0 0 ) ) reac hes its maximum when

m = 6. Then, from (9) we know C + = { E, H H H H H T } . It fol-

lows from (8) and (10) that F( C + , Q + ) = { E, H H H H H T } and

D + ( C + ) = { PLAY , NOT PLAY } hold. Using (11) and (14) , we cal-

culate the attractiveness levels of PLAY and NOT PLAY as

min ( ( 1 / 2 6 ) / 1 , ( 1 /κ) ∗ ( 2 6 / 2 6 ) ) and min ( 1 / 1 , ( 1 /κ) ∗ ( y/ 2 6 ) ) , re-

spectively. For deciding y , PLAY and NOT PLAY should be equally

optimal. It follows from (15) that 

min (1 / 2 

6 , 1 /κ) = min (1 , (1 /κ) ∗ (y/ 2 

6 )) , (20)

where 

2 < y < 2 

6 . (21)

(20) implies 

y = κ. (22)

It follows from (22) and (21) that y can take the value from

( 2 , 2 6 ) with the different value of κ; the bigger the value of κ ,

the larger the value of y . This means that if one is more willing to

pursue the possible effect, one is more willing to pay more. 

Next, let us discuss the parameter ϕ(S) . Increasing ϕ(S) in

(6) from 1 to, for example, 10 will change the positive focus of

PLAY from HHHHHT to HHHHHHHT. Likewise, we know that y can

take the value from ( 2 , 2 8 ) . It means that the player who focuses

on the event with the higher payoff is willing to pay more for

PLAY. 

It can be easily understood that increasing the payoffs, for ex-

ample, from 2 k to 3 k , can make a DM more aggregative, that is,

increasing ϕ and κ . Using the same logic as shown above, we can

argue that increasing the payoffs of the game will make the player

willing to pay more. 

Although the St. Petersburg paradox has been resolved by

Daniel Bernoulli by introducing a utility function, it reoccurs to

challenge cumulative prospect theory. Blavatskyy (2005) proves

that cumulative prospect theory (CPT) cannot avoid the St. Pe-

tersburg paradox without the condition that the power coeffi-

cient of the utility function is lower than the power coefficient of

the probability weighting function. In addition, Rieger and Wang

(2006) point out that in cumulative prospect theory, a prospect

with a finite expected value may have an infinite subjective value.

On the contrary, FTC can resolve all types of the St. Petersburg

problems because instead of taking a weighted sum, FTC focuses

on only a single event. 

3.2. The Allais paradox 

The Allais paradox ( Allais, 1953 ) is described as follows: A sub-

ject is asked to choose one between the following two gambles: 

Gamble L 1 : 100% chance of receiving $100 million; 

Gamble L 2 : 10% chance of receiving $500 million, 89% chance

of receiving $100 million, 1% chance of receiving nothing. 

Then, once more this subject is asked to choose one between

the following two gambles: 

Gamble L 3 : 11% chance of receiving 100 million, 89% chance of

receiving nothing; 
Gamble L 4 : 10% chance of receiving 500 million, 90% chance of

eceiving nothing. 

Empirical studies show that most subjects choose L 1 > L 2 but

 4 > L 3 ; it violates the independence axiom. 

Let us analyze this paradox with the PES. In the first prob-

em, the positive focus of L 1 is ( 100 , 1 . ) because it is a unique

vent of L 1 . According to (1) we know that the positive fron-

ier of L 2 is { ( 100 , . 89 ) , ( 500 , . 1 ) } . Hence, the positive focus of L 2

s ( 100 , . 89 ) or ( 500 , . 1 ) . Suppose ( 100 , . 89 ) is the positive fo-

us of L 2 . From (9) , we know C + = { ( 100 , 1 . ) , ( 100 , . 89 ) } . Consider-

ng (8) and (10) , because ( ( 100 , 1 . ) , ( 100 , . 89 ) ) ∈ Q + holds we have

( C + , Q + ) = { ( 100 , 1 . ) } and D + ( C + ) = { L 1 } . It follows from Axiom

(1) that L 1 > L 2 holds. If ( 500 , . 1 ) is the positive focus of L 2 , then

e have C + = { ( 100 , 1 . ) , ( 500 , . 1 ) } . Based on (8) and (10) , we know

( C + , Q + ) = C + and D + ( C + ) = { L 1 , L 2 } . Using (11) and (14) , the at-

ractiveness levels of L 1 and L 2 are min ( 1 ., ( 1 /κ) ∗ ( 10 0 / 50 0 ) ) and

in ( 0 . 1 , ( 1 /κ) ∗ ( 50 0 / 50 0 ) ) , respectively. It follows from (15) that

aking κ = 2 leads to L 1 = L 2 while taking κ < 2 we have L 1 > L 2 .

ince decreasing κ(κ < 2) reflects the attitude of pursuing certain

ffect, i.e. em phasizing probability, we argue that the DMs who

refer L 1 to L 2 should emphasize certain effect. 

In the second problem, according to (1) we know

hat the positive frontier of L 3 is { ( 100 , . 11 ) , ( 0 , . 89 ) } . Us-

ng (2) and (5) , we obtain the attractiveness levels of

( 100 , . 11 ) and ( 0 , . 89 ) as min ( . 11 /. 89 , ( 1 /ϕ ) ∗ ( 100 / 100 ) ) and

in ( . 89 /. 89 , ( 1 /ϕ ) ∗ ( 0 / 100 ) ) = 0 , respectively. Clearly, ∀ ϕ > 0

he attractiveness level of ( 100 , . 11 ) is larger than the one of

( 0 , . 89 ) . Considering (6) , we know that the positive focus of

 3 is ( 100 , . 11 ) . Similarly, since the positive frontier of L 4 is

 ( 500 , . 1 ) , ( 0 , . 90 ) } , it is easy to understand that the attractiveness

evel of ( 500 , . 1 ) is always larger than the one of ( 0 , . 90 ) so

hat the positive focus of L 4 is ( 500 , . 10 ) . From (9) , we know

 + = { ( 100 , . 11 ) , ( 500 , . 1 ) } . Considering (8) and (10) , we have

( C + , Q + ) = C + and D + ( C + ) = { L 3 , L 4 } . Using (11) and (14) , the at-

ractiveness levels of L 3 and L 4 are min ( . 11 /. 11 , ( 1 /κ) ∗ ( 10 0 / 50 0 ) )

nd min ( . 1 /. 11 , ( 1 /κ) ∗ ( 50 0 / 50 0 ) ) , respectively. It follows from

15) that taking κ = 0 . 22 we have L 3 = L 4 while taking κ > 0 . 22

e have L 4 > L 3 . Since increasing κ(κ > 0 . 22) reflects the attitude

f emphasizing the possible effect, i.e. em phasizing payoff, we

rgue that the DMs who prefer L 4 to L 3 should emphasize payoff.

onsidering κ in the first and second problems, we know that

aking ∀ κ ∈ ( . 22 , 2 ) will lead to L 1 > L 2 but L 4 > L 3 . 

Allais (1953) expects that people faced with these choices

ight opt for L 1 in the first problem, lured by the certainty of be-

oming a millionaire, and select L 4 in the second problem in which

he odds of winning seem very similar, but the prizes are very dif-

erent. Clearly, FTC’s explanations are similar to Allais’s (1953) . 

.3. The Ellsberg paradox 

We examine the Ellsberg paradox ( Ellsberg, 1961 ) with the PES

here the numbers of balls are reduced to 10 percent of the orig-

nal ones for simplicity. 

Subjects confront two urns containing well mixed red and black

alls. Urn I contains exactly 5 red and 5 black balls. Urn II contains

0 red and black balls, but in an entirely unknown ratio. You have

o choose one urn and draw a ball at random from it. Please decide

hich you prefer, Urn I or Urn II in the following two games. 

Game A: If you draw a red ball, you will receive $100 and if you

raw a black one, you will receive nothing. 

Game B: If you draw a black ball, you will receive $100 and if

ou draw a red one, you will receive nothing. 

Empirical evidence shows that most subjects choose Urn I in

oth Game A and Game B; it violates Savage axioms. 

Let us analyze Game A. The set of actions is {choosing Urn I,

hoosing Urn II}. For choosing Urn I, the set of events is {Black,
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Table 1 

The probabilities and payoffs of the evens of choosing Urn II in Game A. 

Events B1 R1 B2 R2 B3 R3 B4 R4 B5 R5 B6 

Probabilities 0 0.091 0.009 0.082 0.018 0.073 0.027 0.064 0.036 0.055 0.045 

Payoffs 0 100 0 100 0 100 0 100 0 100 0 

Events R6 B7 R7 B8 R8 B9 R9 B10 R10 B11 R11 

Probabilities 0.045 0.055 0.036 0.064 0.027 0.073 0.018 0.082 0.009 0.091 0 

Payoffs 100 0 100 0 100 0 100 0 100 0 100 
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ed}, and clearly its positive focus is (100, 0.5). Since we do not

now the ratio of red balls to black balls in Urn II, choosing Urn II

n Game A is equivalent to a two-stage procedure as follows. In

tep I, choose one type of urn from 11 types of uniformly dis-

ributed urns. They are Type 1 {Black0, Red10}, Type 2 {Black1,

ed9}, …, Type 11 {Black10, Red0} where Black1 means that there

s 1 black ball in the urn while Red9 means that there are 9 red

alls in the urn. In Step II, draw one ball from the chosen urn.

ence, the set of the events of choosing Urn II in Game A is {B1,

1, B2, R2, …, B11, R11} where B1 stands for drawing a black ball

rom a Type 1 Urn while R2 stands for drawing a red ball from a

ype 2 urn. The payoffs and probabilities of these events are listed

n Table 1 . From Table 1 , we know that the positive focus of choos-

ng Urn II in Game A is (100, 0.091) because it dominates the oth-

rs. From (9) , we know C + = { ( 100 , . 091 ) , ( 100 , . 5 ) } . Considering

8) and (10) , because ( ( 100 , . 5 ) , ( 100 , . 091 ) ) ∈ Q + holds we have

( C + , Q + ) = { ( 100 , . 5 ) } and D + ( C + ) = { choosing Urn I } . It follows

rom Axiom 4(1) that choosing Urn I is preferred to choosing Urn

I. Likewise, the same result as in Game A can be obtained in Game

. In short, FTC explains the Ellsberg paradox as follows: the most

avorite event of the risk gamble (drawing a ball in Urn I) domi-

ates the most favorite event of the ambiguity gamble (drawing a

all in Urn II). 

In FTC, the action-specific event is equipped with two necessary

omponents: payoff and probability which are exogenously given.

or the action of choosing Urn II, we are unable to directly assign

he probabilities to Red and Black so that we utilize the two-stage

rocedure to determine the probabilities. This idea is not new. To

ccommodate ambiguity aversion in choice behaviors, second or-

er probabilities have been used in the literature (e.g., Segal, 1987,

990 ) where horse lotteries and roulette lotteries are taken into ac-

ount. The model based on FTC shares the same roulette lotteries

s the models based on second order probabilities. However, sub-

ective second order probabilities are endogenously derived from

hoice behaviors in the models based on second order probabili-

ies while in the model based on FTC second order probabilities

re exogenously set as a uniform distribution. 

The Ellsberg problem has been regarded as the typical problem

hich highlights the difference between risk and ambiguity. How-

ver, from the above analysis, we know that FTC provides a unified

ramework to handle decision making under risk and ambiguity. 

. Concluding remarks 

According to the definition given by Simon (1976) , there are

wo kinds of theories for modelling rationality: one is substan-

ively rational theory and the other is procedurally rational theory.

xcept a few models, such as Rubinstein (1988) , the existing ratio-

al theories are substantively rational ones. The basic idea of these

heories is to replace or relax the part of axioms of the expected

tility theory or the subjective expected utility theory. However,

he empirical studies show that the new theories generate new

aradoxes. This paper provides a fundamental theory with a few

ntuitively appealing axioms for modelling procedural rationality

nd demonstrates that the focus theory of choice accounts for

everal empirical phenomena and handles decision making with
isk or under ambiguity or under ignorance within a unified

ramework. 

The core argument of FTC is that the most salient event cor-

esponds to the most-preferred action. The process of seeking the

ost salient event involves two steps: first, the salient event (fo-

us) of each action is chosen; then the most salient event is se-

ected from among foci of all actions. Interestingly, we have found

ut several psychological evidences in the paper by Stewart et al.

2016 ), for example, the findings of very little systematic variation

n eye movements over the time course of a choice or across the

ifferent choices; more eye movements when choice options were

imilar; people choosing the gamble they look at more often, etc.

onsidering the two-step decision process and the roles of foci in

TC, it is easily understood that the above-mentioned evidences

onsist with the basic assumptions of FTC. 

Prospect theory ( Kahneman & Tversky, 1979 ) uses a concave

unction to evaluate the gain and a convex function to evaluate the

oss, and these reflect risk aversion and risk seeking, respectively,

ithin the framework of a weighted average. We use the PES and

ES to correspond to gain and loss, respectively; that is, in the PES,

he reference point is the highest payoff, while in the NES, it is the

argest loss, assuming that the others are normalized by them. 

Shafir, Simonson, and Tversky (1993) classify decision models

nto two classes: formal (value-based) models and reason-based

odels. A formal model “typically associates a numerical value

ith each alternative, and characterizes choice as the maximiza-

ion of value,” while a reason-based model “identifies various rea-

ons and arguments that are purported to enter into and influence

ecision, and explains choice in terms of the balance of reasons

or and against the various alternatives” ( Shafir et al., 1993 , p.12).

here have been some studies of reason-based choices with mul-

iple attributes (e.g., de Clippel & Eliaz, 2012; Shafir et al., 1993 ).

owever, there has been little consideration of how this applies to

ottery choices. In FTC, we postulate that the revealed focus of the

ptimal action is the reason of choice. Although a DM is sometimes

naware of the precise factor that determines his optimal action

 Nisbett & Wilson, 1977 ), the focus of the chosen action can never-

heless play three roles: we can gain insight into a DM’s behavior,

e can clarify the reason behind our own decisions, and we can

ssist a DM to determine the “right” decision. Since the focus of

he optimal action captures significant aspects of a DM’s deliber-

tion, we believe that FTC can be applied to complex, real-world

ecisions of the type that might be difficult for some existing

odels. 

FTC provides a rigorous formal underpinning for model-

ng procedural rationality in management-related disciplines.

lthough it is well-known that the behavior factors are very

mportant in operational research ( Becker, 2016; Brocklesby,

016; Franco & Hämäläinen, 2016; Villa & Castañeda, 2018;

hite, 2016 ), it is still difficult to incorporate personality traits

f players into the mathematical models due to the lack of

ppropriate theories. FTC provides a theoretical base to build

he behavioral models in operational research; as a special case

f FTC, one-shot decision theory ( Guo, 2011 ) has been applied to

uction problems ( Wang & Guo, 2017 ), newsvendor problems for

nnovative products ( Guo & Ma, 2014 ), multistage decision making
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( Guo & Li, 2014; Li & Guo, 2015 ), duopoly markets of innovative

products ( Guo, 2010a; Guo, Yan, & Wang, 2010 ) and private real

estate investment ( Guo, 2010b ). Using FTC, we can build the

models for supply chain management while considering players’

behavioral features in designing customized contracts. Further, FTC

provides a possible theoretical base to analyze the newsvendor

anomalies (e.g., Schweitzer & Cachon, 20 0 0; Gavirneni & Isen

2010 ), the bullwhip effect (e.g., Lee et al., 1997; Croson & Dono-

hue, 2006; Chen et al., 2017 ), and information share strategies

from behavior perspectives. 

The FTC-based decision problem is mathematically a bilevel

programming problem in which the upper level program is for de-

termining the optimal alternative while the lower level program is

for seeking the foci of alternatives. These bilevel problems are fun-

damental, interesting and challenging ( Zhu & Guo, 2017 ). In addi-

tion, FTC provides a completely new theoretical base for dealing

with the uncertainty in stochastic optimization problems. It can

help researchers to build scenario-based decision models ( Zhu &

Guo, 2016 ). 

There are several limitations of this research. Although FTC has

succeeded in accounting for several well observed anomalies, con-

ducting psychological experiments to verify the proposed axioms

is still unfinished. It will be our research work in the near future.

Since the relative likelihood and the satisfaction are exogenously

given, it requires more demanding of cognitive effort. However,

the increased burden could be remarkably reduced by using linear

normalization functions, such as (2) and (5) . 
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Appendix A. Notations in the positive evaluation system 

A1. Common notations in the positive and negative evaluation 

systems 

A = { a 1 , . . . , a n } : the set of an action a i . 

S i : a set of mutually exclusive events associated with a i . 

v i (s ) : the payoff generated by s ∈ S i and a i . 

( v i (s ) , p i (s ) ) : the event s ∈ S i which make a i generate the payoff

v i (s ) with the probability p i (s ) . 

π i 
U 
(s ) : the relative likelihood of an event s ∈ U ⊆ S i . 

( s 1 , s 2 ) ∈ = δ: s 1 ∈ S i is identical with s 2 ∈ S j at the level δ. 

B1. Notations in the positive evaluation system 

PES:positive evaluation system. 

( s 1 , s 2 ) ∈ R + : s 1 ∈ S i positively dominates s 2 ∈ S i . 

F i ( U, R + ) : the set of the undominated events s ∈ U ⊆ S i with

regard to R + . 
s 1 	+ s 2 : the event s 1 ∈ S i is more attractive than the event

s 2 ∈ S i . 

c i + (U) : the positive focus of a i over U ⊆ S i . 

C i + (U) : the set of the positive foci of a i over U ⊆ S i . 

u i 
U 
(s ) :the satisfaction function for a i over U ⊆ S i . 

( s 1 , s 2 ) ∈ Q + : the dominance relation between s 1 ∈ S i and

s 2 ∈ S j . 

C + = ∪ i =1 , ... ,n C 
i + ( S i ) : the set of the positive foci of all actions. 
F(H, Q + ) : the set of the undominated events chosen from H ⊆
 i S 

i with regard to Q + . 
D + (H) : the set of actions a i ∈ A whose positive foci belong to

(H, Q + ) , H ⊆ ∪ i S 
i . 

a i ∗ : the most preferred action amongst A . 

π+ 
C + (s ) : the readjusted likelihood degree of s ∈ F ( C + , Q + ) . 

u ( C + ) (·) : the readjusted satisfaction function for s ∈ F ( C + , Q + ) . 
c i 

∗
+ ( S i 

∗
) : the positive focus of a i ∗ over S i 

∗
. 

eferences 

llais, M. (1953). Le comportement de l’homme rationnel devant le risque: Critique
des postulats et axiomes de l’ecole américaine. Econometrica, 21 (4), 503–546 . 

ecker, K. H. (2016). An outlook on behavioural OR – Three tasks, three pitfalls, one
definition. European Journal of Operational Research, 249 (3), 806–815 . 

Blavatskyy, P. R. (2005). Back to the St. Petersburg paradox? Management Science,

51 (4), 677–678 . 
rocklesby, J. (2016). The what, the why and the how of behavioural operational

research—An invitation to potential sceptics. European Journal of Operational Re-
search, 249 (3), 796–805 . 

ordalo, P. , Gennaioli, N. , & Shleifer, A. (2012). Salience theory of choice under risk.
The Quarterly Journal of Economics, 127 (3), 1243–1285 . 

randstätter, E. , & Korner, C. (2014). Attention in risky choice. Acta Psychologica,

152 (October), 166–176 . 
randstätter, E. , Gigerenzer, G. , & Hertwig, R. (2006). The priority heuristic: Making

choices without trade-offs. Psychological Review, 113 (2), 409–432 . 
usse, M. R. , Lacetera, N. , Pope, D. G. , Silva-Risso, J. , & Sydnor, J. R. (2013). Estimating

the effect of salience in wholesale and retail car markets. American Economic
Review, 103 (3), 575–579 . 

erreia-Vioglio, S. , Dillenberger, D. , & Ortoleva, P. (2015). Cautious expected utility
and the certainty effect. Econometrica, 83 (2), 693–728 . 

hen, L. , Luo, W. , & Shang, K. (2017). Measuring the bullwhip effect: Discrepancy

and alignment between information and material flows. Manufacturing & Service
Operations Management, 19 (1), 36–51 . 

roson, R. , & Donohue, K. (2006). Behavioral causes of the bullwhip effect and the
observed value of inventory information. Management Science, 52 (3), 323–336 . 

e Clippel, G. , & Eliaz, K. (2012). Reason-based choice: A bargaining rationale for the
attraction and compromise effects. Theoretical Economics, 7 (1), 125–162 . 

Dubois, D. , Prade, H. , & Sabbadin, R. (2001). Decision-theoretic foundations of pos-

sibility theory. European Journal of Operational Research, 128 (3), 459–478 . 
llsberg, D. (1961). Risk, ambiguity and Savage axioms. The Quarterly Journal of Eco-

nomics, 75 (4), 643–669 . 
Etner, J. , Jeleva, M. , & Tallon, J. M. (2012). Decision theory under ambiguity. Journal

of Economic Surveys, 26 (2), 234–270 . 
ranco, L. A. , & Hämäläinen, R. P. (2016). Behavioural operational research: Return-

ing to the roots of the OR profession. European Journal of Operational Research,

249 (3), 791–795 . 
rank, R. H. (1985). Choosing the right pond: Human behavior and the quest for status .

New York, NY: Oxford University Press . 
alaabaatar, T. , & Karni, E. (2013). Subjective expected utility with incomplete pref-

erences. Econometrica, 81 (1), 255–284 . 
avirneni, S. , & Isen, A. M. (2010). Anatomy of a newsvendor decision: Observations

from a verbal protocol analysis. Production and Operations Management, 19 (4),

453–462 . 
iang, P. H. , & Shenoy, P. (2005). Two axiomatic approaches to decision making us-

ing possibility theory. European Journal of Operational Research, 162 (2), 450–467 .
igerenzer, G. (1994). Why the distinction between single-event probabilities and

frequencies is important for psychology (and Vice-Versa). In G. Wright, & P. Ay-
ton (Eds.), Subjective probability (pp. 129–161). New York, NY: Wiley . 

igerenzer, G. , & Gaissmaier, W. (2011). Heuristic decision making. Annual Review of

Psychology, 62 , 451–482 . 
ilboa, I. (1987). Expected utility with purely subjective nonadditive probabilities.

Journal of Mathematical Economics, 16 (1), 65–88 . 
lockner, A. , & Herbold, A. (2011). An eye-tracking study on information process-

ing in risky decisions: Evidence for compensatory strategies based on automatic
processes. Journal of Behavioral Decision Making, 24 (1), 71–98 . 

Gul, F. , & Pesendorfer, W. (2014). Expected uncertain utility theory. Econometrica,

82 (1), 1–39 . 
uo, P. (2010a). One-shot decision approach and its application to duopoly market.

International Journal of Information and Decision Sciences, 2 (3), 213–232 . 
uo, P. (2010b). Private real estate investment analysis within a one-shot decision

framework. International Real Estate Review, 13 (3), 238–260 . 
uo, P. (2011). One-shot decision theory. IEEE Transactions on Systems Man and Cy-

bernetics – Part A Systems and Humans, 41 (5), 917–926 . 
uo, P. , & Li, Y. (2014). Approaches to multistage one-shot decision making. Euro-

pean Journal of Operational Research, 236 (2), 612–623 . 

Guo, P. , & Ma, X. (2014). Newsvendor models for innovative products with one-shot
decision theory. European Journal of Operational Research, 239 (2), 523–536 . 

uo, P. , Yan, R. , & Wang, J. (2010). Duopoly market analysis within one-shot deci-
sion framework with asymmetric possibilistic information. International Journal

of Computational Intelligence System, 3 (6), 786–796 . 

https://doi.org/10.1016/j.ejor.2019.01.019
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0002
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0002
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0003
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0003
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0004
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0004
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0005
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0005
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0005
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0005
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0005
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0006
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0006
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0006
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0006
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0007
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0007
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0007
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0007
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0007
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0008
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0009
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0009
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0009
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0009
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0009
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001e
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001e
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001e
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001e
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001e
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001d
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001d
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001d
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001d
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0010
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0010
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0010
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0010
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0011
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0011
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0011
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0011
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0011
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0012
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0012
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0013
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0013
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0013
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0013
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0013
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0014
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0014
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0014
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0014
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0015
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0015
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0016
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0016
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0016
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0016
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001b
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001b
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001b
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001b
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0017
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0017
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0017
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0017
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0018
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0018
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0019
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0019
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0019
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0019
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0020
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0020
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0021
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0021
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0021
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0021
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0022
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0022
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0022
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0022
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0023
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0023
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0024
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0024
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0025
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0025
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0026
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0026
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0026
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0026
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0027
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0027
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0027
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0027
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0028
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0028
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0028
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0028
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0028


P. Guo / European Journal of Operational Research 276 (2019) 1034–1043 1043 

H  

K  

K  

K  

 

 

L  

L  

L  

M  

M  

 

v  

N  

P  

Q  

R  

R  

 

R

S
S  

S  

 

S  

S  

S  

S  

 

S  

S  

S  

 

S  

S  

T  

T  

V  

W  

 

W  

 

W  

W  

 

Z  

 

Z  

 

Z  

 

 

arsanyi, J. C. (1975). Can the maximin principle serve as a basis for morality?
A critique of John Rawls’s theory. American Political Science Review, 69 (2), 

594–606 . 
ahneman, D. , & Tversky, A. (1979). Prospect theory: An analysis of decision under

risk. Econometrica, 47 (2), 263–292 . 
ahneman, D. , & Tversky, A. (1984). Choices, values, and frames. American Psycholo-

gist, 39 (4), 341–350 . 
ahneman, D. , & Frederick, S. (2002). Representativeness revisited: Attribute sub-

stitution in intuitive judgment. In T. Gilovich, D. Griffin, & D. Kahneman (Eds.),

Heuristics and biases: The psychology of intuitive judgment (pp. 49–81). New York,
NY: Cambridge University Press . 

acetera, N. , Pope, D. G. , & Sydnor, J. R. (2012). Heuristic thinking and lim-
ited attention in the car market. American Economic Review, 102 (5), 

2206–2236 . 
ee, H. L. , Padmanabhan, V. , & Whang, S. (1997). Information distortion in a supply

chain: The bullwhip effect. Management Science, 43 (4), 546–558 . 

i, Y. , & Guo, P. (2015). Possibilistic individual multi-period consumption–investment
models. Fuzzy Sets and Systems, 274 , 47–61 . 

anzini, P. , & Mariotti, M. (2007). Sequentially rationalizable choice. American Eco-
nomic Review, 97 (5), 1824–1839 . 

ontgomery, H. (1983). Decision rules and the search for a dominance struc-
ture: Towards a process model of decision making. Advances in Psychology, 14 ,

343–369 . 

on Neumann, J. , & Morgenstern, O. (1944). Theory of games and economic behavior .
Princeton, NJ: Princeton University Press . 

isbett, R. E. , & Wilson, T. D. (1977). Telling more than we can know: Verbal reports
on mental processes. Psychological Review, 84 (3), 231–259 . 

ayne, J. W. , Bettman, J. R. , & Johnson, E. J. (1992). Behavioral decision research: A
constructive processing perspective. Annual Review of Psychology, 43 , 87–131 . 

uiggin, J. (1982). A theory of anticipated utility. Journal of Economic Behavior &

Organization, 3 (4), 323–343 . 
ieger, M. O. , & Wang, M. (2006). Cumulative prospect theory and the St. Petersburg

paradox. Economic Theory, 28 (3), 665–679 . 
ubinstein, A. (1988). Similarity and decision-making under risk (Is there a util-

ity theory resolution to the Allais paradox?). Journal of Economic Theory, 46 (1),
145–153 . 

ubinstein, A. (1998). Modeling bounded rationality . Cambridge, MA: The MIT Press . 

avage, L. J. (1954). The foundations of statistics . New York, NY: Wiley . 
chmeidler, D. (1989). Subjective probability and expected utility without additivity.

Econometrica, 57 (3), 571–587 . 
chweitzer, M. E. , & Cachon, G. P. (20 0 0). Decision bias in the newsvendor prob-

lem with a known demand distribution: Experimental evidence. Management
Science, 46 (3), 404–420 . 

egal, U. (1987). The Ellsberg paradox and risk aversion: An anticipated utility ap-

proach. International Economic Review, 28 (1), 175–202 . 
egal, U. (1990). Two-stage lotteries without the reduction axiom. Econometrica,
58 (2), 349–377 . 

hafir, E. , Simonson, I. , & Tversky, A. (1993). Reason-based choice. Cognition, 49 (1-2),
11–36 . 

imon, H. A. (1976). From substantive to procedural rationality. In S. J. Latsis (Ed.),
Method and appraisal in economics (pp. 129–148). New York, NY: Cambridge Uni-

versity Press . 
imon, H. A. (1979). Rational decision making in business organizations. American

Economic Review, 69 (4), 493–513 . 

olnick, S. J. , & Hemenway, D. (1998). Is more always better? A survey on positional
concerns. Journal of Economic Behavior & Organization, 37 (3), 373–383 . 

tarmer, C. (20 0 0). Developments in non-expected utility theory: The hunt for a
descriptive theory of choice under risk. Journal of Economic Literature, 38 (2),

332–382 . 
trzalecki, T. (2011). Axiomatic foundations of multiplier preferences. Econometrica,

79 (1), 47–73 . 

tewart, N. , Hermens, F. , & Matthews, W. J. (2016). Eye movements in risky choice.
Journal of Behavioral Decision Making, 29 (2–3), 116–136 . 

versky, A. , & Kahneman, D. (1981). The framing of decisions and the psychology of
choice. Science, 211 (4481), 453–458 . 

versky, A. , & Kahneman, D. (1986). Rational choice and the framing of decisions.
Journal of Business, 59 (4, Part 2), S251–S278 . 

illa, S. , & Castañeda, J. A. (2018). Transshipments in supply chains: A behavioral

investigation. European Journal of Operational Research, 269 (2), 715–729 . 
ang, C. , & Guo, P. (2017). Behavioral models for first-price sealed-bid auctions with

the one-shot decision theory. European Journal of Operational Research, 261 (3),
994–10 0 0 . 

edell, D. H. , & Bockenholt, U. (1990). Moderation of preference reversals in the
long run. Journal of Experimental Psychology: Human Perception and Performance,

16 (2), 429–438 . 

edell, D. H. , & Bockenholt, U. (1994). Contemplating single versus multiple en-
counters of a risky prospect. American Journal of Psychology, 107 (4), 499–518 . 

hite, L. (2016). Behavioural operational research: Towards a framework for un-
derstanding behaviour in OR interventions. European Journal of Operational Re-

search, 249 (3), 827–841 . 
hou, L. , Zhang, Y. Y. , Wang, Z. J. , Rao, L. L. , Wang, W. , Li, S. , et al. (2016). A scan-

path analysis of the risky decision-making process. Journal of Behavioral Decision

Making, 29 (2–3), 169–182 . 
hu, X. , & Guo, P. (2016). The one-shot decision theory based production planning

models. In Proceedings of IEEE international conference on industrial engineering
and engineering management December 4-7, 2016, Bali, Indonesia . 

hu, X. , & Guo, P. (2017). Approaches to four types of bilevel programming prob-
lems with nonconvex nonsmooth lower level programs and their applications

to newsvendor problems. Mathematical Methods of Operations Research, 86 (2),

255–275 . 

http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0029
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0029
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0030
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0030
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0030
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0030
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0031
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0031
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0031
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0031
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0032
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0032
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0032
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0032
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0033
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0033
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0033
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0033
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0033
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001c
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001c
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001c
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001c
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001c
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0034
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0034
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0034
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0034
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0035
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0035
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0035
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0035
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0036
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0036
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0037
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0037
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0037
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0037
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0038
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0038
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0038
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0038
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0039
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0039
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0039
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0039
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0039
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0040
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0040
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0041
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0041
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0041
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0041
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0042
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0042
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0043
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0043
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0044
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0044
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0045
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0045
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001a
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001a
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001a
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0001a
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0046
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0046
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0047
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0047
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0048
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0048
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0048
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0048
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0048
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0049
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0049
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0050
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0050
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0051
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0051
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0051
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0051
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0052
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0052
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0053
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0053
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0054
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0054
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0054
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0054
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0054
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0055
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0055
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0055
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0055
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0056
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0056
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0056
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0056
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0057
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0057
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0057
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0057
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0058
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0058
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0058
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0058
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0059
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0059
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0059
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0059
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0060
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0060
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0060
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0060
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0061
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0061
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0062
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0063
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0063
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0063
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0063
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0064
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0064
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0064
http://refhub.elsevier.com/S0377-2217(19)30021-9/sbref0064

	Focus theory of choice and its application to resolving the St. Petersburg, Allais, and Ellsberg paradoxes and other anomalies
	1 Introduction
	2 Positive evaluation system (PES)
	2.1 Positive foci of an action
	2.2 Optimal action based on positive foci

	3 Resolving the St. Petersburg, Allais, and Ellsberg paradoxes
	3.1 The St. Petersburg paradox
	3.2 The Allais paradox
	3.3 The Ellsberg paradox

	4 Concluding remarks
	Acknowledgments
	Supplementary materials
	Appendix A. Notations in the positive evaluation system
	A1 Common notations in the positive and negative evaluation systems
	B1 Notations in the positive evaluation system

	References


