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Abstract

The integration of high transparent bilateral control system and vision-based navigation

system is important for the development of safe and secure teleoperation technology. To realize

this, it is necessary to be able to handle the object’s motion tracking elements that form this

invention. The advent of real-time image guidance in the haptic environment has led to the

development of the latest technologies. One of the important parts to be considered is how the

object can be tracked.

This study proposes a force-based compliance control method utilizing visual information

that can be integrated with a haptic system for motion navigation tasks. The force generated on

the basis of useful image information of the tracked object is utilized to provide a response to the

bilateral control system. An eye-to-hand approach is used to magnify the information from the

vision sensor. The control strategy, image processing method, and integration techniques are

elaborated upon in detail. To prove the utility of the proposed method, the study is conducted

to find the effect of the generated force by the different scaling of the object’s size. Experiments

were conducted using different distances between the camera and object to validate the pro-

posed integration method. The effectiveness of the proposed method was evaluated through a

comparison with the conventional bilateral control method. The intention is also be given to the

robustness of the navigation technique. As for the motion navigation task, the integration of

bilateral control of a master-slave system with the vision-based force compliance controller will

have some modelling error. The disturbance of the modelling error that occurs in the integration

of the system will be compensated by the implementation of vision-based disturbance observer

(VDOB). The concept of control structure between the integration of bilateral manipulator,

vision-based force compliance controller and the vision-based disturbance observer is described.

Experiments were conducted to compare the result of without and with the proposed integration

method. From the experimental results, the robustness of the proposed system are confirmed.

The study also be focussed on the object coordinate orientational effect to the proposed virtual

force navigation method. Thus, this study provides a solution for solving the object’s rotational

effect during the navigation process by the haptic bilateral control system. During object’s nav-

igation, the virtual force is generated and affected to the manipulator’s horizontal trajectory

movement. The study on the different rotational angle of an object’s trajectory which reflects

to different movement direction of produced force are observed.
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Chapter 1

Introduction

1.1 Background

In this chapter, I will review some related works in haptic system, implementation of disturbance

observer (DOB), application of reaction force observer (RFOB) and bilateral control system,

correspondingly. Next, it will continue by the review on the vision-based system, the visual

navigation, image processing techniques and visual force control, respectively.

1.1.1 Haptics for Human Support

Haptic feedback offers the potential to increase the quality and capability of human–machine

interactions, as well as the ability to skillfully manipulate objects by exploiting the sense of

touch [1]. It also can be used to sense a physical environment at a remote site in order to

overcome spatial or scale barriers in telemanipulation [2]. There a many methods in the de-

velopment of motion control for robotic devices in order to realize the haptic sensation. The

literature on the haptic development method is very extensive. Several control and integration

techniques have been presented to cope with real-time haptic telemanipulation system. Hachisu

et al. had done the investigation about the integration of pseudo-haptic feedback with vibratory

feedback [3]. Thus, they proposed two novel approaches that combine pseudo-haptic feedback

with visual and tactile vibrations. The other researcher had implemented the Kalman active

observers technique to control a robotic manipulator with haptic device [4]. Haptic devices can

representing real behavior of objects in virtual space. It can be done by gathering the correct

frictional information of that object and one of the solution is by implementing the vision-aided

system [5,6].
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The virtual reality [7] is one of the example of haptic vision system. Kenji et al. proposed the

detection of finger touch using transparent flexible sheet by using the vision-based system [8].

The indentation of the contact point is measured and represented as the haptic cue in the

display system. The application of vision-based haptic also can be applied for the development

of robotic finger [9]. The camera can be placed at each tip of the robot finger and act like a force

sensor based on the deformation of its markers. Well-positioned of the sensor may provide better

sensory information [10]. Thus, the system can distinguish between different types of materials,

i.e., solid, soft and amorphous, from the 3D reconstruction of the tip finger’s membrane contact

area [11].

Haptic also being reported can be used in microrobotics applications [12, 13]. Even for

the small scale object manipulation task, the tiny gripper can effectively provide the haptic

feedback. For the living micro biological cell injection application, Mehdi et al. proposed the

3D human-machine user’s interface in order to allow real-time realistic visual and haptic control

strategies [14,15]. This technique later can also be applied for the telerobotic surgical system [16]

and integrated EMG-based medical system [17].

As haptic application getting much interest, some researchers had conducted the study to

develop a system for the disabled people. Akhter et al. applied a smartphone-based haptic–

vision system to help the blind to ’see’ through touch [18]. While, Lisa et al. focussed on aiding

the non-sighted art makers people [19] to support their art and design task. Not only for the

human aided system, the haptic research also be applied for the basketball robot which can

balance the ball on a plate [20]. The system was imposed to the six degrees of freedom serial

industrial robot based on pure haptic information. In 2013, Agravante and his team developed

the human-humanoid joint haptic technology to support the table carrying task [21]. This

research’s goal is to incorporate the vision into human-humanoid haptic joint actions control

and planning.

For the application of perceiving the object stiffness, the pure information must be gathered

from the haptic feedback. Thus, in medical application, it can permit surgeons to distinguish

the softness of tissues [22]. This can be supported by providing the visual feedback. By the way,

the correct viewing angle (VA) [23] is important to give correct apparent of visual deformation

of objects. The study was conducted and resulted that the VA should never be greater than

15◦ to eliminate perceptual illusions. All in all, the visual informations of the target object and
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its haptic cues are depends upon each other in order to offer precise senses in perceiving object

stiffness.

1.1.2 Implementation of Disturbance Observer Method

Controlling the robots in contact with the environment is an important problem in industry

applications. The robots are subject to interaction forces whenever they perform task involving

motion that is constrainted by environment [24]. It is commonly known that information of a

force sensor provides much noise. In order to solve the instability of force control, a disturbance

observer (DOB) technique can be implemented instead of the force sensor. Thus, it can reduce

the number of sensor uses on a robot yet producing better motion control feedback.

The disturbance observer method was proposed by Ohnishi et al. in early 80’s [25]. The

DOB can estimates external disturbances and system uncertainties [26], e.g., friction, inertia

variation and etc., automatically. Year by year, various study had been conducted to improve

the design of DOB method [27–31]. In earlier stage, the DOB was designed by the second-

order derivatives of the position response, which is sensed by a position encoder, to attain the

acceleration information. However, the bandwidth is limited due to the derivatives noise [32].

To solve the problem, Katsura et al. developed a novel structure of a disturbance observer which

uses an acceleration sensor to enlarge the bandwidth [33]. Other types of DOB technique were

reported earlier to be combined with other control methods such as fuzzy state control [34],

sliding-mode control [35] and PID control [36].

As the popularity of DOB technique become increase, many application were developed

which based on the concept of disturbance compensation. One of the famous applications is

be applied for the manipulator motion control. In April 2000, Satoshi et al. was proposed a

redundant manipulator control method using the disturbance observer with no inverse dynamics.

The proposed strategy can realize acceleration control and second derivative of force control in

task space [37], which realizes robust [38] and precise control of manipulators [39, 40]. Not

only for robotic manipulator applications, the concept of DOB also reported being used in

the missile seeker application [41]. This study applied the filtering of base motion disturbance

estimation method from the sight line rate for homing guidance of missiles. In May 2008,

Natori et al. developed the time-delay compensator in network communication line by using

the communication disturbance observer concept [42].
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For the application to the speed control of a motor, a new multiple-input-multiple-output

(MIMO) fuzzy disturbance observer based method was applied [43]. This method was pro-

posed by Kim et al. to achieve the good tracking performance of a permanence magnet (PM)

synchronous motor. In tiny motor application, Lee et al. proposed the state space distur-

bance observer method for robust fast seek control of a hard disk drive positioning servo track

writer [44,45]. Since the rotation of the motor is based on the magnetic influence, Thomas et al.

developed the nonlinear decoupled disturbance observer method to estimate and suppress static

offset and synchronous vibration in rotating shaft with magnetic bearings application [46]. As

a result, the proposed design provides a simple precision motion control strategy that can give

accurate positioning over the bearing air gap of manipulator system.

The DOB not only support for the linear system, but it also can be extended to provide a

solution in disturbance compensation of a nonlinear system. Several research were conducted to

prove the concept. In August 2000, Wen-Hen Chen et al. proposed the nonlinear disturbance

observer based control method [47] to be applied in the control problem of a nonlinear system

[48]. Later, in April 2011, Mohammadi and his team developed the disturbance observer-

based control of nonlinear haptic teleoperation systems. The control scheme is able to decrease

the adverse effects of the disturbance on the stability and transparency of the teleoperation

system [49]. Next, in August 2013, Mou Chen and Shuzhi Sam Ge proposed the direct adaptive

neural network control method for a class of uncertain nonaffine nonlinear systems with unknown

nonsymmetric input saturation [50]. By the results, it shows that the disturbance observer based

control method had illustrated the effectiveness of the proposed adaptive control techniques.

1.1.3 Utilization of Reaction Force Observer Method

Control of the contact between robot and environment has been one of the most popular research

problems in robotics. Force control is crucial to realize to realize a contact motion, yet poor

stability and low performance of force control systems are the main challenging issues to realize

aforesaid applications [51]. In order to tackle this issue, the extended method of disturbance

observer concept was developed to estimate the reaction force of the system without use of force

sensor [52, 53]. This method called as the reaction force observer (RFOB). The DOB can be

coupled with RFOB [54] to give the proper position and force feedback control. There are many

way to design the effective RFOB. Smith et al. proposed two neural-network-based force/torque
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observers that do not require a system dynamic model [55]. While, Phuong et al. developed

the FPGA-based high performance force control system for the development of friction-free and

noise-free force observation system [56]. For the teleoperation systems, a model-independent

force observer based system was developed by Farid et al. for hand force estimation [57].

The technique of estimated force or torque observer can be applied in various application.

In the medical field, it can be used for the rehabilitation [58] and surgical robot instrument

system [59]. This method can handle the lack of feedback of tactile sensation of master-slave

”da-Vinci” surgical robot system [60]. For the flexible arm manipulator system, the method

of reaction force observer has promises better feedback. Izumikawa et al. proposed the RFOB

technique for the vibration suppression control of a one line flexible arm robot [61]. While,

Katsura et al. developed the force servoing method to suppress torsional vibration of two-mass

resonant flexible manipulator system [62]. They also considered the bandwidth of force sensing

since it is very important for contact motion control [63].

The development of reaction force observer also reported be used in the mobile applications.

In power-assisted mobile vehicle (PAMV) wheelchair system, the implementation of torque

estimation can provide appropriate assisted force [64]. In order to stabilize the vehicle motion,

independent in-wheel motor control and active steering control are treated. To achieve that,

Kanghyun et al. proposed the motion stabilization of electric vehicles based on active front

steering control [65]. In June 2006, Ohishi et al. developed the robust tracking servo system

for the optical disk recording system with the implementation of feedforward controller based

on the prediction of the tracking error [66]. This system which considering the disturbance

force has resulted robust tracking control that keeps the tracking error smaller compared to

the conventional method. Other than that, the RFOB technique also can be used for the force

estimation of piezoelectric actuator [67] and electrohydraulic actuator [68].

For the application of force estimation in the field of motor drives, Hwang et al. has pro-

posed an active ripple-reproduction scheme for an linear hybrid stepping motor (LHSM) [69].

The proposal was based on a position-dependent nonlinear model developed through an elabo-

rate reluctance network analysis. In April 2010, Mitsantisuk et al. developed the force control

technique of human-robot interaction method using twin direct drive motor system which con-

sidering the RFOB [70]. In the field of injection molding machine, the RFOB were reported to

be used to develop the robust sensorless pressure control system [71] and sensorless force control
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considering torsion phenomenon [72].

1.1.4 Bilateral Motion Control System

A bilateral control is a control system for teleoperation with haptic feedback. In the bilateral

control system, position and/or force information of both master and slave robots is transmitted

bidirectionally between the two robots [73, 74]. The bilateral control are based on the concept

of reproducibility and operationality. Reproducibility shows degree of reproduction of the en-

vironmental impedance in master robot. While operationality shows degree of operation force

which human operator feels obstacle force beside environmental impedance [75]. Recently there

are many many research consider on its design methodology. Mitsantisuk et al. proposed the

estimation of action/reaction forces for the bilateral control manipulator by using the Kalman

filter method. Here, the authors used two types of observer which are a Kalman-filter-based

state observer and a Kalman-filter-based disturbance observer [76, 77]. One of the important

factor in designing the bilateral control parameter is a frequency-domain damping effect [78]. It

can be designed by using the high pass filter (HPF) method in order to increase the performance

and stability of the acceleration-based bilateral control (ABC) system. To maintain the sta-

bility of the bilateral system, Amir et al. proposed the robust stability analysis method based

on the notions of wave variables and scattering parameters [79]. The authors had designed a

powerful 3D geometrical graphical method to enhance the 2D method of the system. By the

result, the proposed method promising a better compromise between stability and performance

of two bilateral control architectures. As the degree of freedom of the master–slave robots can

be extended, thus the control design can be enhanced from bilateral control into the multilateral

control scheme [80].

To help human operators perform tasks more efficiently and comfortably from the remote

site, the concept of bilateral teleoperator control system can be applied. A lot of consideration

need to be accounted to make the designed system works perfectly. Dongjun et al. had pro-

posed a passive bilateral teleoperation control method for a pair of n-degree-of-freedom nonlin-

ear robotic systems. The control laws ensures energetic passivity of the closed-loop teleoperator

with power scaling, coordinates motions and installs useful task-specific dynamics for inertia

scaling, motion guidance and obstacle avoidance in master–slave system [81]. A teleoperation

transparency (fidelity) is the extent of telepresence of the remote environment available to the
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user through the master–slave system. In December 2007, Mahdi et al. had conducted the

research to study the high-fidelity of the bilateral teleoperation systems and its effect on the

multimodal haptics [82]. Next, Chang et al. proposed a telepresence index for bilateral teleop-

eration, which can be used both for the performance evaluation of bilateral control architectures

and for design purposes [83]. In the research, telepresence index has been compared favorably

with the other indices in term of clarity, convenience and accuracy, thereby demonstrating its

superiority. For the nonlinear teleoperation system, Quyen et al. had conducted a study on

a bilateral control of nonlinear pneumatic actuators for achieving high-performance control of

the mass flow rate [84]. By the experimental results, it shows that good teleoperation trans-

parency is achieved despite all the obstacles such as discrete input and nonlinear behavior of

the pneumatic-actuated teleoperation system.

As the bilateral system can be controlled remotely by the teleoperation system, the time

delay between the master–slave controller seriously deteriorates its performance and stability

[85]. Thus, many research have been conducted that consider this effect. To achieve more

vivid haptic transmission in the bilateral teleoperated system, Dapeng et al. performed a study

on haptic system which rely on the wireless communication under varying delay [86]. The

consideration of time-delayed output feedback research also had been conducted by John et

al.. In his study, he used second-order sliding mode unknown input observers for estimating the

external forces, neglecting the need for both velocity and force sensors for bilateral teleoperation

of nonlinear manipulators [87]. While Franken et al. used a two-layer approach combining

passivity and transparency of time-delayed bilateral telemanipulation system [88]. Even the

time delay is the important parameters to be considered in the teleoperation of bilateral system

[89–93], by implementation of certain technique can avoid the unnecessary delay effect.

The bilateral control system can be applied with the scaling technique. Scaling is usually

applied for a master–slave robot system with different sizes. Thus, a concept of macro-master

and micro-slave can be realized to extend human ability in delicate tasks such as robotic surg-

eries. Many examples of this scaled bilateral manipulation system research have been studied.

Mizoguchi et al. implemented the scaling of bilateral control system for their study on stiffness

transmission by using the gyrator element integration [94]. The proposed method integrates the

gyrator element in the F matrix to convert transparency scaling ratio during contact motion.

The concept of scaled bilateral system not only support the single or one degree-of freedom
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(DOF) system, but also can be extended into the multi-DOF manipulation system [95]. By

this implemented system, Sakaino et al. proved that this concept can provides stable and pre-

cise responses and it is applicable for actual robot systems, which necessary for advanced and

sophisticated medical operations.

1.1.5 Advancement of Vision-based System

Nowadays, the vision-based technologies are increasingly used in many area. It leads to many

new applications such as video surveillance, person identification, motion capture for entertain-

ment industry or medical purposes but also tools and systems, where the user can interface

a device e.g. gesture recognition, human–machine interaction or interactive web-based com-

mercial applications [96]. In industrial processes field example, the vision-based system can be

represented by the virtual reality concept. Virtual prototyping consists in replacing physical

prototypes by virtual mock-ups in order to increase productivity and shorten design, develop-

ment, engineering and training times on industrial product [97]. The use of the vision-based

system in daily life also can improve the quality of human life. To enable lectures using graphical

illustration, students who are blind should be able to read the instruction, listen and to fuse

both information streams in real time. Thus, Fang et al. had developed a real-time vision-based

tracking system together with haptic gloves to help students who have visual impairments [98].

The developed system is able to provide direction in conjuction with speech and fingertip read-

ing.

An useful information from the vision system can be captured to be used in many applicable

visual analysis. For tracking trajectories application, a movement-flow based visual servoing

system was proposed by Pomares et a l.. The system fusing the visual and force information of

an object by using a three-dimensional (3-D) image space in unstructured environments [99]. By

considering the human skin’s surface traction fields, Kamiyama et al. had performed a research

to study about the impact of force in developing the depth information trough color in vision-

based sensory system for real-time measurement [100]. Here, it show that all the information

of the visual data is possible to be translated to generate another useful application.

Vision system have been reported uses in robotic area. In December 2013, Raffaella Carloni

and his fellow researchers had implemented the obstacle-avoidance techniques for unmanned

aerial vehicles (UAV). This method can overcome the problem of nonfunctional global posi-
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tioning system (GPS) of the UAV when flying indoors in an unknown and unstructured envi-

ronment [101]. In another similar UAVs application, Ha et al. had proposed the vision-based

teleoperation method to control the speed and movement’s capability of the paired unmanned

ground vehicle (UGV) [102]. This system later be integrated with the haptic device [103] allow-

ing a human user to (haptically) teleoperate the UAV and UGV coordination. For the planar

robots servoing system, Emmanuel et al. proposed the image-based position-force control for

constrained planar robots subject to complex friction. In that research, a new formal solution

is presented for the problem of the uncalibrated image-based robot force control under the

parametric uncertainties without the singularities in the camera orientation angle [104].

An image information can be manipulated to generate the force guidance for the mobile

application. In November 2007 at San Diego, the concept of vision-based force guidance have

been applied for a teleoperative mobile robot manipulation system. This research was conducted

by Chung et al. [105] to study the effectiveness of guidance forces in a haptic system to enable

ease-of-use for human operators performing common manipulation activities of daily tasks.

While Bartolini et al. used the virtual force approach to study the vulnerabilities of mobile

sensor deployment [106]. The concept of virtual-force-based control method was also applied by

Chong Liu and Jie Wu in order to study the geometric routing protocol in mobile ad hoc networks

(MANETS) [107]. For the power assisted wheelchair application, an interactive control method

by implementation of vision-based reaction force observer was proposed by Oda et al.. In the

proposed approach, both encoder-based and vision-based reaction force observer are designed

for obtaining the virtual force due to the environmental change in the field of view [108].

1.1.6 Perspective of Visual Navigation Technique

Tracking the movement of objects by a vision system in real-time is an important problem.

It has been addressed by researchers in a number of different fields including target tracking,

surveillance, automated guidance systems, inspection and monitoring [109]. Thus, the real-time

tracking system is necessary for the creation of intelligent robotic systems.

There are many research discussing about the visual servoing method. Simas et al. had

proposed the visual tracking technique which based on 3D probabilistic reconstruction. This

proposal executes the markerless visual tracking observing the environment through a model

based in a volumetric reconstruction technique [110]. Further, Harlan et al. had developed the
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visual navigation approach for a mobile devices [111]. The study presents the integration of

an improved camera pose recovery method into a landmark-based visual navigation system for

mobile devices. In March 2012, Bonin-Font et al. proposed the inverse perspective transforma-

tion (IPT) technique for concurrent visual navigation and localisation [112]. In their method,

they used the IPT-based image feature classification criterions for an obstacle detection and

avoidance purposes of a Pioneer 3DX robot. For the hand gesture detection and recognition

study, the real time application of visual servoing approach was proposed by Nagaraj N Bhat.

He developed this technique to prove that the fast process of hand gesture recognition and direc-

tion control can be developed for human computer interaction [113]. To improve the detection

process during teleoperated navigation, Rong Lie et al. had proposed the integration of visual

navigation and auditory feedback. This study provides evidence that auditory displays have

the potential to improve user performance and system safety for “end-to-end” teleoperation

tasks under unfavorable conditions [114]. Next, for the moving object tracking method, Akira

et al. introduced the visual servoing technique based on real-time distance identification of a 6

DOF manipulator. As a result, the system shows that the camera can track the moving object

perfectly by identifying distance real-time and calculating pseudo inverse matrix [115].

The camera can be used as a vision sensor for the navigation system. There are many

types of camera available to be used and one of it is omnidirectional camera. Omnidirectional

camera can provide 360◦ view in a single image. The uses of this type of camera in visual

servoing was reported by Ming et al.. In his research, he develop the visual homing approaches

to enable a mobile robot to a reference position using only visual information of an uncalibrated

omnidirectional camera [116]. By the same camera, Gaspar et al. also developed the vision-based

navigation and environmental representation of a mobile robot in indoor environments [117]. In

stead of the omnidirectional type camera, the stereo vision technique of normal camera also can

be implemented. In 2007, Li Ge and Zhao Jie had proposed a real-time stereo visual servoing

approach for grasping of moving object [118]. The study introduced a visual tracking control

method based on template matching and stereo matching method to solve problems of slow

servoing speed and low oriented precision at invariable periods of object tracking.

The visual navigation method has been reported to be used for an industrial robot appli-

cation. In 1999, Sung-Hyun et al. has proposed the real-time control of an industrial robot

by using an image-based visual servoing approach. This method overcomes several problems in
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visual servoing with the monocular vision system [119]. Later, in November 2002, Han Liu and

his team had introduced a position-based approach to visual servoing and pose estimation for

an unknown target of robot manipulator works to reach the object. This study was based on

the genetic algorithm method [120]. Not only for the industrial manipulator robot, the servoing

technique also can be applied to be used by the humanoid robots. This is proved by the re-

search conducted by Hwang et al.. In his research, he study the comparison between two visual

navigation strategies for kicking to virtual target point of humanoid robots [121]. For further

reducing the total processing time of the system, he uses a single board computer with webcam.

The development of mobile navigation system can also applying the vision-based servoing

technique. In September 1988, Ishikawa et al. had conducted a study on the visual navigation

of an autonomous vehicle by using the white line recognition. In their approach, the automatic

unmanned vehicle (AUV) follows a white guide line on a flat ground floor sensing through a

forward looking camera [122]. Andrea et al. had conducted a study to validate a framework

for avoiding moving obstacles during visual navigation with a wheeled mobile robot [123]. By

conducting the real outdoor experiments, the proposed method show that the robot behavior

is safer, smoother and faster when the obstacle velocities are considered. As for flying object

navigation system, Salazar et al. proposed a real-time stereo visual servoing control method for

an UAV that have eight-rotors. By this implementation, the system can estimate the UAV’s

3D position yet allowing to control the orientation and position of flying robot [124].

1.1.7 Overview of an Image Processing Techniques

The literature of image processing offers a variety of well-established methods, both linear and

nonlinear, for filtering monochrome or gray-level images [125]. Color image filtering, on the

other hand, has started receiving attention only in recent years [126–129]. The implementation

of visual navigation method in a vision based system must be went through some image filtering

or processing techniques [130]. Thus, understanding of its processing pipeline or step may be a

good starting point to fully comprehend the signal processing perspective [131].

One of the popular steps is the detection of edges in color images. Andreas et al. was

mentioned that edge detection is one of the most important tasks in image processing and scene

analysis systems [132]. From their finding, color edge operators are able to detect more edges

than gray-level edge operators. Thus, additional features can be obtained in color images that
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may not detected in gray-level images [133]. Another popular method is an image binarization

technique. Krishna et al. had conducted the study on clustering based method of an image

binarization process in palm leaf manuscripts [134]. This method was used to extract the

foreground data from palm leaf manuscript images. With existing thresholding approaches, the

proposed method achieves better accuracy. In binarization process, the image contrast will bring

a big impact to the final result. Therefore, the contrast enhancement of an image can be done

by using the color and depth histograms [135]. Moreover, the color, texture and shape detection

are also important process in image processing technique. Kavitha et al. had conducted the

research on object based image retrieval from database using mentioned combined features. The

results show significant improvement over the existing systems [136].

The image processing technique can be applied in the vision-based human-computer inter-

action (HCI) especially to detect the skin color. In August 2003, Chen et al. proposed a simple

and fast method for face detection to dynamically define region-of-interest (ROI) in real time

application. He developed this method on his study on ROI video coding based on H.263+ with

robust skin-solor detection technique [137]. In 2011, Liu et al. had conducted a study on the

real-time skin color detection under rapidly changing illumination conditions [138]. In the study,

face detection is employed to online sample skin colors and a dynamic thresholding technique

is used to update the skin color model under Bayesian decision framework. This method can

perfectly detect illumination changes of the skin color.

1.1.8 Superiority of Visual Force Control System

Most applications of advanced robotics, and particularly hazardous environment robotics, re-

quire to provide robot manipulators with the ability of working in environments with unknown

location and geometry. Thus, external sensory information has to be integrated in the manip-

ulator control [139]. One of the solutions is by implementing the visual force control method

that can be integrated to the manipulator system. The development criterion of this method is

applied in many perspective such as the positioning of visual sensor, a suitable application and

so on. That criterion should be considered to confirm the superiority of the developed visual

force control system.

The technique of vision-based force control can be applied in different method of visual

sensor location. One of the method is called as the Eye-in-Hand (EIH), which the vision sensor
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is being attach together on the manipulator or robotic hand. In 2007, Hiroyuki Kawai et al.

had conducted the study on the development of the visual force feedback system with the eye-

in-hand configuration [140]. The vision and force control were applied to horizontal/vertical

direction for the environment which is thought as a frictionless, elastically compliant plane. In

other related study, Pomares et al. had proposed a technique on the implementation of the EIH

method to the manipulator system which also encompasses the information from a laser. Then,

a visual servoing approach was defined to track trajectories and to detect surface changes of the

target object [141]. The visual information not only gathered from the charge-coupled device

(CCD) types camera, but also can be obtained from the stereo head-mounted display (HMD)

as a study conducted by Williams et al.. They had developed the system to study the effects

of bisensory force feedback on teleoperator performance of a drill task under four different force

display conditions [142].

Besides EIH, the other method is called as the Eye-to-Hand (ETH), which the camera or

the vision sensor is located not on the manipulator, but in one static place. The camera can

view the servoing object and also the tip of the manipulator system from that static location.

In September 2008, Maciej Staniak et al. had proposed the parallel visual-force control system

which based on the eye-to-hand configuration [143]. The research presented an alternative

solution in which the grasping operation is aided by force control which accommodates positional

inaccuracies. In same year, other study had been conducted to show that the 3D visual feedback

system has the passivity which allows them to prove the stability of the developed system [144].

The ETH method is very popular in the application of the micro-manipulation control system.

Haibo Huang et al. had conducted a research on the visual force control of 3D cell injection

system [145]. There, the injection force was calibrated in a cell injection task to derive the

relationship between the force and the cell deformation.

In other aspect of controlling method, Ch. S. Kim et al. had proposed the fuzzy logic control

of a robotic manipulator which based on visual servoing [146,147]. They provided an alternative

way to solve the control of the dynamics of the manipulation system. The fuzzy logic was used

to detect easily situation of action mapping for the manipulation task at hand of the robot by

the visual force information generated from the vision sensor. In May 1999, Akio Namiki had

conducted the study on the high speed grasping using visual and force feedback. From the study,

the authors used the information from the 1000Hz camera system and compared the generated
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force by the calculated visual force with the estimated force of the manipulator’s gripper [148].

The high speed camera will provide a huge number of captured image frame in a second. Thus,

the sensory-motor fusion system which based on the 1ms cycle time was successfully developed.

In June 2014, the study on the designing of a new flexible controller for humanoid robot that

considers the interaction of visual and force control system [149] had been implemented. This

study was conducted by Gan Ma et al.. Moreover, the usefulness of the visual force control

system is proved by its implementation in the area of medical application. Wensheng Hou et al.

proposed a visual force-feedback system that suitable for neuroscience experiment [150]. In that

system, the force output produced by participants can be detected and recorded in real time,

while force output was visually displayed as a feedback cue to the participants simultaneously.

Yet, the produced force feedback system was MRI compatible and can be used for the clinical

application studies.

1.2 Motivation

Although many researchers have ventures into the application of haptic system, but the inte-

gration of the devices with the vision-based system for navigation purpose is still lack. Most

of the developed vision–haptic system were based on the virtual reality feedback. Thus, it will

not give the real representation of the manipulated haptic environment. Therefore, the study

can be focussed on the development of real-time camera vision-feedback to monitor live image

of the servoing objects.

There are many object servoing techniques have been developed before. Most of the tech-

niques are based on the position control and acceleration control. There are a few researchers

who apply it in the form of force control. But, many of them have applied for the application of

controlling a motion of mobile manipulator such as automatic unmanned vehicle (AUV), power-

assisted wheelchair and mobile robot. On that account, the integration of the object servoing

technique to the haptic bilateral master–slave manipulator system should be given preference

in order to find the originality.

The effectiveness of the implementation of disturbance observer (DOB) and reaction force

observer (RFOB) have been proven in order to develop a robust acceleration based motion con-

trol. Its capabilities that can be applied in many field, is undeniabled. Hence, the consideration

of applying the DOB and RFOB technique in the designed system, should be given priority.
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The focussed can also be given on the integration method of developed force controller to those

observer. Hereinafter, the motion control of bilateral haptic system for object servoing purposes

can be assisted by the generated force of integrated observer based methodology.

1.3 Research Objective

The direction in the development and implementation of this research are based on several

objective. A number of research objectives have been planned as the main goal to be realized.

The main objectives of this study are listed as below:

1. To design a vision-based system that can be integrated with the haptic system for motion

navigation. It will includes the suitable controller and image processing approach that

can be used for object tracking method in the bilateral system for horizontal movement.

The concept of bilateral master–slave manipulator system can be applied together with

the disturbance observer and reaction observer technique.

2. To investigate the utility of the designed method by the scaling effect of the object size.

The different of distance between the camera and the same navigated object can produces

the different scaling effect. The designed controller should be able to handle this effect.

3. To evaluate the performance of the proposed method by implementing the error or noise

suppression technique in the integrated vision–haptic system.

4. To analyse the ability of the designed controller to track the object by taking object

coordinate orientational effect into account. As for the one focus area of the object surface,

the self-rotation of the object may generate the object rotational effect to the navigation

system. The proposed method should be able to follow the rotation of the object so that

the focussed area can be navigated effectively.

1.4 Thesis Outline

The organization of this thesis can be described as follows. Chapter 2 explains the basic concept

of bilateral control methods of a master–slave manipulator system. Chapter 3 describes the ad-

vent of proposed Vision-based Force Compliance control method and its integration with the

haptic bilateral control system. Next, Chapter 4 discusses the scaling effect on the generated
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virtual force by the vision-based force compliance controller. Further, Chapter 5 investigates

the proposed system’s performance by implementing the vision-based disturbance observer tech-

nique. Moreover, Chapter 6 presents the object’s coordinate behavior which consider the rota-

tional control approaches. Lastly, Chapter 7 summarizes the conclusion and contribution of the

research.
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Chapter 2

Bilateral Motion Control

In the previous chapter, I have explained the relevant previous studies that have been conducted

by researchers associated with the topic to be discussed.

In this chapter, I will explain the basic knowledge of the bilateral control. This is crucial in

the realization of haptics motion control in order to move two motors simultaneously. At the

same time, through the concept of the master–slave system, the stiffness of the target object at

slave environment can be felt by the master manipulator rigidly.

I will begin by describing the explanations of basic theory of disturbance observer (DOB)

and reaction force observer (RFOB). Then move to the original concept of master–slave bilateral

control system and its basic theory.

2.1 Disturbance Observer

This section describes robust acceleration control based on disturbance observer [85, 151]. Pa-

rameters for the system are shown as in Table 2.1.

In actual motion control, disturbance force F dis is exerted on a robot. Disturbance Observer

(DOB) estimates disturbance force F dis and gives compensating current Icmp for robust motion

control. The block diagram of DOB is shown in Figure 2.1. The components of F dis are

described as follows:

F dis = F ext + F int + F fric + (M −Mn)s2Xres + (Ktn −Kt)I
ref
a . (2.1)

Disturbance force F dis also includes the force caused by modelling error of nominal mass

Mn and nominal thrust coefficient Ktn. Interactive force F int includes Coriolis term, centrifugal

term and gravity term. As a result, the disturbance force F dis is estimated through the low
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Table 2.1: Parameters for the DOB system

Parameters Discription

M Mass

X Position

Kt Force coefficient

Ia Motor current

F dis Disturbance Force

F ext External Force

F int Interactive Force

F fric Friction Force

Icmp Compensation Current̂ Estimated Value

Cp Position Controller

Cf Force Controller

Kp Position Gain

Kv Velocity Gain

Kf Force Gain

gdis Cutoff frequency of DOB

Ze Impedance of environment

(superscript)cmd Command value

(superscript)cmp Compensation value

(superscript)ref Reference value

(superscript)res Response value

(superscript)n Nominal value

(superscript)m Master system

(superscript)s Slave system

pass filter (LPF) as follows:

F dis =
gdis

s+ gdis
F dis. (2.2)

The equivalent system of Figure 2.1 is shown in Figure 2.2. It shows that the disturbance

force F dis is input to the system through the high pass filter (HPF) by the compensation of

DOB. If gdis is large enough, the disturbance force F dis hardly affects the system. Then, Figure

2.2 changes to Figure 2.3. Plant model is described as 1/s2. To achieve robust acceleration

control, it is absolutely necessary condition that gdis should be large enough.
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Figure 2.1: Disturbance compensation by DOB

Figure 2.2: Robust acceleration control

2.1.1 Acceleration Based Position Control

Robust motion control is achieved by using the DOB. The block diagram of a position control

system based on acceleration control is shown in Figure 2.4. Cp is a position controller where

Cp(s) = Kp + sKv. (2.3)

Position response is described as follows:

xres =
Cp

s2
(xcmd − xres). (2.4)

Equation 2.7 is transformed as follows:

xres

xcmd
=

Cp

s2 + Cp

=
sKv +Kp

s2 + sKv +Kp
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Figure 2.3: Ideal robust acceleration control

Figure 2.4: Acceleration based position control

=
2ζωns+ ω2

n

s2 + 2ζωns+ ω2
n

. (2.5)

The damping ratio ζ can set at 1.0 to achieve a critical damping effect. While, natural

angular frequency ωn =
√
Kp or

1

2
Kv.

2.2 Reaction Force Observer

DOB is utilized for not only estimation of disturbance force but also estimation of reaction

force. Reaction force observer (RFOB) can estimate wider band force information than a force

sensor [153]. However, it requires identification of friction force F fric and interactive force F int

such as the gravity term, in advance. The block diagram of RFOB is shown in Figure 2.5. If the

identification of parameters are perfect, estimated external force F ext is calculated as follows.

F̂ ext =
gdis

s+ gdis
F ext. (2.6)

The cutoff frequency of RFOB is same with that of DOB.

2.2.1 Acceleration Based Force Control

The block diagram of a force control system based on acceleration control is shown in Figure

2.6. Cf is force controller where

Cf = Kf . (2.7)
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Figure 2.5: Reaction force estimation by RFOB

Figure 2.6: Acceleration based force control

Estimated force response is described as follows:

F̂ res =
CfZegdis
s2(s+ gdis)

(F cmd − F̂ res). (2.8)

Equation 2.8 is transformed as follows:

F̂ res

F cmd
=

1

s2(s+ gdis)

CfZegdis
+ 1

. (2.9)

2.3 Bilateral Master–Slave Control System

A haptic environment can be realized by using the bilateral control of a master and slave system.

A force sensation that occurs in the slave environment can be perceived on the master’s control

side and vice versa. To enable the operator to accurately perceive a force sensation, both the

21



Figure 2.7: CAD illustration of X-Y table

force and position feedback should be transferred bidirectionally. In this study, two X-Y tables

are used to realize the bilateral motion system. An X-Y table is depicted in Figure 2.7.

The bilateral control concept uses the total acceleration ẍdif in the differential mode and

the total force Fcom in the common mode [152] on both the master and slave systems, where

ẍdif = ẍm − ẍs
= 0 (2.10)

Fcom = Fm + Fs

= 0. (2.11)

Moreover, it can be rearranged into the matrix form as,[
ẍdif
ẍcom

]
=

[
1
1
−1
1

] [
ẍm
ẍs

]
(2.12)

or can be integrated with Hadamard transformation matrix as,[
ẍdif
ẍcom

]
= H

[
ẍm
ẍs

]
(2.13)

where,

H =

[
1
1
−1
1

]
. (2.14)

To satisfy this control requirement, the differential mode and common mode are respectively

position-controlled and force-controlled using a disturbance observer (DOB) [153] and reaction
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Figure 2.8: Block diagram of bilateral control for master and slave system

force observer (RFOB) [151], respectively. In the differential mode, the position controller Cp

can be described as

ẍrefdif = Cp(s)(x
res
s − xresm ) (2.15)

and in the common mode, the force controller Cf can be described as

ẍrefcom = Cf (f ext
s + f ext

m ) (2.16)

where Cp and Cf as described in Equation 2.6 and 2.7 correspondingly. Here, Kp, Kv, and

Kf are the position, velocity, and force coefficients, respectively. Figure 2.8 shows the detail of

bilateral control system’s block diagram.

In this control method, low pass filters (LPF) are implemented in the proportional-derivative

(PD) controller of Cp to prevent noise and chattering. These LPFs can be described as follows:

LPF =
g

s+ g
(2.17)

where g is the cut-off frequency. Their position coefficient Kp and velocity coefficient Kv are set

based on the natural frequency ωn to demonstrate the critical damping ratio effect, as shown

below:

Kp = (ωn)2 (2.18)

Kv = 2ωn. (2.19)
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2.4 Summary

In this chapter, the original basic concept of disturbance observer (DOB) and reaction force

observer (RFOB) has been defined. Next, the realization of bilateral master–slave control

system also has been described. By implementing the DOB and RFOB in the bilateral system,

a robust motion control can be achieved.
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Chapter 3

Vision-based Force Compliance Control
Method

In the previous chapter, I have described the basic knowledge of the disturbance observer (DOB),

reaction force observer (RFOB) and bilateral motion control which can be considered as a

conventional method in haptic system.

In this chapter, I will explain about the proposed tracking control method which based on the

vision-based force compliance controller. This technique is important in order to manipulate one

object under the master–slave environment but at the same time the object is moving. Thus, by

the implementation of vision-based servoing method and integrates it with the bilateral control

system, the robust vision-aided master–slave motion control can be realized.

The chapter will begin by the overview of the overall proposed system. Next, I will describe

about the vision-based navigation technique. Then, the description of the basic concept of

vision-based force tracking control will be derived. After that, I will elaborate about how to

integrate it with the bilateral master–slave control system.

3.1 Introduction

In recent years, there have been great expectations surrounding the development of sophisticated

robot technology that can directly support human activities. A human-support robot should

be able to adapt to a human environment. A visual sensing technique is a good candidate for

integration with a robot system for such environmental adaptation [154].

There have been many studies on the integration of visual sensing techniques with robot

systems. One of the most popular research topics is visual servoing. Visual servoing is effective
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not only for the robust tracking of a target object [155,156] but also for effective robot motion

control [157, 158]. However, the pure position-feedback-based visual servoing is not suitable

for human–robot interaction. This is because the robot motion based on it is not compliant

with the reaction force generated by the physical interaction with the environment, including

a human. Compliance with the reaction force is necessary to realize safe interaction with the

environment [159]. Thus, the development of a force-feedback-based approach that utilizes

visual information is essential to realize safe physical interaction [160].

As for a human support robot, the master–slave robot system has recently attracted much

attention. A bilaterally controlled master–slave robot can realize haptic interactions between

the human, robot, and environment. The conventional research on bilateral control systems has

mainly focused on the realization of haptic communication. The introduction of a visual sensing

technique to a bilateral control system will dramatically improve the interactive function. In-

deed, visual information can improve the perception [161] and recognition [2]. Moreover, visual

information can improve the manual manipulation from the viewpoint of motion navigation.

Thus, vision-based navigation should be based on the force-feedback approach to avoid signif-

icantly disturbing the physical interaction. However, few studies have been conducted on the

integration between compliant motion navigation based on visual information and a bilateral

control system.

The intention to undertake a robust sensational feeling of actual environment and its feed-

back especially in the bilateral haptic system had triggered a new phenomenon in the field of

haptics research. There are several ways to realize that inspiration and one of the techniques

is by performing the visual force compliance control feedback to the bilateral haptic system.

Figure 3.1 shows the complete combination diagram of vision system and its integration with

the bilateral master-slave haptic system indicated in this research.

3.2 Vision-based System

The development of this research was integrated with the visual data as the important part to

be studied. The appropriate image processing’s data of the dedicated object will be computed

and used as a coordinate trajectory for the system. If the vision system detects some changes

in term of object’s movement, it will send that data (treated as position error) to the bilateral

system’s controller and resulted the generation of visual force, which will be further explained
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Figure 3.1: Bilateral haptic system with visual force compliance control.

in the next section of this chapter.

In this study, the object coordinate recognition is performed by using single camera technique

with single coordinate identification. The vision sensor or camera is mounted static above the

object (facing down). Even though it is not attached together with the haptic device but it

can render pixel error of the horizontal and vertical axes on its image plane. To simplify the

object detection, a marker is attached to the object surface. There are several type of marker

that can be used either rectangular type [162] or line type. In this study, a 2-cm blue line

is used as an object marker, as shown in Figure 3.2. In the image plane, the coordinate is

extracted from a single pixel of the object marker. The coordinate extraction method uses

several image-processing techniques.

The image-processing program had been developed using the OpenCV software to detect

and track the marker on the object. There are four main processes which are colour detection,

image binarization, corner detection and centroid identification. The software is designed to

trace only the blue colour with the pixel intensity from 0 to 255. Next, the detected blue color

of the object marker will be filtered using the image binarization process. In the binarization

process, the detected blue pixel will be assigned as ’1’ that represents white and the others

with ’0’, that represents black. Thus, only the object marker can be seen on the screen with

white pixels. Then, a corner detection process is performed to find the left-most and right-most

coordinates of the marker. The centroid of the object marker can be identified using this process.

The average of the coordinates will be calculated to find the center point, which will later be
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Figure 3.2: Blue line marker on the moving object

Figure 3.3: Image processing flow diagram

used as the object’s reference coordinate for the whole system. The centroid point will be in the

form of one single pixel and every change in the pixel value is cited as position error. It will be

sent to the system controller as a position command for the horizontal or vertical movement of

the haptic device with 1 kHz of sampling time. Although the transfered data is in the form of

x and y coordinates, only the horizontal movement will be considered in this research. Figure

3.3 shows the image processing flow diagram as for the identification of the object’s coordinate.

While Figure 3.4 shows the visualization of imaging process for detecting the blue line.

The camera is located about 10cm from the marked object. Since the captured object

information is in pixel value, it need to be converted into the real measurement value (in SI

unit). The different in camera’s distance will results different size of the original object’s marker

image [163]. To solve this, the image scale needs to be identified. So, the scaling factor of the

image size (between two corner horizontally) can be stated as,

Scaling factor, sx =
Actual length (m)

Number of pixel
. (3.1)

The camera is mounted on an adjustable camera stand that allows it to be raised to different

heights. This is also known as the camera distance magnification process. The height of the
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(a) Color detection (b) Image binarization

(c) Corner detection (d) Centroid identification

Figure 3.4: Visualization of image-processing techniques flow

camera is justified as the distance d between the camera and the object surface. The magni-

fication process will affect the generation of virtual force and it will be discussed in the next

chapter. Figure 3.5 shows the positions of the camera, object, and manipulator, along with the

coordinate frame.

3.3 Force-Based Compliance Control Method Utilizing

Visual Information

The movement of an object from one position to another can be modeled as depicted in Figure

3.6. On an image plane, a pixel’s coordinates can be referred to as P(px, py). In this study,

only changes in an object’s location along the horizontal axis are considered, which only affect
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Figure 3.5: Camera–object distance measurement and its coordinate frame

the values of px. The location of a moving object can be detected by using a camera, which

has been elaborated in the previous section. Thus, the mechanical model of one moving object

along the horizontal axis of the image plane can be described as

Mp̈resx +K(presx − pinitialx ) +D(ṗresx − ṗinitialx ) = 0 (3.2)

where M is the virtual object’s mass, whereas K and D are the virtual spring and virtual

damper coefficients, respectively. The term pinitialx is the initial position of the object, and presx

is the current object’s position in the image plane (pixel value).

Then, (3.2) can be restructured as the proportional derivative (PD) position controller shown

in (3.3):

p̈resx =
1

M

{
K(pinitialx − presx ) +D(ṗinitialx − ṗresx )

}
=

K

M
(pinitialx − presx ) +

D

M
(ṗinitialx − ṗresx )

= Kpv(pinitialx − presx ) +Kvv(ṗinitialx − ṗresx ). (3.3)

where Kpv is a virtual position coefficient, and Kvv is a virtual velocity coefficient.

As a result of the movement, the system will generate a virtual responsive force F res
x as the

feedback of the spring and damper in order to move back to its original position. This can be

defined as

F res
x = Mp̈resx . (3.4)
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Figure 3.6: Modeling concept of force-based compliance control

Further, this force will be used as a manipulator’s reference force for navigation purposes. Be-

cause the object moves to the right on the horizontal axis of the image plane, the manipulator’s

reference force F ref
x will be in the negative direction of F res

x . Hence,

F ref
x = −F res

x (3.5)

and for the same virtual object’s mass, M , it leads to

p̈refx = −p̈resx

= −[Kpv(pinitialx − presx ) +Kvv(ṗinitialx − ṗresx )]

= Kpv(presx − pinitialx ) +Kvv(ṗresx − ṗinitialx ). (3.6)

Let

prefx = presx − pinitialx . (3.7)

Then, (3.6) can be simplified to

p̈refx = Kpvp
ref
x +Kvvṗ

ref
x . (3.8)

Finally, the virtual force generated from the visual information in the image plane can be

described as

F ref
x = Mp̈refx

= M(Kpvp
ref
x +Kvvṗ

ref
x ). (3.9)
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If (3.1) is considered, the resulting movement for the manipulator’s reference xrefimg can be

written as

xrefimg = Sx(prefx )

= Sx(presx − pinitialx ). (3.10)

Hereafter, it also affects the calculation of the virtual force generated from the visual information,

F ref
x . Therefore, the converted value of virtual force F ref

img can be further elaborated as

F ref
img = Sx(F ref

x )

= Sx(Mp̈refx )

= M
{
KpvSx(prefx ) +KvvSx(ṗrefx )

}
= M(Kpvx

ref
img +Kvvẋ

ref
img). (3.11)

3.4 Integration of Force-Based Compliance Control Uti-

lizing Visual Information with Haptic Bilateral Con-

trol System

As described in the preceding section, a virtual force can be generated from information gathered

from the vision system. The integration of a force-based compliance controller utilizing visual

information with the haptic system can support a task involving careful and precise contact.

The integration of these control methods, including the scaling and magnification factor of a

static camera (eye-to-hand approach), is a novelty of this study.

For the respective changes in a specific object’s location or position captured by the vision

sensor, the force-based compliance controller will generate equivalent dedicated forces to trigger

the whole system to take action. A generated force may produce changes in the computed force

of the control system for both the master and slave manipulators, along with changes in its

position feedback. To realize the integration with bilateral contact motion, the average value of

the master and slave motor’s position xavebil will be considered as a feedback for the force-based

controller, where

xavebil =
1

2
(xresm + xress ). (3.12)
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Figure 3.7: Integration between force-based compliance controller and bilateral control system

Thus, the summation result of the image acceleration ẍrefimg of the force-based compliance con-

troller can be written as

ẍrefimg = Kpv(xrefimg − xavebil ) +Kvv(ẋrefimg − ẋavebil ). (3.13)

To maintain the stability of the control strategy, the produced virtual force will be treated

as a command value in the force common mode of the bilateral control system. It will serve as

a force reference for the master and slave manipulator. Hence, from (3.11), the total computed

force Fcom of the system can be described as

Fcom = Fm + Fs − F ref
img

= 0. (3.14)

Figure 3.6 shows the integration of the force-based compliance controller with the bilateral

control system. Further, it is demonstrated that this integration will depend on two conditions:

1) the output of the force-based controller (F ref
img) will be used as an input to the bilateral

system and 2) the output of the bilateral system (xavebil ) will be used as an input to the force-

based compliance controller. Thus, the system will be the same as the conventional bilateral

control if these two conditions are excluded. The complete block diagram of this integration

system with the implementation of low pass filter (LPF) are depicted in Figure 3.8 and Figure

3.9.

3.4.1 Parameter Setting

In this study, all of the control feedback are developed based on the second-order system. The

parameter setting for the control system should satifying the critical damping effect on the

transfer function output.
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Figure 3.8: Overall block diagram of force-based compliance control utilizing visual information
with haptic bilateral control system

The standard second order form of the close-loop transfer function can be expressed as

2ndorderform =
ωn

2

s2 + 2ζωns+ ωn
2
. (3.15)

Now, to achieve the critical damping effect, the damping ratio ζ should be set as 1.0. Then,

the second order transfer function for the proportional derivative (PD) control system can be

described as

PD control =
Kp

s2 +Kvs+Kp

. (3.16)
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Figure 3.9: Simplified block diagram of the proposed system

Thus, it causes the calculation of natural angular frequency ωn as

ωn =
√
Kp =

1

2
Kv (3.17)

where Kp is the position coefficient and Kv is the velocity coefficient of the manipulator system.

As to achieve a good position response between the master and slave manipulator system,

the ωn for the manipulator is set at 100 rad/s. Hence, it causes the position gain Kp and velocity

gain Kv value are calculated as 10000 and 200, respectively. As described in Section 2.3, the

value of cut-off frequency g for the implemented low pass filter (LPF) also can be set as 600

rad/s.

The aim of this research is want to perform the soft navigation of visual servoing system.

Thus, it will resulted the generation of low stiffness between the generated force by the com-

pliance controller and the response force by the bilateral manipulators. As to achieve these

condition, the compliance controller’s ωn value should be set lower than the setting value for
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the manipulators. Then, throughout the study, the natural angular frequency ωn value is set as

50 rad/s, that generates the Kpv and Kvv values as 2500 and 100, respectively. However, the

cut-off frequency value of LPF for vision is decided base on the performance of the vision sensor

(camera) which will be elaborated in detail in next section. In addition, the virtual mass of the

object Mi value for the compliance controller is set as 1.0 kg, to represent the whole considered

detected object marker in the vision system.

3.5 Simulation of the Control Method

This section will shows the theoretical analysis of the proposed vision-based force compliance

controller that performs by the simulation. The analysis will discusses the control performance

of the system which based on certain criterions; video frame sampling period, actuator inertia

and controller gain.

3.5.1 Simulation setup

The control performance of the proposed compliance controller with the bilateral master–slave

system is simulated by using the Cygwin Terminal of C programming language architecture. It

is conducted using the Windows7 based personal computer (PC) with the Intel Core i7-2600

3.40GHz processor and 4GB memory. The analysis will be focused on the performance of the

vision-based force compliance controller with the 1 degree-of-freedom bilateral actuator (master

and slave) system. The simulation time of all the control performance analysis is fixed at only

10 seconds with the Step input command. The Step input command is represents the sudden

transformation of the detected object as much as 1 mm at 1 seconds of simulation times.

3.5.2 Control performance based on the video frame sampling speed

In general, the tracking performance of the control method will be affected by the equipment

or hardware limitation. Since the proposed compliance controller is based on the visual infor-

mation, thus the performance of the camera that used to provide the image information should

be studied.

The video frame sampling period of the camera is one of the factor that can influence the

performance of the system. As to get the good response for the bilateral system, the designed

programming should be conducted with high speed of sampling time. In this case, it has been
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Table 3.1: The different of parameter setting of each cases

Case Video frame rate Cutoff frequency

Case 1 0.10×10−3 s 1.00 rad/s

Case 2 0.10×10−3 s 600 rad/s

Case 3 33.0×10−3 s 1.00 rad/s

Case 4 33.0×10−3 s 600 rad/s

set at 0.10 ms to achieve stability and high disturbance rejection. Anyway, recently there

are no camera that can provide the video frame rate such that speed. Thus, the comparison

between the control performance which based on the different video frame sampling speed will

be analyzed.

Further, the different speed of the frame rate also will provides different frequency generation.

Hence, the performance of the control method will be influenced by the designed value of

controller’s cutoff frequency. Thus, the analysis of different cutoff frequency value will be also

be considered.

The resolution of images also influence the performance of the system. High resolution

images provide much more detailed information regarding objects in view. However, processing

a high resolution images would require higher processing speed and more memory [164]. Thus,

longer processing time is required as the resolution of the image gets higher. Yet, it will decreases

the number of sampling speed and affected the control performance of the system.

The simulation for the control system is conducted in four different cases. The differents of

each cases are described as in Table 3.1. Case 1 and Case 2 use the same sampling speed as

the simulation sampling time (0.10 × 10−3s). Moreover, Case 3 and Case 4 use the different

sampling speed as to represent the frame rate of the conventionally available USB web camera

(30 fps). All cases uses the same parameters of Kp = 10000, Kv = 200, Kpv = 2500, Kvv= 100,

Mn = 0.5 kg and Mi = 1.0 kg.

37



Simulation result

Figure 3.10 to Figure 3.13 shows the results of the simulation that contains force, position and

position error for Case 1, Case 2, Case 3 and Case 4 respectively. Those results can be analyzed

in two categories; force response and position response.

• Force Response

From the graphs of Case 1 and Case 2, eventhough the system uses the same sampling rate,

chosen the different cutoff frequency of the compliance controller will affected the generation of

force response. It can be seen as in the Figure 3.10((a) and (b)) and Figure 3.11((a) and (b))

where the cutoff frequency value = 1.00 rad/s is applied to Case 1, and 600 rad/s is applied

to Case 2. For Case 1, the bilateral manipulator generates about 1.3N impulse force during

the beginning cycle of the implied Step input. It was to comply with the generation of virtual

force by the vision-based compliance controller that generates 2.6N of impulse force. However,

for Case 2, the master and slave manipulators generates about 31N and compliance controller

generates about 62N of impulse force.

On the other hand, for Case 3 and Case 4, when the sampling rate of the image from the

camera is getting lower (33 ms), the manipulators that ran with higher sampling speed, will

provides different performance as being compare to the results in Case 1 and 2. It can be

referred to the graphs as depicted in Figure 3.12((a) and (b)) and Figure 3.13((a) and (b)).

For Case 3, when the cutoff frequency is set at 1.00 rad/s, the bilateral manipulator generates

about 5N of impulse force with the settling time of 1.131s. While the compliance controller

generates about 10N impulse force. Besides that, in Case 4, when the cutoff frequency is set

at 600 rad/s, both master–slave manipulators generates about 65N impulse force as to respond

to the generated 130N of virtual force by the compliance controller. Anyway, the settling time

for this case is getting longer as long as 3.892s. The system took longer time to stay in steady

state condition.

• Position Response

The position response for Case 1, 2, 3 and 4 can be seen in Figure 3.10(c), 3.11(c), 3.12(c)

and 3.13(c), respectively. While its position error can be obtained in Figure 3.10(d), 3.11(d),

3.12(d) and 3.13(d), respectively. The error is calculated as

xerror =
1

2
(xresm + xress )− xrefimg. (3.18)
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(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.10: Force, position, and position error responses of simulation on Case 1

(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.11: Force, position, and position error responses of simulation on Case 2
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(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.12: Force, position, and position error responses of simulation on Case 3

(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.13: Force, position, and position error responses of simulation on Case 4
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From the results, Case 1 and Case 3 shows only a small position error of about 20 µm.

However, Case 2 generates about 160 µm of position error, while Case 4 generates about 11.3

mm of position error. It seems that the error are getting bigger if the cutoff frequency of the

compliance controller is set at a high value.

3.5.3 Control performance based on the actuator mass

The performance of the control method can be observed by considering the mass of the actuator.

The objective of this simulation is want to analyze the effect of generated force by the different

actuator’s mass value.

The simulation is conducted in two situation. The first situation, the master and slave

manipulator’s nominal mass are set at 0.5 kg each. While in the second situation, the master

and slave manipulator’s nominal mass are set at 10 kg each. Both situations use the same

parameter of Kp = 10000, Kv = 200, Kpv = 2500, Kvv= 100, Mi = 1 kg and the system’s

sampling time = 0.1 ms. The effect of the response force by the different inertia of the actuator

will be studied.

Simulation result

The simulation result for the control performance of the system which based on the actuator

mass can be seen as depicted in Figure 3.14 and Figure 3.15. The results are categorized into

the force and position response respectively.

• Force Response

The force response for this simulation is same as plotted in Figure 3.10. The master manip-

ulator generates the same 1.3N of impulse force as the slave manipulator. While the compliance

controller generates 2.6N of impulse force as to response to the Step input command.

However, when the inertia of the actuators are getting bigger, the generated impulse force

has hiking up to about 26N each. Although the compliance controller generates the same 2.6N

of impulse force. This result can be found as shown in Figure 3.15(a) and (b).

• Position Response

Even though the system’s force response gave different value for the different inertia point,

the system still can provides the small value of position error. From the graphs plotted in Figure

3.14(c) and 3.15(c), both system shows the same position response result with the position error
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(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.14: Force, position, and position error responses of simulation with Mn = 0.50kg

(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.15: Force, position, and position error responses of simulation with Mn = 10.0kg
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value as small as 20 µm. Its settling time were achieved at 3.54s of simulation time.

3.5.4 Control performance based on the controller gain

The control performance of the proposed system also can be measured by analysing the pa-

rameter setting of compliance controller’s gain value. It can be noticed that, all the previous

simulation which in subsection 3.5.2 and subsection 3.5.3, uses the compliance controller posi-

tion gain Kpv and velocity gain Kvv as 2500 and 100, respectively. It shows that the controller’s

natural angular frequency has been set at ωn = 50 rad/s, half of the value for the bilateral

manipulator, ωn = 100 rad/s. This is to realize the soft navigation and low stiffness control

system.

Thus, this simulation is conducted to find any changes in the performance response of the

system. The vision-based force compliance controller’s natural angular frequency is increased

to ωn = 200 rad/s. Hence, it will resulted the changes in controller’s gain value, to be as Kpv =

40000 and Kvv = 400. The other simulation parameters are set as Kp = 10000, Kv = 200, Mn

= 0.5 kg, Mi = 1 kg and the system’s sampling time = 0.1 ms.

Simulation result

Figure 3.16 shows a simulation results for the control performance which based on the different

controller’s gain value. The result can be discussed in two categories; force response and position

response.

• Force Response

As the ωn value for the compliance controller be increased to 200 rad/s, the controller had

generated the 40N of impulse force which then resulted the generation of 20N force for each

master and slave manipulators. On the other hand, even though the generation of impulse

force had increased, but the system’s force response achieved the shortest settling time which

converged at 1.055s. It can be referred to the graphs in Figure 3.16(a) and (b), respectively.

• Position Response

Based on the position response graph as depicted in Figure 3.16(c), the system can response

very well to the respective position command. It only produces less than 10 µm of position

error, which is the smallest error as compared to the other previous simulations. The response

of this position error can be seen as plotted in Figure 3.16(d).
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(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 3.16: Force, position, and position error responses of simulation with ωn = 200rad/s

3.5.5 Discussion

In general, the performance of the proposed control method can be summarized as below

• Video frame sampling speed

The faster video frame sampling speed, will produce the better control performance. It

also can reduce the error and noise in the system.

• Cutoff frequency

The lower the cutoff frequency value of the compliance controller, the better control per-

formance can be achieved. The lower value will make the system force response reach

shortest settling time in steady state motion.

• Actuator mass

As the mass of the actuator become large, its inertia also being increase synchronously.

Thus, the initial force to move the actuator increasingly hiking.
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• Controller gain

The bigger compliance controller’s gain value, the better performance can be achieved. As

the gain value be increased, the system can converge to the response command quickly.

Yet, it resulted the small value in position error. However, it hard for the system to

perform the soft navigation task.

3.6 Summary

In this chapter, the vision-based system which including its four step image-processing tech-

niques has been described. Then, there also the full explanation about the advent of the vision-

based force compliance control method and its concept. Next, the integration method between

the virtual force compliance controller and the bilateral control system has been introduced.

Finally, in the last section of this chapter, the simulation of the proposed control method has

been conducted and its control performance result has been analyzed.
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Chapter 4

Confirmation of the Scaling Effect

In the previous chapter, I have explained the basic concept of the proposed vision-based force

compliance control method. In the meantime, the integration method between the proposed

technique with the bilateral control system also has been described.

In this chapter, I will clarify about the different of generated force produces by the scaling

effect. This confirmation is crucial in order to ensure that the force generates by the compliance

controller is the same even if the object image is enlarged or undergone the magnification

process. Different scale of viewed object size will result in different generated force by the

controller. Thus, this effect should be encountered to get the same.

At first, the chapter will begin with the explanation of what is scaling effect and how it can

be occured. Next, I will explain about how to encounter the effect by the implementation of

one variable in the compliance controller. Further, the experimental setup and its result will be

elaborate to study the effect in the discussed topic.

4.1 Introduction

The advent of real-time vision navigation in the haptic environment has led to the development

of the latest technologies. In this study, the authors considered how the object can be tracked

and a kind of image processing approach needs to be used. It can be referred to the others

finding. For instance, Kapoor et al. proposed a new potential function-based modelling approach

for real-time object tracking by using single camera. The concept of attractor and repeller

inside a potential field had been introduced to classify different direction of motion in image

plane [165]. Moreover, Kim et al. had developed the tracking method that uses real-time

template matching of image processing technique. They had developed a haptic interaction
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method for a deformable object manipulation system considering image processing and physical

based modelling techniques without the use of force sensor [2]. Whilst, Tamadazte et al. had

proposed a new control law based on the use of pure image signal (pixel intensity) called as

photometric-based approach [156].

The establishment of the visual-haptic integration especially in the bilateral control system

has triggered the compliance’s performance study as done by Kuschel et al.. He and his team

proposed the combination of nonredundant position and force information to estimate compli-

ance by a weighted summation process [161]. Furthermore, Muis et al. introduced the technique

of dual compliance controller that uses a trajectory estimation from produced force for auto-

mated pushing operation [159]. Nakajima et al. also contributed to this bilateral control study

that used the environmental information of position and posture of target object obtained by

the camera [158]. Motoi et al. also proposed the force-based variable compliance control method

for bilateral system with different degrees of freedom (DOF) [166].

The authors also consider about the control technique. Previously, Taghirad et al. has pro-

posed a 3-D pose estimation of rigid object by only one camera by using Kalman observer and

extended Kalman filter (EKF) [155]. In the other hand, a visual servoing method based on dis-

turbance observer has been introduced by Lee et al. to improve visual servoing performance [167].

The authors consider to apply this research to control the medical robotic manipulators. For

instance, in case of beating heart surgery application, the investigation of the control strategies

for an active stabilizer dedicated to beating heart coronary artery bypass grafting has been done

in a high speed visual servoing medical robot [168]. Navkar et al. also provides a study of both

real-time visualization and force-feedback based guidance for maneuvering tool safely inside the

dynamic environment of a heart left ventricle [169]. All the related study has been considered

in line with the development of this research.

Hereinafter, this chapter explains a new bilateral control method with vision-based guidance

and elaborates its scaling effect. The visual force compliance control is adopted to the navigation.

The experiments demonstrate the validity and different scaling performance of the proposed

method.
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(a) Initial camera–object distance setting (b) New camera–object distance setting

Figure 4.1: The different camera height that create different camera–object distances

4.2 Scaling Effect

The navigation process for the moving object uses a camera that is located above the object

(facing down). As described in the previous chapter, the camera is mounted on an adjustable

camera stand that allows it to be raised to different heights. This is also known as the camera

distance magnification process. The height of the camera is justified as the distance d between

the camera and the object surface. Figure 4.1 shows the different height positions of the camera

that create the different distance between camera and object. As in Figure 4.1(a), initially the

camera is set at a height and the distance between camera and object is measured as dinitial.

When the object undergone the magnification process, the camera is set to a lower height that

the camera–object distance is measured as dcurrent, as depicted in Figure 4.1(b).

The object’s size may appear to be bigger if the camera is lowered down. This makes it look

like another object mass is being used for the navigation process. Thus, as a countermeasure to

this effect, a new generalization of the distance’s magnification function α needs to be considered
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and can be stated as

α =
dinitial
dcurrent

(4.1)

where dinitial is the initial distance between the camera and the object, and dcurrent is the current

distance between the camera and the object after being magnified. The values of scaling factor

Sx and the distance magnification function α are changed in a relative way by this magnification

effect.

Now, by considering the distance’s magnification function, the virtual force generated from

the visual information for the manipulator’s force reference F cmd
img can be revised as follows:

F cmd
img = αF ref

img

= αM(Kpvx
ref
img +Kvvẋ

ref
img). (4.2)

Hence, from (4.2), the total computed force Fcom of the system can be described as

Fcom = Fm + Fs − F cmd
img

= 0. (4.3)

It is found that if the camera is close to the object, or if the camera zooms in, the virtual

force based on visual information can be magnified. The complete flow of the block diagram of

this integration system is depicted in Figure 4.2.

4.3 Experiments

In this section, the experimental setup and dedicated steps are elaborated to confirm the validity

of the proposed method. The performance of this proposed method will be discussed in the next

section.

4.3.1 Experimental Setup

In this experiment, two X-Y tables are used as the master and slave manipulator systems.

Each manipulator can be moved in the horizontal (x-plane) and vertical (y-plane) directions.

A horizontal movement is used to give a response for the position and force feedback from the

generated virtual force utilizing visual information. A vertical movement is used for the purpose

of object manipulation using the stick attached to the manipulator to feel its stiffness.
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Figure 4.2: Overall block diagram of the system with magnification scaling consideration.

The vision sensor used in this experiment is a standard web camera with a maximum res-

olution of 1280 × 1024 pixels and a frame rate of 30 fps. This camera does not have a zoom

function. The magnification process needs to be done manually. It is mounted on a camera

stand with an adjustable height. The performance of the virtual force generated by this inten-

tional camera visualization will be evaluated and kept for reference and further enhancement.

Figure 4.3 shows the experimental setup for this experiment.

The camera needs to track a moving object. In this study, a rectangular object is used (8

cm length × 4 cm width × 6 cm height). The object is made of foam sponge and is white in

color. The object marker is attached to its surface. It is mounted on one linear motor so that

a designed standard repeated movement can be utilized. In addition, the various positions of

2-cm red, green, and yellow lines are printed out and placed in the background of the object.

This is to show the effectiveness of the image-processing technique. The positions of the object
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Figure 4.3: Experimental setup of force-based compliance control utilizing visual information
with haptic bilateral system

Figure 4.4: Positioning of object for navigation purposes

and its mover are shown in Figure 4.4.

The image-processing program was developed using the OpenCV library under the Microsoft

Visual Studio software. It is driven by the Windows 7 operating system with an Intel Core 2

Duo microprocessor chip. The developed program will process the captured image and send

the resulting coordinate to the bilateral controller with a sampling time of 33 ms. At the same

time, the bilateral controller is driven by a real time Linux operating system with the same type

of microprocessor through a PCI motor driver connection. The sampling time for the bilateral

controller is set to 0.1 ms. These two computers communicate through a standard UTP network

cable.
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4.3.2 Experimental Measures

In order to show the validity of the proposed system, the experiments are conducted based on

several steps. Specifically, there are two experiments with the same repeated task but different

camera magnifying conditions. The steps of the task are described below.

• Step 1: The object is moved 2.00 cm to the left and back to the original position. Continuously,

it is moved 2.00 cm to the right and back again to the original position. The linear motor that

acts as the object’s mover is programmed to perform these movements with a sinus command

characteristic. This step is conducted during the period of 10 to 29 s of the experimental time.

At this point, an attempt is made to show how the bilateral control of the master and slave

system responds to the generated virtual force.

• Step 2: A 20.0-N force is exerted at the master manipulator side. This force is exerted hor-

izontally in the left direction of the X-Y table. This step is conducted during the period of 30

to 39 s of the experimental time. Here, the responses of the slave manipulator and force-based

compliance controller utilizing visual information are analyzed.

• Step 3: A 2.50-kg cylindrical block is placed at the slave manipulator side (on the left), and it

acts like an obstruction object. Then, the same 20.0-N force is exerted at the master manipula-

tor. This step is conducted during the period of 40 to 49 s of the experimental time. This is done

to examine the extent of the reaction of the bilateral system and force-based compliance system.

• Step 4: This step is conducted for object manipulation purposes. The master manipulator

approaches and touches the object. It is moved vertically. The stiffness characteristic of the

object that is manipulated by the tooltip at the slave manipulator can be felt by the operator.

This step is conducted during the period of 50 to 59 s of the experimental time.

The steps mentioned above needed to be performed for each experiment. Initially, the

experiment was conducted with the distance d, between the camera and the object set at 20.0

cm. Then, for the second experiment, the distance was set at 10.0 cm to utilize the magnification

zooming-in function. In order to confirm the validity of the proposed integration method, the
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experimental results for two cases are compared: one using the proposed method and the other

using the conventional bilateral control without the integration of the force-based compliance

controller utilizing visual information. In this case, although there was no integration with the

force-based compliance controller, the data from the camera were still recorded to show the

movement of the object. Moreover, to reduce the noise generated by the web camera, the filter

was designed and applied to the system. The noise should have been greatly reduced. Thus,

a small cutoff frequency value was considered. Table 4.1 lists the control parameters used for

the bilateral controller and force-based compliance controller for the entire experiment. The

damping ratio characteristics for both systems were designed to allow critical damping with

the natural angular frequency ωn equal to 100 rad/s for the bilateral controller and 50.0 rad/s

for the visual force controller. The designed values were experimentally tuned to obtain the

best performance. These had to meet the requirement of soft navigation with low stiffness

manipulation to assist operators. The response data for each manipulator and camera were

recorded and saved for the analysis.

4.3.3 Experimental Results and Discussion

The effectiveness of the image-processing techniques can be assessed by referring to the visual-

ization results, as shown in Figure 4.5. Based on that figure, the program successfully detected

the blue line marker even though there was a variety of colors in the background. It filtered

out all the other image information, which left only one line of white pixels that represented

the intentional object marker. It was also successful at locating the centroid point by referring

to the detected corners. The size comparison could easily be made between the camera–object

distances of 20.0-cm and 10.0-cm. The resulting pixel length of the object marker was longer

when the distance was 10.0-cm compared to the 20.0-cm distance, which resulted in a smaller Sx

value. The object size was also magnified. The value for the weighting magnification function

α in the second experiment can be calculated as follows:

α =
20.0cm

10.0cm
= 2.00. (4.4)

After the scaling conversion, the center point coordinate of the object marker was sent to the

bilateral controller in real time when the experiment was conducted.

The recorded data for each experiment are plotted in several graphs, as depicted in Figure

4.6 to Figure 4.9. The data are divided into the position, force, and velocity responses for the

53



Table 4.1: System parameters

Parameters Description Values

Kp Position gain of manipulator system 1.00 × 104

Kpv Position gain of vision system 2.50 × 103

Kv Velocity gain of manipulator system 200

Kvv Velocity gain of vision system 100

Kf Force gain of manipulator system 1.00

gdis Cutoff frequency of DOB 600 rad/s

gdiff Cutoff frequency of LPF 600 rad/s

gv Cutoff frequency of LPF for vision 1.00 rad/s

Mn Mass of the motor 0.50 kg

M Virtual mass of the moving object 1.00 kg

horizontal and vertical movements of the haptic manipulators. The performance of the proposed

method and its comparison with the conventional method will be explained further.

Position Response

The bilateral system provided a good position tracking response with the proposed method.

This can clearly be seen in Figure 4.6((a) and (d)), and Figure 4.8((a) and (d)). At the same

time, it also managed to give a good reaction to a synchronous move following the tracking

position of the object created by the virtual force. For the horizontal movements of the 20.0-cm

camera–object distance, the application of a 20.0-N force to the master manipulator affected

the position change on both bilateral systems. There was a displacement of approximately 7

mm, and it could only generate a displacement of approximately 6 mm if there was an obstacle

on the slave side. Here, the effectiveness of the compliance controller could be clearly shown

when the image had been magnified. When the camera–object distance was set at 10.0-cm, even

though the same 20.0-N force was applied, both manipulators could only generate displacements
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(a) Color detection of 20.0-cm distance (b) Image binarization of 20.0-cm distance

(c) Color detection of 10.0-cm distance (d) Image binarization of 10.0-cm distance

Figure 4.5: Visualization of image-processing techniques for 20.0-cm and 10.0-cm camera–object
distances

of approximately 3.5 mm (without an obstacle) and 3 mm (with an obstacle). It seemed to

be more difficult to manipulate the bilateral manipulator when magnification was applied (it

became more strained).

In contrast, the bilateral system could not track and follow the movements of the object if

the conventional method was applied, as shown in Figure 4.7(a) and Figure 4.9(a). Thus, when

a 20.0-N force was exerted, the bilateral manipulator was moved but did not have the ability

to go back to its original position. Further, the operator had to move it to the original position

manually to commence the manipulation task.
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(a) Horizontal position response (b) Horizontal force response

(c) Horizontal velocity response (d) Vertical position response

(e) Vertical force response (f) Vertical velocity response

Figure 4.6: Position, force, and velocity responses of horizontal and vertical manipulator move-
ments for 20.0-cm camera–object distance by proposed method

Force Response

The effects of the force responses of horizontal movements when utilizing the proposed method

can be seen in the graphs in Figure 4.6(b) and Figure 4.8(b). These graphs clearly show that

a large force was generated by the force-based controller in response to an object movement

if it was magnified, compared to the case when it was not. It can also be noticed that the

56



(a) Horizontal position response (b) Horizontal force response

(c) Horizontal velocity response (d) Vertical position response

(e) Vertical force response (f) Vertical velocity response

Figure 4.7: Position, force, and velocity responses of horizontal and vertical manipulator move-
ments for 20.0-cm camera–object distance by conventional method

integration system gave a correct response when the summation of the bilateral force was equal

to the generated virtual force, as predicted. In step 3 of the experimental measures, the presence

of an obstacle on the slave side caused the generation of a feedback force (fs). Because of this,

an equal virtual force was generated to balance the total computed force responses.

On the other hand, even though the movement of the object generated the force, there

were no effects with the conventional method. This can be seen in Figure 4.7(b) and Figure
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(a) Horizontal position response (b) Horizontal force response

(c) Horizontal velocity response (d) Vertical position response

(e) Vertical force response (f) Vertical velocity response

Figure 4.8: Position, force, and velocity responses of horizontal and vertical manipulator move-
ments for 10.0-cm camera–object distance by proposed method

4.9(b), where neither manipulator was moved during object navigation. In step 2 and step 3,

the object was not moved, but was static at the initial position. Thus, no virtual force was

produced. Consequently, even though the master and slave manipulators moved, there was no

reflection in the virtual force compliance controller. When the 20.0-N force was applied, the

resultant forces were the same whether the camera was magnified or not.

Although the experiments performed in this study considered only the horizontal movements
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(a) Horizontal position response (b) Horizontal force response

(c) Horizontal velocity response (d) Vertical position response

(e) Vertical force response (f) Vertical velocity response

Figure 4.9: Position, force, and velocity responses of horizontal and vertical manipulator move-
ments for 10.0-cm camera–object distance by conventional method

of an object, the vertical manipulator movements were also recorded to show the ability to feel

the object’s stiffness with haptic manipulation, together with the servoing tasks. This means

that the operator can feel the haptic sensation of an object even if the object is moving. The

position and force responses of these manipulation activities can be seen in Figure 4.6((d) and

(e)) and Figure 4.8((d) and (e)) with the proposed method and in Figure 4.7((d) and (e)) and

Figure 4.9((d) and (e)) without the proposed method.
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The results show that the purpose of motion navigation with soft tracking of the moving

object was achieved. The dedicated compliance controller was applied only to the horizontal

axis and not to the vertical axis. Therefore, in the horizontal direction, the operator could feel

the virtual force generated by the force-based compliance controller utilizing visual information,

plus the environmental impedance. The operator could not directly feel the environmental

stiffness. This is a kind of trade-off. If the stiffness of the compliance controller increases,

almost rigid tracking with a hard virtual force feel can be realized. However, if this parameter

is decreased to a low number, a human will feel the relative environmental stiffness (from the

slave side). Yet, this will also decrease the motion tracking performance. Moreover, on the

vertical axis, there was no influence from the compliance controller. Thus, the operator could

accurately feel the stiffness of the object. These effects confirmed the validity of the proposed

system.

Velocity Response

The velocity responses of horizontal movements in both experiments are plotted in Figure 4.6(c),

Figure 4.7(c), Figure 4.8(c), and Figure 4.9(c), whereas Figure 4.6(f), Figure 4.7(f), Figure

4.8(f), and Figure 4.9(f) show the velocity responses of the vertical manipulator movements

during the contact task. Noises seem to be present in the graphs. These noises can clearly be

seen, especially during step 1 of the motion navigation task by the proposed method. It also

reflected the generated force response.

These noises were caused by two factors: the hardware and software limitations. For the

hardware constraint, a web camera with a low frame rate (30 Hz) and low resolution was used in

the experiments. Thus, this low-performance camera generated much noise. The generation of

much noise was also due to a software limitation, where a difference between the sampling times

for the image-processing and manipulator controller was set. A delay occurred by this difference

in the sampling times. In addition, the communication line between the two computers produced

a poor response signal to the control part. Thus, it generated the noises in the system.

In the future, the hardware limitation can be overcome by using a higher frame rate camera.

As for the software constraint, the implementation of a multi-rate sampling control technique

and/or interpolation technique can realize a noise reduction.

60



4.4 Simulation

As to confirm the results that gathered from the experiments, the simulation is conducted.

There are two kind of simulations which simulates the response on Step 1 and Step 2, as same

as the steps in the experiment. Those simulations also devided into two categories which depicts

the difference between the 20.0-cm and 10.0-cm of camera–object distances. The simulations

uses the same parameter as used in the experiments.

4.4.1 Simulation Results

The simulation results can be found as plotted in Figure 4.10 to Figure 4.13. Figure 4.10 and

Figure 4.11 shows the simulation results for Step 1. While, Figure 4.12 and Figure 4.13 shows

the results for Step 2.

In Step 1, when the height of the camera is reduced, the generation of compliance force

become bigger. It seems that the response force is doubled as compared to original 20.0-cm

distance. It can be referred to the figures as depicted in Figure 4.10((a) and (b)) and Figure

4.11((a) and (b)). In the meantime, the manipulators can follows the movements of the object

with minimum position error. The position responses on Step 1 can be referred in Figure 4.10((c)

and (d)) and Figure 4.11((c) and (d)). It shows almost the same position results.

In Step 2, when the position of the master manipulator is changed to the position of 0.01m,

the 25N force is needed to move it to that location. Thus, as a response, the compliance

controller also generates the same 25N force as a feedback. It can be referred as in Figure

4.12(a) and (b). However, when the distance between camera and object is reduced, to move

the master manipulator to the same location (0.01m), the 50N force is required. It shown that

the needed force is doubled. The results can be seen as plotted in Figure 4.13(a) and (b). The

slave system gave a good position response as same as the master manipulator for both camera

height simulation results. It can be found as in Figure 4.12((c) and (d)) and Figure 4.13((c)

and (d)).

As a conclusion, the simulations of Step 1 and Step 2 with the comparison on the different

camera-object distance, had confirmed the responses of the experimental results. Here, applied

scaling of the camera will resulted the generation of different compliance force response even

though the distance movements of the object are same.
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(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 4.10: Force, position, and position error responses of simulation on Step 1 for 20.0-cm
camera–object distance

(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 4.11: Force, position, and position error responses of simulation on Step 1 for 10.0-cm
camera–object distance
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(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 4.12: Force, position, and position error responses of simulation on Step 2 for 20.0-cm
camera–object distance

(a) Force response (b) Magnification of force response

(c) Position response (d) Position error response

Figure 4.13: Force, position, and position error responses of simulation on Step 2 for 10.0-cm
camera–object distance

63



4.5 Summary

In this chapter, I have explained about the scaling effect in the generation of virtual force

by the vision-based force compliance controller. Initially, in the first section, the concept of

scaling effect to the proposed system has been introduced. Then, four sets of experiments were

conducted to show the comparison between the proposed method with the conventional method

and together with the different height of camera–object distances. The validity of the proposals

are verified by the experimental results. Its utility also are confirmed by the simulation outputs.
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Chapter 5

Vision-based Disturbance Observer

In the previous chapter, I have explained the different of generated force produces by the

scaling effect in the proposed vision-based force compliance control method. The effect can be

encountered by the implementation of one variable in the proposed compliance controller.

In this chapter, I will explain about the improvement of the tracking performance by the

implementation of a vision-based disturbance observer in the proposed method. Camera res-

olution also plays an important role in the accuracy of tracking data. As the generated force

is fully dependant on the image information from the camera, tracking performance will also

depend on the quality of that image. In order to decrease the disturbance effect form by the

image information, a suppression method should be introduced.

I will begin with the construction of the vision-based disturbance observer method. Then, I

will explain about how to implement it in the proposed integrated vision-based bilateral control

system. Next, the experimental setup and its result will be elaborate to analyse the performance

in the discussed topic.

5.1 Introduction

Recently, a perfect and robust requirement of the moving target tracking techniques in motion

navigation has gained the attention. Several related control systems have been developed and

discussed about its importance and originality.

One of the solutions is the vision-based navigation method. The uses of vision system had

shown its robustness that can reduce the dependence on any position or force sensors. It was

reported that it were successfully be applied in servoing for micromanipulation application [156]

[170] and as an assistance in medical beating heart surgery [168] [169]. As the modelling of its
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control design gets more complex, the kind of disturbance observer [167] has to be implemented

to suppress any related modelling error or interruption [171] during the navigation task.

In the field of haptic, focused on the visual servoing controller for bilateral system application,

[166] [172] were shown its potential that can produces the force-based feedback by the useful

image information. However, the integration method of any designed vision-based disturbance

observer to the bilateral motion control still lack and never be implemented. The consideration

of this technique is important in order to attain a robust tracking of the target object.

Therefore, this chapter introduces the control algorithm of integration method for the im-

plementation of disturbance observer that based on the visual information in bilateral haptic

system. This observer can compensate the modelling error or any related force-based distur-

bance that occur in the integration of the system. The robust tracking of the target object

will be considered as an objective to be achieved by the implementation of the vision-based

disturbance observer (VDOB). It will be integrated with the bilateral manipulators controller

and vision-based force compliance controller.

5.2 A Construction of Vision-based Disturbance Observer

In this section, a control structure for the vision-based disturbance observer is presented. After

that, the proposed integration method with the present bilateral system will be introduced.

5.2.1 Vision-based Disturbance Observer Methodology

An implementation of an observer in a system can identify adherence to a given input. Hence,

information from this observer needs to be used together with the input signal as a feedback to

compensate any modelling error or disturbance that will occur.

In the development of the proposed method, the output signal information from the bilateral

manipulator system need to be justified either it can comply or not, with the motion navigation

by using the input from the vision-based force compliance controller. Thus, the kind of distur-

bance observer needs to be implemented to this system where its inputs are referred as from

the visual information.

As for the purposes to navigate the moving object, the generated force by the vision-based

force compliance controller (VFCC) may implicate the manipulators of bilateral system. There-

fore, the average velocity response of bilateral system ẋbilave is considered as the feedback to the
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designed observer. It will be compared with the original input signal (generated force) so that

the observed disturbance force FV DOB can be generated. As for minimizing any possible occured

noise, the kind of low pass filter (LPF) design with the cut-off frequency giDis is included.

The input signal of this observer Fcc can be defined as

Fcc = F cmd
img + FV DOB (5.1)

and the observed disturbance force FV DOB can be calculated as

FV DOB =

(
Fcc + σẋbilave

)
giDis

s+ giDis

− σẋbilave (5.2)

where,

σ = giDis

(
Mm +Ms

2

)
. (5.3)

Therefore, the VDOB will be functioned as a feedforward controller for dynamic object

tracking. It will generates the compensation value for compensates the steady state error in the

system.

5.2.2 Integration with the Bilateral Motion Control System

As mentioned in previous subsection, the designed vision-based disturbance observer is inte-

grated with the bilateral manipulator system. The generated force response Fcc will be fed into

the reaction force observer (RFOB) of the bilateral control. Thus, in order to fulfil the require-

ment of haptic bilateral control system, the total computed force fcom for the overall system

can be stated as

Fcom = Fm + Fs − Fcc

= 0. (5.4)

Figure 5.1 depicts the structure of the vision-based disturbance observer’s block diagram.

While, Figure 5.2 shows the block diagram of the integration of VFCC and bilateral system

with proposed Vision-based Disturbance Observer (VDOB).

5.3 Experiments

This section will describe the setup for the experiments that needs to be conducted. After that,

the results obtained from the experiments will be discussed.
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Figure 5.1: Vision-based Disturbance Observer (VDOB)

Figure 5.2: Block diagram of the system with proposed Vision-based Disturbance Observer

5.3.1 Experimental Setup

In order to validate the robustness of the proposed method, two experiments need to be per-

formed. The first experiment is implemented only with the integration of bilateral manipulator

control with vision-based force compliance controller. The second experiment is conducted

in combination of bilateral manipulator control, vision-based force compliance controller and

the vision-based disturbance observer. The difference between these two experiments will be

evaluated to study the robust performance of the intended technique.

Each of the experiments include two steps. The designed steps are as below;

• Step 1: the slave manipulator navigates the moving object and tracks its motion path. The

object is attached in one linear motor (object’s mover) and programmed to be moved in si-

nusoidal characteristic, 2 cm to the right and 2 cm to the left from the original position of

the object. The tracking performance of the system will be recorded and analyzed. It will be

conducted from 10 to 30 s of experimental time.
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Figure 5.3: Experimental setup for the vision-based force compliance controller with the bilateral
haptic system

• Step 2: the object is not moving. About 6-N force will be given to the master manipulator as a

disturbance force. The force is exerted by pushing the manipulator’s knob to the left direction.

The effect of this disturbance force to the overall system will be recorded and evaluated. It will

be conducted from 30 to 40 s of experimental time.

Those two experiments will be carried out with the use of the parameter as stated in Table

5.1. The ζ is set as 1.0. While, the natural angular frequency ωn are set as 100 rad/s for the

manipulator system and 50 rad/s for the vision system, with critical damping ratio characteristic

to obtain superior performance. The cutoff frequency values are justified by considering the

signal to noise ratio (SNR) effects on the system. The manipulators’ movements are controlled

and recorded by the LINUX operating system (OS) computer. While the image information

that is captured by the usb camera is processed by another computer with the Windows 7 OS.

The real time image informations gathered are sent to the LINUX computer that is connected

with the UDP network cable. Figure 5.3 shows the arrangement of the experimental setup for

the system.
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Table 5.1: Parameters for the VDOB system

Parameters Discription Values

Kp Position gain of manipulator system 1.00× 104

Kpv Position gain of vision system 2.50× 103

Kv Velocity gain of manipulator system 200

Kvv Velocity gain of vision system 100

Kf Force gain of manipulator system 1.00

gdis Cutoff frequency of DOB 600 rad/s

giDis Cutoff frequency of VDOB 30 rad/s

gdiff Cutoff frequency of LPF 600 rad/s

gv Cutoff frequency of LPF for vision 1.00 rad/s

Mm Mass of the motor (Master) 0.50 kg

Ms Mass of the motor (Slave) 0.50 kg

M Virtual mass of the moving object 1.00 kg

Sx Scaling conversion 0.38× 10−3 m/pixel

α Camera-Object distance ratio 1.00

5.4 Results and Discussion

The recorded data of the conducted experiments were plotted into three different graphs to

specifically validate the performance of its responses. Those three graphs are; the position

response, the position error and the force response, as shown in Figure 5.4 and Figure 5.5. The

results of the experiment obtained without implementation of proposed method is shown in

Figure 5.4, while Figure 5.5 shows the results acquired by integration of proposed method with

the bilateral control system.

5.4.1 Position Response

During the first step of the conducted experiments, the bilateral manipulator of master and slave

system had demonstrated its ability to navigate the moving object as depicted in Figure 5.4(a)

and Figure 5.5(a). Whereas, there were differences between those graphs during the second
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step of the conducted experiments. Upon the disturbance force applied to the system, it has

caused the bilateral manipulator to have about 2 mm displacement from its original position as

shown in Figure 5.4(a). In contrast, almost no displacement is observed in Figure 5.5(a) by the

disturbance force impact.

5.4.2 Position Error

The error between the position response of bilateral manipulator feedback xbilave and the captured

image xrefimg for both experiments are plotted as shown in Figure 5.4(b) and Figure 5.5(b). This

error xerr can be calculated as

xerr = xbilave − xrefimg. (5.5)

As for the first experiment, without the proposed method, the system had generated about

1.5 mm of position error during Step 1 and 2 mm of position error during Step 2 as depicted in

Figure 5.4(b). However, as for the second experiment, with the proposed method, the position

errors generated by the system were only about 0.5 mm during Step 1 and almost no error

during Step 2, as shown in Figure 5.5(b). By these results, the proposed technique has shown

its aptitude and effectiveness to track the moving object with the minimal position error and

gave a good response for the disturbance force as compared to the first experiment.

5.4.3 Force Response

The force response for the conducted experiment without the integration of vision-based distur-

bance observer is shown in Figure 5.4(c). From that figure, the bilateral manipulator system

gave the feedback as for a response from the force generated by the vision-based force compli-

ance controller. During Step 1, the force generated by the master and slave manipulator are not

in the same value because of its low stiffness’s controller design but still complies with the total

force of the system fcom. Thus, during Step 2, as 6-N force exerted to the master manipulator,

reversal force by the compliance controller is generated. However, the responded forces cannot

maintain at the zero force level even without any object’s movement and disturbance force.

Conversely, by the proposed method, the forces generated by the master and slave manipu-

lators of the bilateral system during navigation task are almost at the same value, as can be seen
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in Figure 5.5(c). Besides to be able to comply with the fcom condition, the generated system

force also can maintain almost at the zero force level apart of Step 1 and Step 2. With this ac-

complishment, the proposed vision-based disturbance observer has demonstrated its robustness

either for the motion navigation or against any disturbance force.

From the experimental results, the noise that appeared due to the low quality of the usb

camera can be found. The different sampling rates of the vision system program (1 kHz)

compared to the bilateral control’s (10 kHz) had caused a delay in a system, thereby generated

the noise. For future development, these effect will be reduced by replacing the usb camera

with the high performance camera having a higher frame rates and considering the multirate

sampling method. The stability of the system and its noise sensitivity will also be observed.

5.5 Summary

In this chapter, I have described the design method of Vision-based Disturbance Observer

(VDOB) for the proposed VFCC methodology. Then, this method is implemented in the bi-

lateral manipulator control system which produces new equation for the total force in common

mode of the system. The experiments have been conducted to show the different between the

proposed system without the VDOB and with the VDOB. Finally, the results were discussed in

term of its position response, position error and force response.
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(a) Position response

(b) Position error

(c) Force

Figure 5.4: Experimental results of the system without Vision-based Disturbance Observer
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(a) Position response

(b) Position error

(c) Force

Figure 5.5: Experimental results of the system with proposed Vision-based Disturbance Ob-
server
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Chapter 6

Confirmation on the Object Rotational
Effect

In the previous chapter, I have explained the technique on how to increase the tracking perfor-

mance by the implementation of vision-based disturbance observer.

In this chapter, the explanation about the object tracking technique by the proposed method

considering the object coordinate rotational effect, will be presented. This is crucial in order to

enhance the robustness of the proposed vision-based compliance control method.

The chapter will be begun with the conception of object’s rotational effect in the vision-based

servoing method. Then, I will explain about how to integrate the enhancement method in the

bilateral motion control system. Next, the experimental setup and its result will be elaborate

to analyse the performance in the discussed topic.

6.1 Introduction

An implementation of force-based control in haptic application has gained much attention.

Based on its popularity, many advanced technologies related to force-based research has been

proposed. It can be referred to past articles such as force-based haptic training system [173], 6

degrees of freedom (DOF) haptic interfaced robot [174] and teleoperated robot-assisted surgery

[175]. Further, the vibrancy of the research was enhanced by the involvement of the vision

system as a part of haptic control. Various methods have been investigated, and some of them

are about the angle of rotation of the navigated object.
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The discretion of angle effect on servoing task has demonstrated its importance in the devel-

opment of vision-based control system. One research was conducted considering the angle factor

in controlling the direction of unmanned aerial vehicle (UAV) caused by a gust of wind [176]. The

linearizing integration matrix has been proposed in the controller to generate wind correction

angle. An automatically positioning of end-effectors to be centered in micro-environment [177]

is another example of the rotational and positioning effect. An image-based PID visual servo

controller and Kalman filter method had been implemented to position the end-effector’s tip to

the center field of view. Thus, the consideration of the object rotational effect in vision-based

bilateral haptic control system is an interesting topic to be discussed.

Previously, the research which was based on the visual feedback that had been integrated

with the bilateral haptic system was developed. The horizontal movement of the navigated

object had been considered by the compliance controller to produce the dedicated virtual force

[162]. In other related visual and haptic feedback study, the model-displaced teleoperation

(MDT) approach was proposed by [178] to compensate the visual–haptic asynchrony issue.

The vertical movement of an object had been highlighted in the research. However, both

studies [162, 178] did not consider the rotational effect of the measured object in its trajectory

movement. Thus, a method that emphasizes the trajectory alteration of the object and its

effect on the haptic bilateral system, need to be developed. The consideration on the object’s

coordinate and orientation is important for the servoing application requiring parallel movement

to the determined object surface.

Therefore, this chapter elaborates the virtual force trajectory projection for the integrated

vision-based force compliance controller in bilateral control system that considering object co-

ordinate into account. The proposed method will deliberates an orientation of the object on its

coordinate which reflect to the servoing manipulator trajectory. By considering the rotational

matrix in the proposed controller, the projection of respective trajectory can be realized. This

method can transform the servoing trajectory of the manipulator depending on the moving ob-

ject’s rotation angle. Hence, the stiffness of the object can be rendered directly by the bilateral

manipulators during navigation task.
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Figure 6.1: Blue line object marker dimension

6.2 Vision-based Force Compliance Controller with Ob-

ject Rotational Effect

As defined in the Chapter 3, the vision-based force compliance controller (VFCC) is a kind of

controller that can give the virtual force feedback to the system. The feedback force is generated

by referring to the image information of the vision system. It will affect the horizontal movement

of an object and/or manipulator, hence the actual condition (stiffness) of the object can be felt

during the vertically manipulation of the manipulator. The concept of VFCC was introduced

in detail by [162].

In this chapter, a condition of the navigated object with respect to the VFCC is considered.

One of the conditions that can be accounted is an object’s rotational effect. This effect occurs

when the object is not moving straight in its original axes but move in a curve direction with

perpendicular to the tooltips of slave manipulator. Thus, the force generated by the controller

also must consider this object’s condition transformation.

The detection of this rotational effect is measured by the vision system. The static visual

sensor is used and located facing downward above the navigated object. A blue line objects

marker with a length of 2 cm is used for the object detection, as shown in Figure 6.1. An image

processing software of the vision system will do the colour recognition, image binarization,

corner detection and centroid identification processes [172]. In addition to the ability of the

corner detection process, by the detection of two corner with its’ coordinate from the end parts

of the line, the rotational angle can be calculated.

Figure 6.2 shows the detected two corners with respective rotational angle. From this figure,

the rotational angle θ can be calculated as

θ = sin−1
(a
c

)
(6.1)
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Figure 6.2: Rotational angle measures from the detected two corners

(a) (b)

Figure 6.3: Coordinate of the object (a)without rotational effect, and (b)with rotational effect
of θ◦

where,

a = y2 − y1

c =
2

√
(x2 − x1)2 + (y2 − y1)2. (6.2)

As shown in Figure 6.3(a), the object with a coordinate (x0, y0) will cause the VFCC to gen-
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erate the responsive virtual force horizontally if the object or the tooltips is moved in horizontal

direction (X-axis) [162]. The generated force will let the manipulator moves in parallel direction

to the object’s focused area/surface. In pixel value, the object’s coordinate displacement prefxy is

obtained from the subtraction of current object’s coordinate presxy with initial coordinate pinitialxy .

However, if the object is moved to a new coordinate (xn, yn) with a rotational angle of θ◦ from

its original position, the direction trajectory of generated virtual force also will be changed.

Figure 6.3(b) shows the condition of the object with the rotational effect.

The horizontal and vertical axes of the object with respect to the tooltips will be twisted to

a new horizontal and vertical axes (X ′, Y ′) as much as θ◦. Thus, the calculation of produced

force by the VFCC will encompass this rotational effect by using the rotational matrix formula,

R. The formula can be defined as

R =

(
cos θ sin θ
− sin θ cos θ

)
. (6.3)

The R can realize the projection between the trajectory of X-Y and X ′-Y ′.

6.3 Integration of the Bilateral System with Vision-based

Force Compliance Controller including the Rotational

Effect

The VFCC can be integrated with the bilateral control system. As the object is navigated by

the vision sensor, the generated virtual force will order the bilateral system to comply with the

object’s position. Thus, the bilateral manipulator may track the object movement and at the

same time can feel/manipulate the objects.

Therefore, as prescribed in earliest chapter, by this integration the average position of bi-

lateral manipulator xave
bil will be considered as an input to the VFCC. In this study, the object’s

rotational effect factor is considered. As a result, the acceleration reference ẍref
img for the VFCC

controller can be described as

ẍref
img = Kpv

(
xref

img − xrot
bil

)
+Kvv

(
ẋref

img − ẋrot
bil

)
(6.4)
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where

xref
img = Sxp

ref
xy (6.5)

and

xrot
bil = Rxave

bil . (6.6)

The xref
img is the object’s position reference. It is obtained as a result from a multiplication of

object’s coordinate displacement in pixel value prefxy with the scaling conversion factor Sx [163].

While Kpv and Kvv are position and velocity gains of VFCC controller respectively. Then,

considering the virtual object’s mass M , the virtual force Fref
img can be calculated as

Fref
img = M ẍref

img. (6.7)

Further, the generated virtual force with respective rotational angle Frot
img can be described

as

Frot
img = R−1Fref

img. (6.8)

In common mode, the calculation of the total feedback force for the integrated system Fcom can

be defined as

Fcom = Fm + Fs − Frot
img. (6.9)

Figure 6.4 depicts the complete block diagram of integration between the bilateral control

system and vision-based force compliance controller including the rotational matrix. While, the

simplified diagram for the integrated system can be found as shown in Figure 6.5.

6.4 Experiments

In this section, the details about the experimental setup and the arrangement of the equipment

will be explained. Subsequently, the steps to conduct the experiments will be described. Next,

the results of the conducted experiments will be explained.
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Figure 6.4: Complete block diagram of vision-based force compliance controller in bilateral
master-slave haptic system with rotational effect

Figure 6.5: Integration of bilateral control system with VFCC considering the rotational matrix

6.4.1 Experimental Setup

As to prove the concept of the proposed method, the experiments of the integrated system are

conducted. The experiments are performed using two sets of X-Y table as a bilateral master–
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Figure 6.6: CAD diagram of X-Y table

slave manipulators system. One is a master manipulator and the other is a slave manipulator.

Each set consists of two linear motors which were positioned perpendicular to each other to

reflect the horizontal and vertical movements. Its movements are controlled by the Linux op-

erating system (OS) computer. Figure 6.6 depicts the illustration of X-Y table used in the

experiment.

As for the vision system, a conventional web camera (1.4 megapixels) with 30 fps, that is

connected to the Windows 7 OS computer, is used. The camera is static and attached on the

adjustable camera stand. It is located above the object with facing downwards as to navigate

the object’s movements. The real time image informations are captured, processed and after

that are sent to the bilateral controller that is connected by UDP. The white foam, with the

dimension of 8 cm × 6 cm × 4 cm and pasted with blue line marker, is used as the object. An

arrangement for all the equipments is shown as in Figure 6.7.

Further, to confirm the validity of the proposed method, two experiments which used the

different object’s rotation condition are conducted. The first is without any rotation or θ = ∠0◦

and the second is with object’s rotation at θ = ∠45◦. At this moment, the basic concept of the

proposed method needs to be justified. Thus, the technique of static and not moving object is

used in both experiments. Each experiment is conducted following several steps as below:

• Step 1: The master manipulator is moved horizontally to the right direction (+X).

• Step 2: The master manipulator is moved horizontally to the left direction (−X).

• Step 3: The master manipulator is moved vertically in forward direction (+Y).

• Step 4: The master manipulator is moved vertically in backward direction (−Y).

• Step 5: The master manipulator is moved diagonally to the right and forward direction at
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Figure 6.7: Experimental setup for the bilateral haptic system with vision-based force compli-
ance controller

∠45◦ (+X and +Y).

• Step 6: The master manipulator is moved diagonally to the left and backward direction at

∠45◦ (−X and −Y).

The first step is begun after 10 seconds of experimental times and the steps are updated for

every 10 seconds interval times. The experiments are conducted based on the parameter values

as given in Table 6.1. The responses position and force of horizontal and vertical manipulators

of the bilateral system are recorded to be analyzed.

6.5 Results and Discussion

The vision system successfully detected the object and its changing angle. It can be referred

to the captured images as shown in Figure 6.8 for θ = ∠0◦ and Figure 6.9 for θ = ∠45◦.

The developed image processing software perfectly detected the blue line marker even though

another colors are presented in the background.

The recorded data from both experiments is plotted in the responded graphs. The responses

are divided into four categories which are the horizontal position and force of horizontal manip-

ulator, and also the vertical position and force of vertical manipulator. Figure 6.10 depicts the

manipulators’ responses for θ = ∠0◦ while Figure 6.11 for θ = ∠45◦.

In the first experiment, by applying the force at the master manipulator (to move it to the
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Table 6.1: Parameters for the object’s rotational effect system

Parameters Discription Values

Kp Position gain of manipulator system 1.00 × 104

Kpv Position gain of vision system 1.00 × 104

Kv Velocity gain of manipulator system 200

Kvv Velocity gain of vision system 200

Kf Force gain of manipulator system 1.00

gdis Cutoff frequency of DOB 600 rad/s

gdiff Cutoff frequency of LPF 600 rad/s

gv Cutoff frequency of LPF for vision 1.00 rad/s

Mm Mass of the motor (Master) 0.50 kg

Ms Mass of the motor (Slave) 0.50 kg

M Virtual mass of the moving object 1.00 kg

Sx Scaling conversion 0.38 × 10−3 m/pixel

directions as mentioned in the experimental steps), the bilateral horizontal manipulators make

only a little displacement (almost zero) for each type of movements which corresponded to the

generated force by the VFCC as shown in Figs. 6.10(a) and (b). The VFCC generates the

corresponding virtual force to maintain the position of horizontal manipulators. At this stage

of the conventional VFCC method, the system shows its ability when the vertical manipulator

can be moved freely in the vertical direction as depicted in Figs. 6.10(c) and (d). Indeed, the

generated virtual force is only applied at the horizontal movements of the system’s manipulators.

Thus, in vertical direction of manipulating task to contact with the object, the original stiffness

of the object can be felt [162].

As for the second experiment, the manipulators are hard to be moved either in the horizontal

or in the vertical direction of the X-Y tables. These are proved by the generated horizontal and

vertical forces as shown in Figs. 6.11(b) and (d). This is because of the alteration of original

manipulator’s servoing trajectory. In this situation, the navigation trajectory is rotated ∠45◦

as same as the object’s coordinates orientation. Thus, the trajectory of the generated virtual

force also is changed. In contrast, the manipulators can easily be moved in diagonal directions

of θ = ∠45◦ (Step 5 and 6). It shows that the original behavior of VFCC which only affected

to the horizontal movements, can be utilized. Further, the original stiffness of the object can
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(a) (b)

Figure 6.8: Image processing results for (a) detection of object’s marker, and (b) binarization
output of the detected object’s marker, at θ = ∠0◦

(a) (b)

Figure 6.9: Image processing results for (a) detection of object’s marker, and (b) binarization
output of the detected object’s marker, at θ = ∠45◦

be felt [162] even by manipulating the manipulator in diagonal directions (θ = ∠45◦). The

displacements in horizontal and vertical position for the manipulators can be found as plotted

in graphs of Figs. 6.11(a) and (c). For both cases, since the virtual force generated by the VFCC

only being applied to the horizontal manipulator, no data on the virtual force is recorded for

force response graphs as in Figure 6.10(d) and Figure 6.11(d).

The proposed method shows its utility by rotating the respective X-axis of the system to

the new X ′-axis which corresponding to the object’s rotational effect. As a result, the operator
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(a) Horizontal position (b) Horizontal force

(c) Vertical position (d) Vertical force

Figure 6.10: Experimental results of the system without rotational effect (θ = ∠0◦)

at the master manipulator can freely feel the stiffness of the object (by the slave manipulator)

even if the object rotates.

6.6 Summary

In this chapter, the concept of object coordinate rotational effect is introduced. This concept

is applied to the proposed integrated vision-based force compliance controller with the bilateral

motion control system. As the coordinate of the object is changed, which also including its

rotational effect, the axis of the generated force will also get changed in parallel with the

rotated axes. The experimental result had confirmed the utility of this method.
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(a) Horizontal position (b) Horizontal force

(c) Vertical position (d) Vertical force

Figure 6.11: Experimental results of the system with rotational effect (θ = ∠45◦)
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Chapter 7

Generalized Conclusions

7.1 Executive Summary

In this portion, the conclusions for each chapter, from chapter 1-6 will be explained. In total,

this thesis is divided into 7 chapters including this chapter, the generalized conclusions. At the

end of this thesis, there are appendix sections that included the special research report, the list

of publications and the list of research awards.

In Chapter 1, the background of the research was presented. A vast of literature reviews

of past research by other researcher were defined. The reviews cover the topic that related to

this study such as in the area of haptic, disturbance observer (DOB), reaction force observer

(RFOB), bilateral motion control, vision-based system, visual servoing technique and image

processing method. Based on the reviews, it has motivates the author to conduct a research

and proposed the new method in haptic bilateral motion control which based on the visual

servoing technique.

Hereinafter, Chapter 2 explains the basic concept of motion control for robust bilateral haptic

system. To achieve a robust acceleration based control system, the DOB and RFOB control

method can be used. Thus, the concepts of both methods were presented in details. In the

meantime, the bilateral master–slave manipulator’s basic control approach is also introduced.

The bilateral control concept uses the total acceleration ẍdif calculation in the differential mode

and total force Fcom calculation in the common mode on both master and slave systems.

Furthermore, Chapter 3 presents a novel technique of combination and integration of haptic
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system with vision-based force compliance controller (VFCC). The system incorporated the

bilateral control of master and slave devices with the visual servoing and navigation method.

The uniqueness of this proposed system, compared to the other system, is in its ability to

treat the visual navigation’s of specific object information as a beneficial force that affected

the whole system’s position and/or force feedback. Hardware components, image processing

techniques and control methodologies of the proposed system are presented. The simulation of

the proposed control method is conducted which based on the Step input command to study

the control performance of the proposed system.

Moreover, Chapter 4 explains the confirmation of the scaling effect on the generated force by

the proposed VFCC controller. The scaling effect will occur if the magnification process of the

image is held. The system’s validity was shown by enhancing a haptic bilateral control’s ability

to track a moving object without any direct contact. Four experiments were conducted with

different camera and object distances to evaluate the effectiveness of the system with and without

the implementation of the proposed method. The techniques for a single camera, eye-to-hand

approach for this force-based compliance control were considered and discussed. The weighting

magnification function α between the camera and the object could be changed according to the

size in the image plane. Based on the experimental results, it was verified that the magnification

effect for the same object size caused different position and force responses in the horizontal

manipulation task. It was also found that the camera–object distance was directly proportional

to the scaling ratio between the original size object and the camera captured size. The proposed

method of integrating the force-based compliance controller utilizing visual information with a

haptic bilateral motion system will be effective at realizing tasks involving careful and precise

contact, e.g., microscopic tele-manipulation.

In Chapter 5, the concept of vision-based disturbance observer (VD0B) for bilateral haptic

system is introduced. The explanation of the proposed integration technique between the VDOB

and VFCC controller is presented. Subsequently, the comparison of its robustness among the

present bilateral control is discussed by referring to the conducted experimental data. As a

result, the implementation of vision-based disturbance observer that was integrated with the

haptic bilateral control system can improved the tracking performance generated by the vision-

based force compliance controller (VFCC). Further, the proposed method can compensates the

modelling error or occurred force disturbance in the designed system. Thus, the robustness of
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the navigating the target object can be achieved.

Lastly, Chapter 6 presents a trajectory navigation method of generating the virtual force

by the vision-based force compliance controller (VFCC). The object’s rotational effect had

been considered in line with the virtual force generation direction in the bilateral manipulator

system. The control methodologies for the proposed technique and its experimental results

were presented. The projection of new manipulator’s navigation trajectory based on the object

orientation was realized by considering the R (rotational matrix) in the system. Thus, the

original behavior of the VFCC (generated force for horizontal manipulator movements) can be

utilized. The effectiveness of the proposed method had been examined and discussed. As to

confirm the concept of the proposed method, two experiments using two sets of X-Y table had

been conducted. From the experimental results, it had been confirmed that the generated force

manipulated from the image information of object’s trajectory may responses to the system’s

trajectory respectively. Hence, the proposed method is effective in the applications for the

tele-manipulation process of the moving object with specified object’s surface.

7.2 Future Research

There are several future works which can be considered and have not done yet because of time

limitation. The topics that could be explored and will be the near future research topics are

listed as below.

• Implementation of this integration method in more complex trajectories. For further work,

this method can be implemented in more complex trajectories, including a redundant

manipulator to evaluate its robustness. In this research, the proposed vision-based force

compliance control method is applied to be integrated with the bilateral haptic system

only with 2 degree-of-freedom (DOF) manipulators.

• Visual servoing technique by using high speed frame-based camera. High speed camera

can provide a better image acquisition. Thus, a high speed, high resolution camera can be

used to get more precise image information signal of the navigated object from a remote

environment. In this study, the object image only be captured by using the conventional

USB web-camera with 1.3 megapixels of pixel resolution.
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• Implementation of a robust detection method of tracking object. In this study, the image

information is gathered based on the blue line marker that pasted on the object surface.

For an implementation of tracking method in real application, a robust detection method

of the object should be studied. It can be done by referring to the criterion of the object

itself, such as shape, color and size.

• Implementation of an image processing on a Linux-based operating system. Conduct-

ing the image processing technique on the non real-time operating system will decelerate

the performance of the produced response. Thus, in the future a real-time-based operat-

ing system should be used for the whole experimental architecture including the image

processing method.
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Appendix A

Trajectory Generation of 2-link
Manipulator using Nonlinear Optimal
Control Approach

A.1 Abstract

This paper addresses a solution for trajectory generation of two-link manipulator. The trajectory

is generated by considering the nonlinear optimal control method which involving the use of

Model Predictive Controller (MPC). There are two units in the MPC controller which are the

internal plant model and the optimizer of cost function. In this paper, the simulations are

conducted to compare the result between of the proposed method with different parameter

setting values. The details concerning the implementation of this method will be discussed.

The simulation results confirm the effectiveness of the proposed method.

A.2 Introduction

Recently, a lot of strategies have been introduced in order to control a robot [179]– [186]. In

controlling the 2-link manipulator system, the dynamic effect of that manipulator will effect the

performance of the controller. Some study had been conducted to generate the trajectory of

manipulator system using the conventional computed torque control method but the response

still not convince and needs the implementation with another observer [180]. The problem occur

due to the implementation of linear control to the nonlinear system. Thus the nonlinear optimal
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control technique should be used to tackle the nonlinearity effect.

One of the solutions is by implementing the nonlinear Model Predictive Control (MPC)

method. The MPC is designed depending upon the past inputs and outputs, while the internal

plant model will predicts the future output [181]. It is compared with reference value and the

substracted result or future error is sent to the optimizer. The future inputs will be generated

which finally becomes the past memory of the model for the next event. The iterative method

is subsequently followed until it reaches close to the desired reference value [182]. This process

always repeated so the output will be optimal [183].

This paper proposed the nonlinear MPC controller as for the optimal trajectory generation

of 2-link manipulator. The trajectory will be simulated using MATLAB software including

the MPC Toolbox. In the simulation, the controller’s weighting parameters are set at certain

values and the variation of these values will be compared based on the generated response. Its

performance will be evaluated depending on two cases. The same cases also be applied by using

the Linear Quadratic Regulator (LQR method) for effectiveness comparison.

The organization of this paper is as follows. The control methodologies of two-link manipula-

tor system considering its dynamical model are described in section II. Subsequently, in section

III, the simulation parameter to evaluate the system’s effectiveness are explained. Additionally,

the performance of the proposed method is discussed based on the obtained simulation results.

Finally, section IV concludes the outcome of this paper.

A.3 Control Methods

In this section, the consideration of the dynamical model of two-link manipulator by the Euler-

Lagrangian method will be explained. Next, the optimal control methods for the respective

manipulator system will be explained.

A.3.1 Euler-Lagrangian method

Considering the dynamical model of two-link manipulator, the Euler-Lagrangian method can

be used. The Lagrangian function L(θ, θ̇) are encompasses of kinetic energy function K(θ, θ̇)

and potential energy function P (θ, θ̇) [184]. In general, kinetic energy function can be defined
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as

K =
1

2

2∑
i=1

2∑
j=1

mij(θ)θ̇iθ̇j (A.1)

and potential energy function can be defined as

P =
2∑

i=1

gpcimi. (A.2)

Here, pci is the position of the centre of mass. Thus, the Lagrangian function can be written as

L(θ, θ̇) = K(θ, θ̇)− P (θ, θ̇). (A.3)

A.3.2 Dynamic model of 2-link manipulator

Figure A.1 shows the configuration details of 2-link manipulator. From this figure, the param-

eters are described as below;

mi = centre of mass (CoM) for link i-th

θi = angular variable for joint i-th

li = length for link i-th

si = distance between joint i and the CoM of the link i-th

g = gravity force along x2 axis

where, i = 1 and 2.

The dynamical model of this manipulator is considered by the Euler-Lagrangian and it can

be calculated as

• For link 1;

K1 =
1

2
m1s

2
1θ̇

2
1 +

1

2
I1θ̇

2
1 (A.4)

and

P1 = m1gs1sinθ1. (A.5)
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Figure A.1: The description of 2-link manipulator’s configuration

• For link 2;

K2 =
1

2
m2

[
l21θ̇

2
1 + s2

2(θ̇1 + θ̇2)
2

+ 2l1s2cosθ2(θ̇2
1 + θ̇1θ̇2)

]
+I2(θ̇1 + θ̇2)

2
(A.6)

and

P2 = m2g [l1sinθ1 + s2sin(θ1 + θ2)] . (A.7)

The calculations for kinetic energy are considering the inertia tensor Ii around the centre of

mass of each link.

Furthermore, the complete Lagrangian function for this manipulator is calculated as

L = K1 +K2 − P1 − P2. (A.8)

Hereinafter, the resulted torques are defined as

τ1 =
[
m1s

2
1 + I1 +m2(l21 + s2

2 + 2l1s2cosθ2) + I2

]
θ̈1

+
[
m2(s2

2 + l1s2cosθ2) + I2

]
θ̈2

−m2l1s2sinθ2(2θ̇1θ̇2 + θ̇2
2)

+m1gs1cosθ1 +m2g [l1cosθ1 + s2cos(θ1 + θ2)] (A.9)
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and

τ2 =
[
m2(s2

2 + l1s2cosθ2) + I2

]
θ̈1 + (m2s

2
2 + I2)θ̈2

+m2l1s2sinθ2θ̇
2
1 +m2gs2cos(θ1 + θ2). (A.10)

The total torque τ equation for the manipulator can be written in matrix form as

τ = M(θ)θ̈ + C(θ, θ̇)θ̇ + g(θ) (A.11)

where M,C and g are manipulator’s mass matrix, centrifugal (and coriolis) force and gravity

torque, respectively. The term τ is for [τ1 τ2]T and θ is for [θ1 θ2]T .

The manipulator’s mass matrix M, can be represented by

M =

[
M11 M12

M21 M22

]
(A.12)

where

M11 = m1s
2
1 +m2(l21 + s2

2 + 2l1s2cosθ2) + I1 + I2

M12,M21 = m2(s2
2 + l1s2cosθ2) + I2

M22 = m2s
2
2 + I2

and the matrix for centrifugal and coriolis force C is represented as

C =

[
c11 c12

c21 c22

]
(A.13)

where

c11 = hθ̇2

c12 = h(θ̇1 + θ̇2)

c21 = −hθ̇1

c22 = 0; h = −m2l1s2sinθ2.

Finally, the gravity torque matrix g is represented as

g =

[
g1

g2

]
(A.14)
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where

g1 = (m1s1 +m2l1)gcosθ1 +m2gs2cos(θ1 + θ2)

g2 = m2gs2cos(θ1 + θ2).

The total torque equation for the manipulator can be simplified and written as

τ = M(θ)θ̈ + b(θ, θ̇) (A.15)

where b encompasses of matrix C and g as described below

b = C(θ, θ̇)θ̇ + g(θ). (A.16)

For this research, the manipulator is considered perfect by neglecting an internal friction effects.

Forward Dynamic

In order to calculates the resulted joint accelerations of the robot links, the forward dynamic

technique can be used as a function of θ, θ̇ and the input torques applied. It can be described

as

θ̈ = f(θ, θ̇, τ ). (A.17)

Thus, the resulted joint accelerations for 2-link manipulator can be defined as

θ̈ = M(θ)−1[τ − b] (A.18)

where θ̈ = [θ̈1 θ̈2]T .

A.3.3 Model Predictive Control (MPC)

Figure A.2 shows the general block diagram of MPC. The MPC controller block consists of two

main parts which are the plant model and the optimizer (cost function) [185]. Figure A.3 shows

the block diagram of MPC controlling method for 2-link manipulator system.
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Internal Modeling

The predictive control method use the plant model in its controller. This model will be used

for the generation of predicted output which be based on the predicted input given. The state-

space formulations of the dynamics model may be obtained by defining the position/velocity

state [186] as

x = [θT θ̇
T

]T (A.19)

and it can be written in the form of ẋ = Ax + Bu as

ẋ =

[
0 I

0 0

]
x+

[
I

0

]
u. (A.20)

Here, u is the control input as described in (A.18).

Reference Trajectory

The predictive control method of MPC is eloborated on Figure A.4. Given the set point tra-

jectory on a receding horizon [0, h], the predicted process output ŷP will reach the future set

point following a reference trajectory yR [179].

Performance index

The performance index may be a sum of the errors between the predicted output ŷP and the

reference trajectory yR. It can be defined as

∆θ = ŷP (t+ k)− yR(t+ k) (A.21)

where k is the number of coincident time point. It also will depends on the different between

the current input u(t+ k) and previous input u(t) and can be described as

∆u = u(t+ k)− u(t) (A.22)

where u = [u1 u2]T .
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Figure A.2: General block diagram of Model Predictive Control

Figure A.3: 2-link manipulator with MPC’s block diagram

Figure A.4: Predictive control strategy

Thus the optimal cost function for the 2-link manipulator’s predictive controller during

0≤t≤T of its trajectory generation time can be written as

minJ =

∫ T

0

(
∆θTQ∆θ + ∆uTR∆u

)
dt (A.23)

where Q and R are the symmetric weighting matrices (diagonal) for the output and input

respectively. Its values can be chosen within 0≤Q≤1 for Q and 0≤R≤1 for R [181].

A.3.4 Linear Quadratic Regulator (LQR)

Linear Quadratic Regulator (LQR) is a technique in modern control in which uses state-space

approach to analyze such system [187]. The method of LQR will be used to compare with the
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Figure A.5: Linear Quadratic Regulator control block diagram

Figure A.6: Simulation block diagram of the system with MPC Controller

performance of MPC. Figure A.5 shows the block diagram of LQR that implemented in the

2-link manipulator system.

The concept of LQR is it will generate the suiTable gain value that will be used to deter-

mine the feedback control law of the state-space plant model. It will use the same state-space

formulation as in internal modelling of MPC.

A.4 Simulation

The simulation for the system is conducted using MATLAB R2012b software and its diagram

can be referred to Figure A.6. For the MPC technique, the diagram is devided into four parts

which are input, controller, plant and output.

• Input - There are two types of input for the simulation. At first, the step input is given to

the system (at t=1s). Then, the step input is changed to the sin(t) wave input and the output

of both inputs are recorded for further analysis.

121



• Controller - The simulation uses the MPC controller that is developed using the MPC Toolbox.

It contains two inputs (reference input and manipulated output from the plant) and one output

which is manipulated variable. The control horizon, prediction horizon, sampling time and

weighting matrices can be set inside the controller setting.

• Plant - The plant consists of two blocks which are Inv Dynamic and Fwd Dynamic. The

Inv Dynamic block calculates the produced torques based on the given input. The Fwd Dynamic

block calculates the resulted joint accelerations based on the given torques.

• Output - The output part consists of two scopes to measure the resulted position responses

and position references for respective links of the robot.

The simulations for MPC method are conducted in 5s with the sampling time of 10ms.

However, the simulations for LQR methods are conducted in 10s with the same sampling time

of 10ms. Since its calculations are for the discrete model, thus the sampling will be determined

in number of step (1000 step). Table A.1 described the parameters used in the simulation of

the manipulator system. The simulations are devided into two cases which use differents value

for its weighting factors. For the MPC method, each cases will be compared together with the

different prediction horizon value but with the same values for the Control Horizon (intervals)

= 3 and the Control Interval (time units) = 0.01.

In Case 1, the symmetric weighting matrix value for the output Q is set at 1.00 while for the

control input R is also set at 1.00. This settings are considered to generate a good controller

setting for the specific MPC controller [181]. However, in Case 2, the weighting matrix value

Q is set to 10 times higher from the value in the Case 1, while R maintain the same value.

Table A.2 described the parameters for each cases. The variation of weighting factors value for

Q and R, the prediction horizon and its produced responses will be used for the simulation and

its result will be evaluated. The condition of the reference trajectory are subject to θ(0) = θ0,

θ(T) = θT and θ̇(0) = θ̇(T) where, θ0 is the initial state
(
θ1(0), θ2(0)

)
and θT is the final state(

θ1(T), θ2(T)
)
.
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Table A.1: Parameters for the simulated system

Parameters Discription Values

m1 Mass of link 1 1.00 kg

m2 Mass of link 2 1.00 kg

l1 Length of link 1 1.00 m

l2 Length of link 2 1.00 m

s1 Position of COM at link 1 0.50 m

s2 Position of COM at link 2 0.50 m

I1 Inertia tensor of link 1 0.083 kgm2

I2 Inertia tensor of link 2 0.083 kgm2

g Gravity 9.81 m/s−2

A.4.1 Simulation results

Figure A.7 and Figure A.8 shows the simulation results of the manipulator system for the MPC’s

prediction horizon of 10, 15 and 30, with step input. While Figure A.9 and Figure A.10 shows

the simulation results of the system for the LQR’s method with step input. As depicted in

Figure A.7 and Figure A.11, it shows that the manipulator gave a good response when the

parameters of Case 1 are considered for MPC method. The manipulator can converge to the

given reference trajectory in a short period (0.15 seconds) of simulation time with a small error.

Conversely, by the LQR method, the response can only converge to the reference trajectory in

almost 7 seconds of simulation time, as shown in Figure A.9. For the sin(t) input signals, the

error for the LQR system were also bigger comparing to the MPC system, as depicted in Figure

A.13.

However, when the values of Case 2 are considered, the MPC system generates almost the

same result as in Case 1 eventhough the Q gain value has increased to 10, as shown in Figure

A.8. Eventually, the LQR system still shown the big delay response and error as shown in Figure

A.10 for step input and Figure A.14. Anyway, the results were seen much better compared to

the value used in Case 1 of LQR system.
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Table A.2: Parameters for the MPC and LQR controller

Case Q R Prediction Horizon

1 1.00 1.00 10, 15, 30

2 10.0 1.00 10, 15, 30

A.4.2 Discussion

The simulations result for Case 1 and Case 2 shows that the variation of weighting factor had

generated the different effect for the system especially in LQR method. For the MPC method,

by the setting parameters used in the simulations, as the prediction horizon values increase, the

response converging time also getting increase. Moreover, for the LQR method, as the values

of Q gain increased, the responses converging times decreased and the errors became smaller.

A.5 Conclusion

This paper presented a trajectory generation method of 2-link manipulator system using the

nonlinear optimal control approach. The Model Predictive Control (MPC) method is chosen

as the optimal control approach as it consist of an optimizer (cost function) procedure. The

MPC controller were designed using the MPC Toolbox in MATLAB R2012b software. The

control methodologies for the proposed technique and its simulation results were presented.

The variation of response was realized by considering the setting parameters used in the system.

Thus, the optimal dynamic performance can be utilized. The effectiveness of the implemented

method had been examined and discussed by comparing with the LQR method. The simulations

result confirmed the capability of the proposed method.
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(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.7: The trajectory generation responses for θ1 and θ2 of Case 1 with Step input (MPC
method).

(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.8: The trajectory generation responses for θ1 and θ2 of Case 2 with Step input (MPC
method).
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(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.9: The trajectory generation responses for θ1 and θ2 of Case 1 with Step input (LQR
method).

(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.10: The trajectory generation responses for θ1 and θ2 of Case 2 with Step input (LQR
method).
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(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.11: The trajectory generation responses for θ1 and θ2 of Case 1 with Sin(t) input
(MPC method).

(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.12: The trajectory generation responses for θ1 and θ2 of Case 2 with Sin(t) input
(MPC method).
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(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.13: The trajectory generation responses for θ1 and θ2 of Case 1 with Sin(t) input
(LQR method).

(a) Trajectory for θ1 of link 1 (b) Error results for θ1 of link 1

(c) Trajectory for θ2 of link 2 (d) Error results for θ2 of link 2

Figure A.14: The trajectory generation responses for θ1 and θ2 of Case 2 with Sin(t) input
(LQR method).

128



Appendix B

Publications

B.1 Journal Papers

M. H. Jamaluddin, T. Shimono and N. Motoi, “Force-Based Compliance Controller Utilizing

Visual Information for Motion Navigation in Haptic Bilateral Control System,” IEEJ Journal

of Industry Applications, Vol. 3, No. 3, pp. 227-235, 2014.

B.2 International Conferences

M. H. Jamaluddin, T. Shimono and N. Motoi, “Haptic Bilateral Control System with Visual

Force Compliance Controller,” in Proceedings of The 22nd IEEE International Symposium on

Industrial Electronics, pp. 1-6, 2013.

M. H. Jamaluddin, T. Shimono and N. Motoi, “An Integration Method between Vision-based

Disturbance Observer and Bilateral Haptic System for Robust Tracking of Target Object,” in

Proceedings of The 13th IEEE International Workshop on Advanced Motion Control, pp. 723-

728, 2014.

M. H. Jamaluddin, T. Shimono and N. Motoi, “Motion Navigation in Haptic Bilateral System

Based on Vision-based Force Compliance Controller Taking Object Coordinate into Account,”

129



in Proceedings of The 23rd IEEE International Symposium on Industrial Electronics, pp. 2234-

2239, 2014.

B.3 Domestic Conferences

M. H. Jamaluddin, T. Shimono and N. Motoi, “A Scaling Effect of Visual Force in Haptic

Bilateral Control System,” in IEEJ Joint Technical Meeting on Industrial Instrumentation and

Control (IIC) and Mechatronics Control (MEC), pp. 37-42, 2013.

T. Shimono, M. H. Jamaluddin and N. Motoi, “Object Follow-up Control Based on Visual

Feedback in Remote Control System,” in IEEJ Joint Technical Meeting on Industrial Instru-

mentation and Control (IIC), pp. 45-46, 2013.

130



Appendix C

Awards

C.1 Best Paper Presentation Award

IEEJ Technical Committee on Mechatronics Control, January 10th, 2014.

C.2 Best Paper Presentation Award

IEEJ Industry Applications Society, March 31st, 2014.

131



132



133


