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Abstract 
 

Since the world’s first general-purpose electronic computer, ENIAC (Electronic 
Numerical Integrator And Computer) was finished on Valentine’s Day of 1946, more 
than half a century has passed. Computers no4w involved into nearly every field in 
modern society, and supercomputers are playing an indispensable role in various 
research fields or subjects. However, nowadays, supercomputer is facing two walls in 
front of the way to the exa-scale, the extremely large power dissipation, and the 
development limit of CMOS fabrication process. 

In this thesis, I will introduce the progress and study on implementing a high-end, 
low power dissipation computing system based on superconducting electronics. The 
major technique used in this research is single-flux-quantum (SFQ) circuit, which is 
considered as a promising beyond-CMOS electronic device, for its ultra-high operating 
speed (dozens GHz-clock rate) and low power consumption (10-3 of CMOS). My 
research is mainly composed of 2 parts: development of high-end microprocessor, and 
development of reliable cache memory. 

    I will demonstrate the high speed operation of SFQ floating-point units (FPUs) at 
dozens GHz clock rate. These FPUs are core components of 
Large-scale-reconfigurable-data-path (LSRDP), a novel supercomputing structure 
proposed to solve “memory wall” problem. Their high-speed operations were 
successfully confirmed by on-chip high-speed tests, and the maximum frequency was 
evaluated to be 72 GHz and 59 GHz for half- and single-precision FPM and 58 GHz for 
single-precision FPA. With these FPUs, the data path is estimated to have performance 
of 8 TFLOPs and power-performance efficiency of 3000 GFLOPs/W. 

    I will also introduce the design and implementation of a 64-kb Josephson/CMOS 
hybrid memory using as L2 cache in the superconducting computing system. Hybrid 
memory is a compromise of the lack of pure Josephson RAM. Stable JLD array used as 
Josephson-CMOS interface was designed and demonstrated, and I successfully 
confirmed the fully-function of the hybrid memory with 2 write/read control lines, 11 
address selecting lines and 4 data lines.  

    I believe this research show the possibility that we could implement a 
superconducting electronics based super-computing system, which has much higher 
power efficiency and relatively higher computational capability than CMOS system 
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adopting available technique. I hope this study could help researcher who works on this 
issue in the future.  

 

Keywords: supercomputer, superconducting electronics, SFQ logic, LSRDP, memory 
wall, floating-point unit, Josephson/CMOS hybrid memory. 
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1  

Introduction 
 

1.1  Background 

The world’s first general-purpose electronic computer, ENIAC [1](Electronic Numerical 
Integrator And Computer) was finished on Valentine’s Day of 1946, shortly after World 
War II. The ENIAC was supported by the US army (cost about 50 million US dollars in 
1940s) because they planned to use it in ballistic calculation, and designed by the Moore 
School of Electrical Engineering, University of Pennsylvania. ENIAC contained 17,468 
vacuum tubes, weighed 27 tons, and consumed 150 kW of power. Releasing of the 
ENIAC greatly shocked the scientific and industrial communities since it was the first 
fast, programmable “computer”. Then computers began to be used to assist scientists in 
numerical analysis and computation.  

Based on the development of semiconductor technology, especially complementary 
metal oxide semiconductor (CMOS) technology, computers developed in an amazing 
fast speed during the past half-century and now involved into nearly every field in 
modern society. Unlike the initial military purpose, computers now support the 
information society and bring great convenience in people’s day-life. Moreover, 
supercomputers provide quite useful assistant to scientists and play an indispensable 
role in various fields or subjects, such as molecular analysis, whether forecasting and 
climate prediction. The requirement of high-end supercomputer is always endless. For 
instance, in order to survey whether an increase in cloud cover from rising temperatures 
would retard climate change, and whether a hurricane or tropical storm will generate or 
not, meteorologists is necessary to simulate the dynamic change of the cloud, the 
temperature and other factors in global order.  

Currently, the world’s most powerful supercomputer“tianhe-2” has a peak 
performance of 33.8 peta-FLOPs (Floating Octal Points)[2], while the practical 
applications require an exa-FLOPs (1018) performance. . Two major obstacles exist on 
the way to the exa-scale supercomputers. 
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duo-core structure. However, multi-core structure leads to an increasing of heat 
radiation [4], which requires more powerful cooling system for the supercomputer. For 
example, the cooling consumes 6.4 MW in “Tianhe-2”. Moreover, the cooling is not 
always efficient in various conditions.  

Thus, there is little possibility to establish an exa-scale computing system without 
revolutionary power efficiency improvement. The roadmap of the exa-scale 
supercomputer is a 20 MW exa-scale system over the technology available today, which 
means the power efficiency must be more than 50 GFLOP/W[5]. However, the power 
efficiency of current best supercomputers is less than 2 GFLOP/W, and the problem 
arises because the currently dominant CMOS digital device consumes too much power. 
This power is hard to reduce since a minimum switching energy (about 106kBT) is 
required to ensure the reliability, speed, drivability and data communication [6]. 

Another obstacle comes from the developing limitation of CMOS process. In 1961, 
Gorden Moore, the co-founder of Intel, made a famous prediction known as Moore’s 
Law. As he predicted, the number of transistors on a single processor die doubles every 

 
Figure 1-2: The change of transistor counts against dates of released processors. 
Source: University of Wisconsin-Madison 
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18 months. Figure 1-2 shows the change of transistor counts against dates of released 
processors.  

Moore’s Law is based on the rapid development of CMOS process, which allows 
us to make the size of transistors smaller and smaller, e.g., 180nm, 90 nm, 65 nm, 45nm, 
32 nm……Unfortunately, it becomes harder and harder to advance process. Small 
transistor is too difficult to be manufactured and the cost is very expensive. There is still 
1 or 2 decades for the device to be advanced but Moore’s law will probably end earlier 
since the development of speed may be much slower. 

    In September 5th, 2014, Intel released their “Core M” microprocessor fabricated by 
the newest 14 nm process. This will prolong the development life of CMOS by several 
years. However, CMOS process still has a 5 nm limit since the radius of a single atom is 
0.2~0.3 nm. And nobody knows whether the 5 nm process could be eventually realized. 
If the development goes well, this limit will be touched around 2020. 

Therefore, in order to continue the development and advance of computer, either 
for the target of low power consumption to build an exa-scale supercomputer, or for the 
further development space of integrated circuits (ICs), the next generation of electronics 
device is necessary. Since late 1960s, people began to research the superconducting 
logic. In late 1980s, a new superconductor logic family, the rapid single-flux-quantum 
(RSFQ) logic [7], also called SFQ logic was proposed by the Russian research group. 
SFQ logic is considered as a promising logic device since its low power dissipation 
(~104kBTforone switch) and extremely fast operation speed (sub-THz). The two merits 
provide us the possibility to resolve those obstacles over the exa-scale supercomputer I 
mentioned above, using SFQ logic. The details of SFQ logic will be introduced in 
chapter 2. 

 

1.2 Motivation 

Since the late 1990s, several intense projects have been started mainly in Japan and US, 
and vast amount of large-scale SFQ circuits was reported. They include but not limited 
to the FLUX-1 microprocessor [8, 9], the CORE microprocessor [10-13], and digital RF 
receiver[14]. Succession of these working shows the possibility to design and 
implement complex SFQ digital circuits, which could be used as the core processors in 
superconducting electronics based computing system. 

The motivation of this thesis is to implement main components for constructing a 



 

5 
 

high-end, ultra-low power dissipation computing system based on the SFQ logic. This 
system will be much more superior to nowadays’ semiconductor based supercomputer 
on the aspect of power efficiency. For the part of processor and data-path, I will discuss 
about the implementation about floating-point units (FPUs) used in a novel 
supercomputer data-path structure. Computational capability, integrating density and 
power efficiency are considered significant in order to compete with CMOS based 
computer. Additionally, technique and approach on realizing reliable, high-yield 
large-scale SFQ circuits will be study and discussed.  

Memory is the indispensable part of any computer. I also study on the 
implementation of large capacity cache memory using superconductor/semiconductor 
hybrid technology for this motivation.  

 

1.3 Outline of the Thesis 

My thesis will contains 6 main chapters, their contents are: 
 Chapter 1: The introduction of the background of this study 
 Chapter 2: Introduce of the operation principle of the SFQ circuit. 
 Chapter 3: The design, fabrication and testing progress of this study. 
 Chapter 4: In this chapter, I will introduce the implementation of FPUs in 

details. Algorithm and experimental result is shown in this chapter. 
 Chapter 5: I will introduce the implementation of a 64 kb cache memory using 

superconductor/semiconductor hybrid technology. 
 Chapter 6: The summary of this study. 
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2  

Operation Principle of SFQ Circuits 
 

2.1  Introduction 

In superconducting loops, magnetic flux is quantized and the minimum magnetic flux 
unit is a flux quantum, 0 given by                 . Using the presence of 0 
in a superconducting loop, we can represent the logic “1” and logic “0”. This is where 
the name “single-flux-quantum” comes from. In this chapter, I will introduce the 
fundamental operating principle of SFQ circuits, from the basic element Josephson 
junction (JJ) to logic gate and power consumption of SFQ device. 

 

2.2  Josephson Junction 

A Josephson tunnel junction is formed by separating two superconducting electrodes 
with an insulator like a “sandwich” structure (see Figure 2-1). The insulator is thin 
enough so that electrons can quantum-mechanically tunnel through the barrier. The I/V 

 

Figure 2-1: Josephson junction and its schematic symbol. 
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    Here, Lj0 is defined as the Josephson inductance at 0 phase difference. The time 
constant of the RLC parallel resonator is given by 

 

                                                                   (2.9)  

    And we define the McCumber parameter c as 

 

 

(2.10) 

 

c is quite important parameter of JJ since it determines the transient response 
characteristic of JJ. The switch time of JJ is given by w = 2(1+2) and the minimum is 
achieved when 1 =2 (Mean Inequality). In this condition, c equals to 1 and the 
resonator corresponds to critical damping.  

c can be adjusted by applying parallel resistor Rs called shunt resistor. In case of 
different c, I/V characteristic of JJ is different. For c around 1, the voltage reduces to 0 
very fast once the current drops below critical current Ic. However for c much larger 
than 1, the voltage remains for a short time until the current reduced significantly. This 
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Figure 2-4: I/V characteristic of JJ for c= 1 and c>> 1. 
(a) c= 1 and (b)c>> 1 
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hysteresis is caused by the over damping of the resonator. Generally, for the high 
frequency application such as SFQ logic, c should be designed near 1. High c JJ is 
employed in various Josephson latching type circuits. I/V characteristic of JJ for c= 1 
and c>> 1 is shown in Figure 2-4. 
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2.3  SFQ Logic Family 

The superconducting loop shown in Figure 2-2 is called SQUID (Superconducting 
QUantum Interference Device). The SFQ circuit is composed by grouping up several 
interferometers, and its physical structure is shown in Figure 2-5. As I already 
mentioned, “switch of JJ” corresponds to “phase varing 2” corresponds to “a 0 is 
injected into the interferometer”, we can use 0as the information carrier and switch as 
the manipulation of data. In SFQ circuits, presence of 0in the interferometer represents 
logic “1” and absence of 0 represents logic “0”. 

Once a JJ is switched, a voltage pulse is generated following 

                                                                  (2.11) 

The 0 carrying information propagates forward to the next interferometer 
accompanies the voltage pulse, and the voltage pulse (called SFQ pulse hereafter) 
always corresponds to one 0. It is why the interferometer series is call 
single-flux-quantum. According to DC Josephson effect, we apply a DC current as bias 
current to the JJs thus an initial phase difference in JJs is given, in order to ensure the JJ 
can be switched (phase difference reaches 2) by the 0. The range of bias current 
corresponds to the stability of SFQ circuits, which is an extremely significant factor in 
design. 

 Wb10×2.07 -15
0 Vdt

 
 

Figure 2-5: Physical structure of SFQ circuit. 
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switch J2 even combined with bias current. The 0is stored in the loop. 

3). When SFQ pulse arrives and switches J4, an additional circling current is given. 
The current flows in J2 eventually exceed Ic and switches J2, then 
0propagates to J3 and output is obtained. 

4). In case of clock arrives alone without din, since Ic of J5 is smaller than J2, J5 
will be switch instead of storing 0 in the loop. The J5 is called “escape 
junction” since it is where the flux quantum escapes from. 

The main difference between a JTL and a DFF is the inductance value designed for 
propagating or storing purpose. Generally, LIc = 0.50 is designed for propagating and 
LIc = 1.50 is designed for storing. The JTL and DFF represent 3 fundamental 
behaviors in SFQ circuits, propagation, store and escape. Complex SFQ logic gates can 
be designed base on these behaviors by attaching escape JJ, adjusting L and Ic. 

 

2.4  Features of SFQ Circuits 

2.4.1 Speed and SFQ Scaling Rule 

Maximum clock rate of SFQ circuits is determined by the width of SFQ pulse t which 
is defined as half of the switch time sw of JJ[15]. In case of c = 1 (1 = 2), t is given 
by 

 

 

 

 

                                                                  (2.12) 

 

Therefore we know the speed of SFQ circuits is proportional to square root of 
critical current density Jc. This is the SFQ scaling rule. If we utilize fabricated process 
with higher critical current density Jc, higher clock rate could be obtained. For example, 
in AIST standard process with a Jc of 2.5 kA/cm2, the clock frequency is usually 25-30 
GHz. On the other hand in AIST advanced process with a Jc of 10 kA/cm2, the clock 
frequency is twice 50-60 GHz. 
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2.4.2  Power Dissipation of SFQ Circuit 

When JJ is switched, it consumes energy of  

                                                                  (2.13) 

If we assuming a clock rate f, then the power dissipation of switching is  

                                                              (2.14) 

This power dissipation is called dynamic power of SFQ circuits. For a 216 A JJ 
used in the JTL cell, assuming the clock rate is 50 GHz, we obtain the dynamic power 
22 nW of one JJ, much lower than one transistor of the most advanced CMOS device.  

However, in conventional SFQ circuit, static power dissipates as well as dynamic 
power, since we employed bias resistors to distribute the bias current. For the bias 
voltage of 2.5 mV, the static power dissipates on one JJ is 375 nW, much higher than 
that of dynamic power. 

This static power seriously deteriorates the power efficiency of SFQ circuits. Until 
now, several kinds of technique have been proposed and demonstrated to reduce or 
eliminate this power (i.e.LR biasing [16, 17], ERSFQ[18], eSFQ[19]).  
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3  

Design, Fabricating and 

Experiment of SFQ Circuits 
 

3.1 Design Guideline of SFQ Circuits 

3.1.1  Timing Window 

The ultra-high speed feature of SFQ circuits requires very precise timing design. Unlike 
CMOS logic, instead of using "high" and "low" voltage represent logic bit“1” and “0”, 
SFQ logic encodes digital bits by the presence of an SFQ pulse in a clock period. 
Nevertheless, In CMOS logic, the output is determined only by input, which changes 
directly without an internal state. However in SFQ logic, internal state of an input pulse 
is changed after it shifts into the input side, where the output is synchronized by the 
clock pulses. We can treat an SFQ logic gate as a combination of logic gate and DFF. 
An example of logic in AND gate is shown in Figure 3-1. 

When a data pulse and clock pulse input into an SFQ logic gate simultaneously, it will 
probably cause chaos in internal state of the logic gate, result in malfunction of SFQ 
circuit. Thus, there is an input forbidden period before and after the clock arriving, 
called “setup time” and “hold time”, respectively. The permission period that data is 
allowed to arrive called timing window, as shown in Figure 3-2. 

3.1.2  Clocking Method 

The requirement of precise timing design in SFQ logic indicates us the clocking scheme 
for synchronization must be considered carefully. Generally, there are 3 schemes for 
clocking. 
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this clock distribution method, one must pay more care in timing design. 

C. Clock-flow Clocking scheme 

The clock and data propagates in the same direction in this clocking scheme as 
concurrent-flow scheme. The difference is that the delay elements are inserted in the 
clock path. Unlike the other two clocking schemes, clock pulses follow data, which 
allows the data to be output with only one clock similar to CMOS logic. The maximum 
clock speed is determined by 1/(tclk - tdata)as well as concurrent-flow scheme. The 
imagines of the 3 schemes are shown in Figure 3-3 (a), (b) and (c). 
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with fundamental element like superconducting interferometer directly, thus they can 
focus on the logical function design. Moreover, simulation is based on Verilog-HDL 
[25] only consider the timing parameter and logical function, which lead to a 
considerable time reduction.  

 

3.2.2  Top-down Design Approach 

Top down approach starts with the big picture, and breaks down from there into smaller 

 
 

Figure 3-6: Design flow of top-down design approach 
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segments. In a top-down approach an overview of the system is formulated, specifying 
but not detailing any first-level subsystems. Each sub-system is then refined in greater 
detail, sometimes additional subsystem levels is needed until the entire system is 
reduced to base elements. 

Figure 3-6 shows a design flow in top-down approach. At first, we draw the 
overview picture of the system in terms of function and scale. Then we breakdown this 
overview to diagram design using the standard cell-based methodology. Functional 
confirmation is executed by the gate-level simulator (Verilog-HDL), after which we 
adjust the system timing to optimize the design. A layout view will be generated after 
the system being optimized finally. 
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3.3  Fabrication Process 

In this research, the circuits were fabricated in the clean room for analog-digital 
superconductivity (CRAVITY) of AIST (Advanced Industrial Science and Technology) 
with the standard process 2 (STP2) and advanced process 2 (ADP2). These processes 
are based on the Nb circuit fabrication process developed at ISTEC. 

 

3.3.1  Standard Process 

Figure 3-7 shows the cross-section of a chip fabricated by STP2. Niobium (Nb) is used 
as superconducting material. Molybdenum (Mo) is used as resistive material. Silicon 
dioxide (SiO2) is deposited to provide insulation between layers. In this process there 
are 12 mask layers: GP (Ground Plane), RES (Resister layer), RC (Resister Contact), 
GC (Ground Contact), JJ (Josephson Junction), JP (Junction Protection pattern), BAS 
(Base layer), BCC (Base Counter Contact), JCC (Junction Counter Contact), COU 
(Counter layer), CC (Counter Control Contact) and CTL (Control layer). The critical 
current density Jc is 2.5 kA/cm2. The minimum JJ in STP2 is 100 μA. 

 

 

 
 

Figure 3-7: Cross-section of a chip fabricated by STP2 
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the measurement, liquid helium is used who can provide cryogenic environment of 4.2 
K. The SFQ chip is put on a chip carrier, and is connected using aluminum bonding 
wires. The chip carrier is mounted on the leading edge of probe. To screen out the 
external magnetic field, double magnetic shields are used, which are made by Mu-metal. 
The end of the probe is put in the liquid helium to cool off the chip for measurement. 
Finally, the probe is connected with data-generators, oscilloscope, differential 
preamplifier, voltage source. These equipments and systems are shown in Figure 3-10, 
and their information is listed in Table 3-2.  
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(a) SFQ chip and its carrier 

 

 
(b) Probe 

 

 
(c) Magnetic shield and end of the probe 

 
Figure 3-10: Equipment and measurement system. 
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(d) Liquid helium and probe 

 

 
(e) Entire measurement system 

 
Figure 3-10: Equipment and measurement system. 
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Table 3-2: Information of equipments used in experiment. 
 

Products Maker Model number 
Data generator Sony Tektronics DG2020A 

Output port Sony Tektronics P3420 
Attenuator Tamagawa VBA-761A 

Power source KIKUSUI PMR 18-2.5DU 

Differential amplifier 
Stanford Research 

Systems 
SR560 

Oscilloscope Agilent Technology DSO5014 
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4  

SFQ Floating-Point Unit 
 
 

4.1  Introduction 

Nowadays, high-end supercomputer with complex numerical analysis and simulation 
ability is required in various scientific fields. For individual researchers, a desk-side 
supercomputer will be suitable since it could provide enough computation power in 
most case, and is very convenient. It will be difficult to achieve this goal by Adopting of 
semiconductor circuit (i.e. CMOS device) due to the heat radiation, because of the 
compact structure. 

SFQ logic is considered as a solution of this issue, since it has good features of 
high speed operation and low switch-energy dissipation as we mentioned in chapter 1. 

 
Figure 4-1: Comparison on trend of performance improvement against year between 
CPU and memory.  
These performances are normalized by 1980’s one. 
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Figure 4-2: Block diagram of the SFQ large-scale reconfigurable data-path (LSRDP). 
SFQ floating-point units (FPUs) are connected via SFQ operand routing networks (ORNs). 
The LSRDP is reconfigured to calculate a mathematical problem by setting data routing in 
the ORNs before the execution. A memory and a general purpose processor are formed 
using CMOS circuits. 

However in conventional RISC (Reduced-Instruction-Set-Computer)-based 
supercomputer, people will face a so-called “memory wall” problem [26, 27], which 
means the huge gap between the performance of CPUs and memory bandwidth limited 
the performance of the whole system. If SFQ circuits are employed to implement 
supercomputer, this imbalance among CPUs and memories will be even more serious 
since the calculation circle is very fast in SFQ-based microprocessor.   

See Figure 4-1 for a direct imagine. This figure shows the improvement gap 
among CPUs and memories (DRAM) since the year 1980. Due to the Moore’s Law, 
every 18 months the integration of CPUs will twice increase, which means the 
performance of CPUs improves for approximately 60% per year (this speed had been 
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decreased since 2005 because increase of power dissipation limited single-core CPUs, 
however multi-core has become the future trend). On the other hand, DRAM, which is 
irreplaceable main memory of computing system, has miserably slow development. 
Unlike development of CPUs, specific indexes of DRAM improved quite unequally. 
Although capacity and bandwidth have increased, latency was almost the same during 
these years (latency of DDR3 is sometimes even longer than that of DDR2). Thus, it is 
difficult to estimate exactly how much performance-up has been done since the year 
1980. The Figure 4-1 shows a roughly 10% per year’s improvement by considering 
memories’ bandwidth. 

During the numerical analysis progress in conventional supercomputer, while 
CPUs are processing a plenty of intermediate data, they have to wait for the response of 
main memories since their executing time is much shorter than the DARM’s store/load 
time. Even in PC cluster computer or vector type computer which was utilized for these 
issues, there is a bottleneck in obtaining higher speed. For an extreme instance, 90% of 
the executing time of molecular orbital calculation was occupied by main memories’ 
store/load instructions. This shows a typical memory wall problem that urgently 
requires a solution.   

 

4.2 Large-Scale-Reconfigurable-Data-Path (LSRDP) 

Since we can’t obtain much more powerful DRAM due to the physical limitation, and 
it is probably that in near future, new device technique that can replace nowadays 
DRAM would not appear, the available way to conquer memory wall problem is 
reduction of memory access rate. Based on this idea, a novel data-path architecture 
was proposed as a solution to memory wall problem by Prof. N. Takagi in 2008. This 
is called Large-Scale-Reconfigurable-Data-Path (LSRDP) [28]. In contrast to the 
conventional computing systems, the LSRDP is composed of thousands of 
floating-point units (FPUs), which are connected to each other via operand routing 
networks (ORNs) [29] as shown in Figure 4-2. Neighboring FPUs can directly 
exchange their intermediate results, thus memory access rate can be considerably 
reduced. 

Our goal in the LSRDP project is to establish fundamental technologies for 
realizing a 10-TFLOPs-scale desk-side computing system. In order to achieve this 
goal, we plan to develop SFQ FPUs with 4-GFLOPs’ performance, by which 
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16.4-TFLOPs performance can be achieved in the whole system [28]. Though 
advanced CMOS process could accomplish this performance as well, densely 
integrated processors with high switching activity generate extremely large amount of 
heat, which make it difficult to integrate the system. Low power dissipation of the 
SFQ circuits is a significant advantage for realizing the LSRDP system. 

In the LSRDP, the SFQ FPUs are those of the main circuit blocks, and is the 
most complicated circuit block. In this chapter, I will introduce the design, 
implementation and high-speed test results of the SFQ FPUs. In the end of this 
chapter, I will give a brief assessment of the FPUs and the whole system in the aspect 
of throughput and power dissipation. 
 

4.3  Floating Point 

Floating point are how real numbers are expressed in computing systems, and they are 
widely used in many scientific and engineering fields because they are able to represent 
wider range of numerical value than the fix point. As the cost, floating point is more 
complicated in representation and hardware implementation. The following formula 
shows the common floating point from: 

(-1)S × F × 2E,                          (4.1) 

Where S stands for a sign, F is a significand (fraction), and E is an exponent. Table 
4-1 lists the bit lengths of several floating-point number formants, which are defined in 
the IEEE 754 standard. It should be noted that the exponent is represented as an 
unsigned number by adding a fixed bias with the value of 2nE -1-1, where nE is the bit 
length of the exponent, to simplify the floating-point calculations, as the following 
description: 

While we use two’s complement or any other notation in which negative exponents 

Table 4-1 
Bit lengths of several floating-point-number formats in the IEEE 754 standard. 

Precision Sign Exponent Significand bias 
half 1 bit 5 bit 11 bit 15 

single 1 bit 8 bit 24 bit 127 
double 1 bit 11 bit 53 bit 1023 

It is implied that “1” is contained at the most significant bit of the significand 
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have a 1 in the most significant bit of the exponent field, a negative exponent will look 
like a big “positive” number. For example, a single-precision exponent “1”would be 
represented as 

(00000001)2                             (4.2) 

However, a negative exponent “-1”will look like a big number, since it is 
represented as: 

(11111111)2                             (4.3) 

The desirable notation must therefore represent the most negative exponent as 
(00…00)2and the most positive as (11…11)2. This type of notation could be realized if 
we add an additional fixed bias with the value of 2nE-1, i.e. 127 in single-precision. This 
convention is called biased notation, with the bias being the number subtracted from 
the normal, unsigned representation to determine the real value. In bias notation, “1” 
and “-1” will be represented as: 

(1+127)10 = (128)10 = (10000000)2                     (4.4) 

(-1+127)10 = (126)10 = (01111110)2                     (4.5) 

A general floating point unit (FPU) executes several kinds of computing including 
addition, multiplication, division, square root and others. In the most common FPU 
structure, each function is implemented in one computing unit using hardware 
integration algorithm, and multiplexer is employed in order to merge calculating result 
of these units as output of the FPU. 

Another FPU structure is a so-called fused multiply-add (FMA) architecture. It was 
found in several DSP (digital signal processing) executions (such as FFT, FIR filter), a 
floating-point multiplication is always followed by an addition. In 1990, IBM released 
their RISC system/6000 architecture, including a floating-point FMA unit. This unit 
could calculate       in one execution, with less latency and higher precision 
compare to conventional FPU. However it cost 27% more power, and gives more 
latency while executing single floating-point instruction. 

 This research focuses on the conventional type FPU, including two fundamental 
FPU computing units, floating point multiplier (FPM) and floating point adder (FPA).  

In our previous study, half-precision floating point multipliers (FPMs) and adders 
(FPAs) were designed and fabricated using the ISTEC 2.5 kA/cm2 standard Nb process. 
Their successful operations were demonstrated at a maximum frequency of 31.5 GHz 
for FPMs [30] and 24 GHz for FPAs [31]. In recent years, AIST-ISTEC (AIST: National 
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Institute of Advanced Industrial Science and Technology. ISTEC: International 
superconductivity technology center) has developed an advanced 10 kA/cm2Nb process 
(ADP2) [32] (Chapter 3 shows the process details). Because the operating speed of SFQ 
circuits increases proportional to the square root of the critical current density, SFQ 
FPUs at about twice the operating frequency can be achieved using the ADP2. In 
addition, multilayer passive transmission lines (PTLs) are available in the ADP2, which 
results in flexible interconnection and the reduction of the circuit size. Therefore, our 
target is to design and implement bit-serial SFQ FPUs using the ADP2 with a much 
higher frequency (more than 50 GHz) and much smaller area cost (50% reduction) 

The half-precision (16-bit) FPUs were demonstrated firstly, and then we expanded 
them into single-precision (32-bit) version. 

 

4.4  Hardware Integration Algorithm Design of 

FPM 

Floating point multiplier (FPM) is the computation component in FPU that performs 
floating point multiplication. At first, I will briefly explain how we do the floating point 
multiplication in computing system. 

 

4.4.1 Calculating Flow of Floating point Multiplication 

Generally, standard floating-point multiplication is performed according to the 
following calculation flow [33] (Figure 4-3): 

1). Exponent addition. The two exponents are added and then the exponent bias is 
subtracted. The later step is intrinsic necessary because the exponent is in bias 
notation format, thus the result will be twice biased if no bias subtraction is 
done.  

i.e.: Ea = 10, Eb = -5, Result = 10-5 = 5 

In bias notation without bias subtraction:  

(10+127) + (-5+127) = 259 = (132+127), the answer = 132 

In bias notation with bias subtraction:  

(10+127) + (-5+127) – 127 = 132 = (5+127), the answer =5 equals to the correct 
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4.4.3  Multiplier 

The multiplication of significand is performed based on a systolic multiplier as 
mentioned in section 4.4.2. A systolic array is a pipeline network arrangement of 
processing elements (PEs). It is a specialized form of parallel computing, where PEs 
(i.e. processors) compute data and store it independently of each other. It is composed of 
matrix-like rows of processing elements shown in Figure 4-6.These PEs are similar to 
central processing units (CPUs), with similar structures and are connected to a small 
number of nearest neighbor PEs in a mesh-like topology. PE receives intermediated data 
from its neighbors and processing it, then shares the information with its neighbors 
immediately after processing. The systolic array structure is useful while the dealing 
progress is homogeneous iteration. One example of systolic array structure based CPU 
is Intel’s “iWarp”[36]. 

This systolic array multiplier has reduced only one data flow direction. PEs, which 
perform simple calculations including partial product generation and sum addition, are 
arranged regularly in series. While the data stream flows through n PEs, n times of 
addition are done and multiplication is completed. It should be noted that this is a 
pipelining processing, therefore we could obtain very high throughput.  

Figure4-7 shows the schematic of the PE, where the clock line is not shown. At 

 

 

Figure 4-6: Typical systolic array structure 
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4.4.5  Enhancement of Throughput of Multiplier 

In a systolic-array multiplier, the intermediate product will be increased by 1 bit when 
the data pass through one processing element. Thus an n-bit multiplication generates a 
final result with a length of 2nbits, and 2n clock cycles are required to complete the 
calculation. This doubling of length is a significant drawback in terms of the 
throughput. 

In order to enhance the throughput, a post-handling circuit between every pair of 
PEs was added, which cuts off the least significant bit (LSB)of the intermediate product. 
Its schematic is shown in Figure 4-9. A “reset” signal arrives at the NDRO cell 
immediately before the arrival of the LSB of the intermediate product, to disable the 
NDRO. 

By using the post-handle circuit, the final result of the product is compressed into 
n+1 bits and n+1clock cycles are necessary to complete the calculation. Therefore, the 
throughput is improved from f/2n to f/(n+1). More details of the throughput assessment 
will be given in later sections.  

 

4.4.6  Exponent Processing Part 

In floating-point multiplication, the exponent result is calculated by adding the two 
exponents of the two floating-point numbers. Because the exponent bias is added in the 
bias notation, the exponent bias with the value (i.e. in half-precision floating point, 24-1 
= 15) has to be subtracted after the addition of two exponents. In the design of 
half-precision FPM, it was realized by adding (10001)2, the two’s complement of “15”, 

 

Figure 4-9: Schematic of the post-handling circuit. 
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subtraction is performed, it is necessary to convert the bit-serial data format into the 
bit-parallel data format. The serial-parallel converter (SPC) is designed based on the 
D2FF cells. It stores bit-serial data similar to a shift register, and when the clock signal 
arrive the “clk2” terminal of D2FFs, it would output the stored data in the bit-parallel 
format. 3 TFFs compose a 3-bit counter, which makes sure the clock signal arrive “clk2” 
after the data has been stored into the SPC completely. 

D. Ripple-carry adder 

A 5-bit ripple-carry adder is employed to add “10001”, the two’s complement of 
bias value “15”(01111)2 and the shift signal from the significand normalizer to the 
addition result. The data”10001” is generated using the control signal as shown in 
Figure 4-10. The full adders are implemented by simply using “T1” cell. An additional 
full adder (T1 cell) is placed as the LSB of the subtraction result, in order to combine 
the sign result and the subtraction result. The calculation result is outputted in bit-serial 
data format as well.  
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Figure 4-16. 

Frequency versus measured and simulated DC bias margins of the SFPM is shown 
in Figure 4-17, and DC bias margins of each circuit block at low speed and at 50 GHz 
are shown in Figure 4-18(a) and Figure 4-18(b). The DC bias margin at 50 GHz is 
103.35% - 111.73%. This margin is limited by the circuit block PE20-21, and the 
maximum operation frequency of the FPM is 59 GHz for the significand part and 69 
GHz for the exponent part. 
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4.6  Hardware integration Algorithm Design of 

FPA 

Floating-point adder (FPA) is relatively more complicated than the FPM in bit-serial 
data format structure, since the floating-point addition requires more steps and couldn’t 
be hardware realized by regular homogenous structures. Previously H. Park and T. Kato 
have demonstrated successful on-chip high speed operation of the half-precision FPA at 
24 GHz and 55.1 GHz, respectively [31, 41]. These circuits were designed and 
fabricated using AIST standard (STP2) and advanced (ADP2) process. The 
single-precision FPA reported this time used the same top algorithm as the above two, 
with several components replaced by new design.  
 

4.6.1  Calculating Flow of Floating point Addition 

Generally, standard floating-point addition is performed according to the following 
6-step calculation flow [33] (Figure 4-19), and Figure 4-20 shows a more direct 
imagine: 

1). Exponent subtraction. The difference of two exponents is calculated. 
2). Significand alignment. The significand of the smaller number is shifted to the 

right by the difference of the two exponents. Since we can only represent limited 
data bits, less important bits of the smaller number are omitted. 

3). Add (or subtract) the two significands. This calculation is signed addition (or 
subtraction). 

4). Determine sign of the result. The sign of the result depends on the signs of the 
numbers to be calculated, the operation, and the relative magnitudes of the 
numbers. 

5). Normalization. If the significand of the result is not in normalized format, the 
significand is shifted to match the normalized form, and the exponent is adjusted 
according to the shift value. 

6). Rounding. The result is rounded to fit the data format. 

However, for the convenience of design and enhance the throughput, we have 
modified some steps to suit the bit-serial data format.  

The third step “addition” and the forth step “determine sign” are combined into one 
step. The sequence is opposite: the sign of the result is determined before the calculation. 
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Notice that either        or        is a positive number. The sign will be 
combined with the result of exponent like I did in the FPM. I list the behavior of 
adder/subtractor in all of the conditions in Table 4-3. 

This circuit part can be realized by using a combination of NDRO and NDROC 
cells. Figure 4-22 shows the schematic of this circuit part, where Fa, Fb represent the 
significands (Fractions) of A and B, respectively. Signal “Ea<Eb” comes from the MSB 
of the result of exponent subtractor, “Fa< Fb” comes from the significand comparator, 
“Ea = Eb” comes from the shift value send to the significand shifter, generated by 
another part of the controller I will explain the next, and “Sa   Sb” comes from a 
exclusive “OR” gate calculates the signs of the inputs data.   
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B. Decoding the shift value 

This circuit part is employed as a decoder which decoding the result from the exponent 
subtractor and send shifting instruction to the significand shifter. We designed the 
decoder based on a binary select tree composed by NDROCs. 2 mirrored decoders 
construct a symmetric complimentary structure which can send shifting instructions to 
selected shifter for Fa or shifter for Fb, respectively. Figure 4-23 shows the schematic 
of the half-precision decoder corresponding to the shifter for Fb. At first, the bit-serial 
format subtraction result is transformed into bit-parallel format via a serial-parallel 
converter (SPC), and then sent to the decoder to set the original status of NDROCs. 

It should be noted that although the subtraction result is in the range of (-15 ~ +15), 
only result in range of (-10 ~ +10) will be handled. This is because the bit length of 

 
Figure 4-23: Schematic of the half-precision decoder for the shifter of Fb 
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significand in half-precision floating point is 11. The others will be handled as 
exceptions: shifting instruction will not be send to the shifterand the output of shifter 
will be “0”, then the result of the adder/subtractor will be the original larger input data. 

 

4.6.4  Significand Shifter 

The significand shifter is used to right shift the smaller number thus it could match the 
larger exponent. In this shift register based shifter, the data is moved into the next 
pipeline stage. Therefore, a “left shift m bits” operation will look like a “right shift n - m 
bits” operation (n is the bit length of the siginificand). The shifted significand is then 
sent to the adder/subtractor. 

    Figure 4-24 shows the schematic of a 4-bit version significand shifter. At first, 
clocks of the first pipeline stage store the data into the bottom shift register. Then the 
shifting instruction from the decoder enables the corresponding NDRO. After this step, 
clocks of the next pipeline bring the stored data output from the enabled NORO, with 

 
Figure 4-24: Schematic of the significand shifter (4 bits) 
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4.6.6  The Normalizer 

The normalizers are applied to convert the calculating result into standard format, and 
they are more complicated than that in FPM. Both significand processing part and 
exponent processing part have their isolated normalizer, and the algorithm is different. 

A. The significand normalizer 

The significand normalizer is similar to the shifter but has expanded function. The 
shifter is applied to right shift the data, however the normalizer must be able to left shift 
the data in case of overflow. Figure 4-26 shows a block diagram of the normalizer of a 
4-bit version. This normalizer can perform shifting operation ranging from 4-bit left 
shift to one-bit right shift. 

The normalizer is composed of a shifter in the top and a D2FF based serial-parallel 
converter (SPC) in the bottom. The shifter has the same algorithm with our significand 
shifter, realizes shifting operation by changing the pipeline stage. SPC is adopted in 
order to generate shifting instruction. For example, the MSB = 1 corresponds to left 

 
Figure 4-26: Schematic of a 4-bit version significand normalizer. 
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shift 1 bit (overflow), second significant bit =1 corresponds to no shifting and so on. It 
should be noticed that a higher “1” bit has higher priority than all the lower “1” bits and 
would reset those corresponding NDRO. For example, when the data is (00.111)2, the 
third “1” bit will enable the third NDRO and disabled the fourth and fifth enabled 
NDRO, then the data is output from the third NDRO and right shifted for 1 bit. 

B. The exponent normalizer 

If the significand result is right/left shifted for n bits, n must be subtracted/added 
from/to the exponent result. Figure 4-27 shows a block diagram of the normalizer for 
the exponent. The normalizer is composed of a D2FF, a NOT gate, a binary counter 
composed of T1s (resettable toggle flip-flops), and an adder/subtractor similar to the 
one I explained previously. 

At first, the result of the addition (or subtraction) is sent to the binary counter from 
the LSB to the MSB after being inverted by the NOT gate to count the number of “0” 
bits in the input data. Because the last inputs of “1” in the data resets the counter, the 

 

 
Figure 4-27: Schematic of the exponent normalizer. 
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Additionally, the MSB of the subtraction result is used as “Ea<Eb” for the controller to 
determine the operation of the adder/subtractor. The structure can be considered as a 
operation fixed adder/subtractor.  

B. Comparator 

The comparator is applied to compare the magnitude of the significands and 
generate “Fa< Fb” for the controller. We applied a bit-serial structure shown in Figure 
4-29. 

While two numbers have different digital (bit), the one with a higher “1” bit is the 
larger number. The XOR gate examines whether there is a different bit, and the 2 ANDs 
check the “1” bit is from Fa or Fb. After enabled and disabled repeatly, the final status 
of the NDRO represents which significand has the higher “1” bit.  

C. Multiplexer 

This component is used to select the larger exponent. It is composed by two D2FF 
based SR used to store the two exponents. The controller uses “Ea<Eb” to generate 
“Ea_Trg” or “Eb_Trg”, and send them to the multiplexer to select the larger exponent. 
  



 

70 
 

4.7  Implementation and On-chip High-speed Test 

of FPA 

Based on the hardware algorithm introduced above, we designed and measured the 
single-precision FPA. The target clock rate is 50 GHz as well as the FPM with DC bias 
margin from -20% to +25%. The highest frequency is estimated to be 75 GHz. The 
Scale of the single-precision FPA is a little smaller than the FPM: The overall circuit 
contains 19850 Josephson junctions which includes on-chip high-speed test circuits, 
such as in/output shift registers and an on-chip clock generator. Size and power 
consumption of the FPM are 4.66 mm ×5.88 mm and 4.92 mW, respectively. A 
microphotograph of the FPA is shown in Figure 4-30.We should notice although the 
FPA cost less cells and junctions, it occupies more area. This is because the PTL wire 
we used in shifter and normalizer cost large space.  

Figure 4-31 shows two of several test data patterns we used to test the FPA. The 
inputs of the significand and exponent are denoted as (S_X, S_Y) and (E_X, E_Y), 
respectively. Similarly, the outputs of the significand and exponent are denoted as S_out 
and E_out, respectively. In the first data pattern, the input data X and Y are 
“-(111111111111111111111111)2 × exp (10000000)2” and 
“-(111111111111111111111111)2 × exp (1111111)2,” respectively. The calculation result 
of the significand is expected to be overflow and should be left shifted by 1 bit. On the 
other hand, in the second data pattern, X is “-(111111111111111111111101)2×exp 
(1111111)2” and Y is “(100000000000000000000000)2 × exp (10000000)2.” The 
significand result for this input pattern is expected to be right shifted by 23 bits. In 
Figure 4-31, one can see that the correct answers “-(101111111111111111111111)2 × exp 
(10000001)2” and “(100000000000000000000000)2 × exp (1101001)2” are obtained.  

DC bias margins of each circuit block at low speed and at 50 GHz are shown in 
Figure 4-32(a) and Figure 4-32(b), and frequency versus measured and simulated DC 
bias margins of the FPA are shown in Figure 4-33. The measured DC bias margin at the 
target frequency of 50 GHz is 97.39% - 111.23%. The shifter limited the margin of the 
whole circuit, and the maximum operation frequency is 58 GHz, similar to that of 
single-precision FPM. 
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4.8  Performance Assessment 

Table 4-4 shows the performance details of half- and single-precision FPMs and FPAs. 
Throughput is calculated by f/nc, where f is the clock frequency and nc denotes the 
necessary clock number for calculating one floating-point number. nc is determined by 
the length of the longest intermediate data, and given by ns + 2 and ns + 1 in the FPA 
and the FPM, respectively, where ns is the length of the significand. Additionally, the 
latency of both FPA and FPM is 2ns + 1×c, where c is the clock period. 

The throughput of our single-precision FPUs is approximately 2.3 GFLOPS, and 
we can achieve the total throughput of nearly 10 TFLOPs by using these FPUs in the 
LSRDP system. Recently developed 20 kA/cm2 Nb process would probably increases 
the performance by the factor of 1.4-1.5. 

Low power consumption is the attractive merit of SFQ circuits comparing with 
CMOS circuits. If we adopt the LR-biasing technique [16] to reduce the static power 
dissipation of the FPUs, the power-performance efficiency could be nearly 9000 
GFLOPs/W. This is approximately 2250 times larger than the Intel Xeon Phi™ 
coprocessor [44] , the CMOS processor for the components of the world fastest 
supercomputers at present. Additionally, power-performance efficiency of the whole 
LSRDP would achieve about 3000 GFLOPs/W, 1560 times better in contrast of 
“Tian-he 2”’s 1.92 GFLOPs/W.  

  

Table 4-4: The performance details of FPUs and LSRDP 

FPU 
Maximum 
Frequency  

(GHz) 

Throughput 
(GFLOPS) 

Power 
dissipation* 

(mW) 

Efficiency* 
(GFLOPS/W) 

Half-precision FPA 55.1 4.23 0.13 (2.90) 32500 
Half-precision FPM 72.0 6.00 0.13 (2.83) 46000 

Single-precision FPA 58.0 2.23 0.25 (4.92) 8920 
Single-precision FPM 59.0 2.36 0.26 (5.76) 9076 

The entire system 50.0 
8.192 

[TFLOPs] 
3.2 [W] ~3000 

*The LR-biasing technique was assumed in the estimation. The number in the blanket 
is the measured power dissipation using the conventional biasing scheme.  
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4.9  Summary 

We designed, implemented and demonstrated SFQ bit-serial FPAs and FPMs. The FPUs 
were fabricated using the AIST advanced 10 kA/cm2 Nb process. Their high-speed 
operations were successfully confirmed by on-chip high-speed tests, and the maximum 
frequency was evaluated to be 72 GHz and 59 GHz for half- and single-precision FPM 
and 58 GHz for single-precision FPA. 

The throughput of our single-precision FPUs is approximately 2.3 GFLOPS, by 
which we can achieve the total throughput of nearly 10 TFLOPs in the LSRDP system, 
with power-performance efficiency of 3000 GFLOPs/W. 

On the other hand, the results of this study indicate that the effect of large bias 
current is not a major obstacle for the implementation of SFQ circuits with the scale of 
20000 junctions if proper current management is fulfilled. However, though the effect of 
large bias current is not serious for this scale, the way to supply the bias current 
somewhat affects the bias margin of each circuit block.   
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5  

Josephson/CMOS Hybrid Memory 
 

5.1  Introduction 

In the previous chapter, I have introduced relatively large-scale SFQ processors which 
enable dozens GHz operation and ultra-low power dissipation. These processors (FPUs) 
are sufficient to perform fundamental calculation in computer and able to compose 
complicated superconducting computing system. However, with only processor, the 
system is not a computer: the memory is another required component. 

Unfortunately, due to the low integration density and small driving ability of SFQ 
circuits, it is difficult to realize large-scale, high-performance superconducting 
memories based on pure Josephson circuits. The size of largest superconducting RAMs 
which have been successfully demonstrated up to now is only 4k bits [45]. On the other 
hand, CMOS device has high integration density and mature memory technique has 
already been developed. Therefore we propose an idea to bypass the above demerits: 
using Josephson/CMOS hybrid technique.  

A Josephson/CMOS hybrid memory [46, 47] is a promising memory technology 
because the advantages of both Josephson and CMOS devices can be utilized; 
high-speed and high-sensitive properties in Josephson devices as well as high-density 
and large driving ability in CMOS devices. In the Josephson/CMOS hybrid memory, the 
clock rate is a bit lower and the power dissipation is slightly higher than that of 
superconducting RAMs. However the capacity is much larger. Considering all these 
factors, the Josephson/CMOS hybrid memory is suitable to be adopted as the L2 cache 
in the future superconducting computing system. Figure 5-1 shows the hierarchy of our 
prospective superconducting memory system, with the capacity growing larger and 
speed becoming slower from top to bottom. For each core of the CPU, it requires L1 
cache of 32- or 64-kb and L2 cache of 256- or 512-kb (or a several Mb shared L2 cache 
for multi-core structure, i.e. Intel’s Xeon) to achieve more than 90% memory hit rate 
and acceptable latency (proportional to capacity). In the prospective of superconducting 
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5.2  Architecture of Josephson/CMOS Hybrid 

Memory 

Figure 5-2 shows a block diagram of the Josephson/CMOS hybrid memory. The main 
parts of the system were composed of a Josephson/CMOS interface, CMOS decoders, a 
CMOS static random access memory (SRAM) cell array and Josephson current sensors. 
The CMOS memory cell array consists of eight blocks of 256 x 32-bit cell array, where 
32-bit data corresponding to single-precision data are written and read out. However, in 
this study, we reduced the data width to 8-bit due to limited pad numbers.  

Since there is huge difference in amplitude and waveform between an SFQ pulse 
and a CMOS signal, two stages of amplifiers are employed as an extremely significant 
interface between SFQ circuits and CMOS memories. The first stage amplifier is an 
AC-biased Josephson latching driver (JLD) [48], which amplifies a few hundred V of 
SFQ pulses to 40 mV-level signals. This level is then amplified into CMOS voltage by 
the CMOS differential amplifier [49], the second stage of the interface circuit. Two 
CMOS decoders then send these signals into correct address, perform write/read 

 

Figure 5-2: Architecture of Josephson/CMOS hybrid memory  
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execution in the CMOS SRAM. The output of CMOS SRAM is detected by the 
Josephson current sensor. In Figure 5-2, the blue blocks represent Josephson circuits 
and pink blocks represent CMOS circuits. 

 

The CMOS Circuits in Hybrid Memory 

Self-biased CMOS differential amplifiers are used as second-stage amplifiers to amplify 
a 40 mV signal to a CMOS voltage level. The CMOS differential amplifier has high 
immunity to noises compared with a single-end amplifier. It was shown that the 
self-biased CMOS differential amplifier is suitable for the interface of the hybrid 
memory in terms of speed, power consumption and robustness. 

Eight-transistor (8T) SRAM cells to build the CMOS static RAM [50]. The cell 
offers high-speed readout ability with good read/write stability. It provides about 
readout current of 200 A to drive the following Josephson current sensors. We use 
3-bit block lines to access eight blocks of memory cell arrays, and 8-bit address lines to 
access 256 word lines. The access time measured at 4.2 K ranges from 1.32 ns to 1.47 
ns, corresponding to address “0” to address “255”. 

The schematic of the CMOS differential amplifier and 8T SRAM cell are shown in 
Figure 5-3 and Figure 5-4. 
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Figure 5-3: PMOS-input source-follower self-bias differential amplifier. 
tp = 367 ps, power dissipation = 733 μW, using Rohm 180nm CMOS process 
 
 

 
 Figure 5-4: Schematic of 8T SRAM cell. 
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5.3  Josephson Latching Driver 

The first stage of the interface circuit is Josephson latching driver (JLD), also called 
Suzuki stack. It is an AC biased high-speed, high gain Josephson amplifier. Fig 5-5 
shows the schematic of the JLD, which is composed of two parallel 17/16-junction 
stacks of under damped Josephson junctions. When an SFQ pulse is input to the 
terminal “din” in high-level period of the AC bias, the left and right stacks switch 
alternatively, which generates 40 mV-level voltage amplitude at the output terminal. 
When the AC bias becomes low-level, the two stacks stop switching because of the lack 
of bias current, and the output is reset to “0”. I designed the JLD considering the 
following 2 factors. 

5.3.1  AC Bias Margin 

This is the most significant factor in design. In order to obtain wide bias margin, several 
modifications were adopted. I removed the ground plane under the stacks to reduce the 
parasitic capacitance since the parasitic capacitance has increased the bit error rate 
(BER) [51]. The bias resistor Rb has been increased and achieved impedance matching 

 

Figure 5-5: Schematic of the Josephson latching driver 
Critical current of the JJ in the two stacks is 400 A 
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in order to obtain high stability of the output voltage level [52]. And a pre-amplifier is 
added in front of the stack thus the input sensitivity could be highly increased.   

In conventional design, the SFQ pulse is considered to be input into the stack 
directly. However the drive ability of single SFQ pulse is relatively small since its 
amplitude is only several hundred V. Thus the JLD is not able to be switched unless 
supplied with very high bias voltage. Adding a pre-amplifier can increase the sensitivity 
considerably hence the JLD can work at low bias voltage. 

    I have attempted 3 kinds of pre-amplifier, including internal 4JL gate [53], external 
4JL gate and multi-flux quantum (MFQ) driver [54]. Both external 4JL gate type and 
MFQ driver type has margin more than ±20% and surpass the internal 4JL gate type, but 
the bias margin of MFQ driver is much narrower than the JLD, thus I adopted external 
4JL gate type as the final design. A schematic of the modified JLD is shown in Figure 
5-6. 

 

5.3.2  Parameter of Output RLC Load 

It is important to design the parameter of output RLC load since it is related to the 
output stability and latency. The output terminal is considered connected directly to the 
CMOS amplifier via bonding wire and the schematic is shown in Figure 5-7. A careless 
design lead to a typical unstable output wave form is shown in Figure 5-8(a). 

Generally, the capacitance should be reduced as possible since it caused extremely 
large latency by RC time constant, thus I removed the ground plane under the output 
strip line and the pad. The resistance and inductance could release the effect of 
capacitance but on the other hand they also increase the latency, thus there is a tradeoff 
between the two targets, low latency and high stability. Designing the RLC parameter to 
achieve critical damping is a good choice [55]. Thus we have: 

 
                                                                   (5.1) 

    Simulation in JSIM shows there should be an at least 120 ohm output resistor. 
However considering the length of the bonding wire is uncertain, I added a larger 150 
ohm one. An output waveform in well designed output load is shown in Figure 5-8(b). 
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5.4  Enhancement of Stability in JLD Array 

In previous study, although single JLD was well designed and had good characteristic in 
measurement, they became unstable and had narrow margins when we composed 
several JLDs into a JLD array. Investigation showed the reason is the effect of the AC 
bias [56]. Since we used totally 21 channels of JLD to control fully function of the 
hybrid memory, the supplied AC current became extremely large which flows back 
through the ground plane, and brings out intensive variations in the magnetic field of the 
circuits. This caused a serious problem because some SFQ cells, such as DC/SFQ 
converters, are very sensitive to the magnetic fields. Thus, solution toward reduction of 
effect of the AC bias is strongly required.  

    My idea is to separate the ground plane of the JLD array and the SFQ circuit part 
including DC/SFQ converters. Here I used locally isolated ground (LIG) [57] structure 
to construct a isolate ground plane for the SFQ circuit and eliminate the effect of AC 
bias. Figure 5-9 shows a microphotograph of a 10-channel JLD array with a SPC 
converter fabricated using the AIST standard Nb process (STP2) with the critical current 
density of 2.5 kA/cm2. The black rectangle around the SFQ circuit is LIG structure. 

I tested the JLD array at low speed and AC bias margin of each channel was measured. 
Stable output waveform was obtained and the margin is wide enough (±20%). Figure 

 

 
Figure 5-9: Microphotograph of a 10-channel JLD array with a SPC converter. 
Including 2 write/read lines and 8 data lines, the black rectangle around the SFQ circuit is 
LIG structure. 
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5.6  Reduction of the Area of JLD Array 

Although the fully function of the Josephson/hybrid memory has been confirmed, 
however it is difficult to implement the hybrid memory with all the 21 control lines 
since the area of JLD array is very large. The next work on the hybrid memory is 
reducing the area of JLD array, with eliminating the effect of AC bias simultaneously.  

    The area increase is majorly caused by the LIG structure. Thus we should find 
some other method to prevent the effect of AC bias. I proposed two approaches towards 
this purpose. In the first approach, a separated-ground structure is employed in order to 
control the ground current flow. However I did not make a completely isolated ground 
due to the purpose of the area reduction. Differential bias current is supplied to make 
sure the AC current does not affect the SFQ circuit seriously. Totally 17 channels of 
JLDs were designed, including all 11 word address lines, 4 word data lines and 2 
write/read control lines. The data lines are less than the previous design because the area 
restriction. The layout is shown in Figure 5-12(a). 

In the second approach, the uncompleted separated-ground structure is also 
employed. Additionally, I covered the SFQ circuit part with “sky plane” (upper 
superconductive layer) as the magnetic shield to prevent the external magnetic field [58]. 
Similar to approach 1, there are totally 17 channels of JLDs in this array. The layout is 
shown in Figure 5-12(b). 

Both the two types of JLD array are stable and have very wide bias margin in the 
measurement. Figure 5-13 (a) and (b) show the bias margin of each channel of JLD in 
the array. We can see each channel has an AC bias margin more than ±20%, and there 
were less scatters between these margins. Both of the two types are suitable for the 
implementation of hybrid memory, however, the approach 1 requires differential AC 
bias which is relatively difficult at high frequency. Thus I adopted the magnetic shield 
type JLD array.  
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5.7  Implementation and Experiment of Hybrid 

Memory (Version 2) 

We implemented our 64-kb Josephson/CMOS memory (version 2) using the magnetic 
shield type JLD array and the CMOS chip. Similar to the previous one, the CMOS chip 
is placed on the Josephson chip with a piggyback configuration. A microphotograph of 
the hybrid memory is shown in Figure 5-14, and all the 17 interface lines are bonded. 

Figure 5-15 shows an example of testing waveform of the hybrid memory at 4.2 K 
which demonstrates the data write in, data read out and address selecting function. 
Similar to the previous testing, raising edges of “Write”, “Read”, “Data” and “Address” 
signals correspond to the input of an SFQ pulse to the hybrid memory. In this test, the 
address (00000000001)2 is selected at first, then the data “1” is written by enabling the 
“Write” signal, which corresponds to the “write 1” mode. Output current appears when 
the “Read” is enabled, which corresponds to the “Read 1” mode. In the next test 
sequence, the data “0” is written into the address (00000000001)2 and the stored data “0” 
is read out, which corresponds to the “Read 0” mode. In the third test sequence, the data 
“1” is written into the address (00000000000)2, and the data is read out from the address 
(00000000001)2, in which the data “0” appears.  

The write and read operations of the memory for all the memory addresses (211) 
were confirmed in this test. It should be mentioned there was a defect that the Josephson 
current sensors did not work correctly, thus Figure 5-15 shows output directly from the 
CMOS RAM (approximately 200 A current). The reason that caused the malfunction 
of the current sensors is still considered as the effect of AC bias, since it operated 
normally in another separated experiment. Fortunately, it is not required that the current 
sensors and the JLD array have the same ground potential, which allow us to separated 
their ground plane completely in order to prevent the AC bias flowing to the LDDS.   
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the input current is 120 A. This right shifting is considered to be caused by parameter 
variation in fabrication: the critical current is 20% larger than design. 
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5.9  Summary 

In this chapter I introduced the design and implementation of a 64-kb Josephson/CMOS 
hybrid memory using as L2 cache in the superconducting computing system. Stable 
JLD array was designed and demonstrated, and I successfully confirmed the 
full-function of the hybrid memory with 2 write/read control lines, 11 address selecting 
lines and 4 data lines.  

I also designed a high sensitive Josephson current sensor for the low power 
dissipation approach of hybrid memory. 40% power consumption could be reduced by 
adopting this approach.  
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6  

Summary 
 

In this thesis, the progress and study on implementing a high-end, low power dissipation 
computing system based on superconducting electronics was introduced. The major 
technique used in this research is single-flux-quantum (SFQ) circuit, which is 
considered as a promising beyond-CMOS electronic device, for its ultra-high operating 
speed (dozens GHz-clock rate) and low power consumption (10-3 of CMOS). My 
research is mainly composed of 2 parts: development of high-end microprocessor, and 
development of reliable memory. 

In the first chapter, the background of my research was briefly presented. 
Nowadays CMOS based supercomputer is facing 2 large obstacles which prevent it 
from going to exa-scale. One is the extremely large power dissipation, and another is the 
development limit of CMOS fabricating process. Superconducting electronics will 
probably break these walls, as the electronic device of the next generation. 

    In the second chapter, I introduced the fundamental operating principle of SFQ 
circuits, from the basic element Josephson junction (JJ) to the logic gate. The power 
consumption and scaling rule of SFQ device are given in the ending. 

    In the third chapter, I introduced the methodology we used in designing, 
fabricating and measuring SFQ logic. For the convenience and high efficiency, 
cell-based design methodology and top-down approach are adopted. The experiment is 
done in liquid helium, which provide 4.2 K cryogenic environment. 

 In the fourth chapter, I introduced the design, implementation and test of SFQ 
floating-point units (FPUs) used in a novel supercomputing structure, LSRDP. Their 
high-speed operations were successfully confirmed by on-chip high-speed tests, and the 
maximum frequency was evaluated to be 72GHz and 59 GHz for half- and 
single-precision FPM and 58 GHz for single-precision FPA. With these FPUs, we can 
construct the supercomputing data path with performance of 8 TFLOPs and power 
efficiency of 3000 GFLOPs/W. 
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    In the fifth chapter, I introduced the design and implementation of a 64-kb 
Josephson/CMOS hybrid memory used as L2 cache in the superconducting computing 
system. Stable JLD array was designed and demonstrated, and I successfully confirmed 
the fully-function of the hybrid memory with 2 write/read control lines, 11 address 
selecting lines and 4 data lines. I also designed a high sensitive Josephson current sensor 
for the low power dissipation approach of hybrid memory, and 40% power could be 
reduced by adopting this approach.  

This research shows the possibility that implements a superconducting electronics 
based super-computing system. The system could have much higher power efficiency 
than CMOS system over available technique.  

    To obtain higher computation capability, one can use future Nb fabricating process 
which has a critical current density of 20 kA/cm2. This approach could improve the 
performance by a factor of 1.4 ~1.5 since we can achieve clock rate by a factor of that. 
Bit-slice structure may be adopted as well, which could also increase the performance 
by costing larger area.  

The static power dissipation in conventional SFQ circuits currently became a 
critical problem, because it has deteriorated the power efficiency seriously. It is 
necessary and valuable to apply techniques which could reduce or remove this 
consumption. This will be the next target in SFQ logic field.      

Large capacity, enough reliable memory is still the urgent requirement for SFQ 
based computing system. My effort eliminated the effect of AC biasing for a 64-kb 
hybrid memory, however accompany the increasing of capacity, this probably remains 
as an intrinsic problem. We can solve this problem by using DC biased Josephson 
amplifier and separating the DC bias part and AC bias part of the circuit completely in 
different chips. Moreover, pure Josephson RAM, the L1 cache with higher clock 
frequency than hybrid memory is demanded otherwise the performance of our system 
will be limited by the memory bandwidth.  
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