Demonstration of a Single-Flux-Quantum Microprocessor Using Passive Transmission Lines


Abstract—We have successfully demonstrated an 8-bit microprocessor using passive transmission lines based on single-flux-quantum LSI technology. In the microprocessor designed here, called CORE1α6, a simple bit-serial architecture with seven instructions was employed. In the CORE1α6, the floor plan was designed with consideration toward integration of a memory, and superconducting passive transmission lines (PTLs) were used to connect circuit blocks. Utilization of PTLs helped us reduce the propagation delay in long interconnections. The design flexibility of the floor plan was enhanced and the performance of the microprocessor was improved by 20% compared with our previous design. The CORE1α6 was composed of 6319 Josephson junctions and 15 PTLs with power consumption of 2.1 mW. We have confirmed the complete operations of the CORE1α6 by on-chip high-speed tests. The maximum clock frequencies for bit operation and instruction execution have been found to be 18 GHz and 1.2 GHz, respectively, where the performance corresponds to 240 million instructions per second (MIPS).

Index Terms—Microprocessor, passive transmission line, single flux quantum (SFQ) logic.

I. INTRODUCTION

THE single-flux-quantum (SFQ) logic circuit [1] features high-speed operation beyond several tens of GHz with extremely low-power consumption because it utilizes ballistic propagation of impulse-shaped voltage signals of SFQ. In the SFQ logic circuit, passive transmission lines (PTLs) are also available as interconnections. An SFQ travels in Superconductive PTLs at the speed of light without dissipation or dispersion. These excellent features indicate that the SFQ logic is a strong candidate for future LSI technology toward high-end digital applications, when we consider the crises of CMOS LSIs: the high power density and large interconnection delays. Several institutes have already started to study high-end SFQ microprocessors such as FLUX chip by TRW and State University of New York, Stony Brook [2].

We have been studying the microprocessors based on SFQ LSI technology for high-end network servers. As the first implementation, we have been developing an 8-bit SFQ microprocessor with simple, bit-serial architecture, called CORE1α. The main purposes of developing CORE1α are to demonstrate the feasibility of such a large-scale, complex digital system by using SFQ LSI technology, and to evaluate the bit-serial architecture through the actual design. The performance, power consumption, and circuit size of the CORE1α microprocessor will be fundamental information for us to investigate architectures in the future, because the bit-serial processing employed here is a direct approach of our complexity-reduced (CORE) concept [3], where the high-throughput nature of SFQ logic is utilized to ease the system complexity.

We designed a prototype chip of CORE1α and succeeded in the demonstration so far [4], [5]. The prototype, called CORE1α5, was made up of minimal essential components without any consideration for a memory. The CORE1α5 operated at 15.2 GHz with power consumption of 1.6 mW. The performance was estimated to be 167 million instructions per second (MIPS).

As the next step to integrate a memory, we have designed a new version of the CORE1α microprocessor, CORE1α6. The purpose of this design is to modify the floor plan with consideration for an SFQ shift-register memory [6]. Although a memory is not implemented yet in the CORE1α6, the microprocessor has a space for it and some components to control data streams between the memory and registers. One of major differences from the CORE1α5 is utilization of PTLs to connect circuit blocks. We used Josephson transmission lines (JTLs) for all interconnections in the CORE1α5. Introduction of PTLs leads to the flexibility to design the floor plan of the CORE1α6, because an SFQ can propagate PTLs over ten times faster than JTLs. In addition, the CORE1α6 is designed to be tested with high-speed system clock. The CORE1α microprocessor uses two clocks: system clock and local clock. The former corresponds to the system cycles, which is utilized to control instruction execution. The later is for bit operations such as trans-
ferring and calculating bit-serial data. In the demonstration of the CORE1α5, we were obliged to estimate the performance based on simulation, because the system clocks were low speed, while we confirmed successful operation with 15.2 GHz local clock. Using high-speed system clocks together with high-speed local clocks, we can estimate the performance of the CORE1α6 experimentally.

In this paper, we describe the design of the CORE1α6 with these improvements, and report the results of the microprocessor by high-speed on-chip tests.

II. DESIGN OF THE CORE1α6 MICROPROCESSOR

A. Modification of Floor Plan

Fig. 1 is a microarchitecture of the CORE1α6. The microprocessor is composed of a controller, a 5-bit program counter (PC), an 8-bit instruction register (IR), two 8-bit registers (Reg0, Reg1), a bit-serial ALU, data selectors (DS1, DS2), a clock detector (CD), and three clock generators (the local, system, and adjusting clock generators abbreviated as LCG, SCG, and ACG, respectively). Two shift registers substituted for a memory (the load/store and address shift registers as LD/ST_SR and ADDR_SR) are also integrated on the chip. LD/ST_SR is a 16-bit shift register that contains an address pointed during a memory access. The following components are newly added at this version of the CORE1α microprocessor: DS2, CD and ACG to control data streams between the registers and a memory, and SCG to generate high-speed system clocks for on-chip testing. We will describe these components later.

The CORE1α microprocessor has seven instructions including data transfers (Load, Store), register operations (Add, Move), conditional/unconditional branches (Skip if zero, Jump), and Halt. Table I summarizes the instruction set of the CORE1α6. We employed minimal instruction set to CORE1α in order to keep the microprocessor small.

We designed the floor plan of these 14 components taking the integration of a memory into account. A memory is a relatively large component. Through designing the floor plan, we found several long interconnections over 1 mm appeared on the CORE1α6 chip. We estimated that the large delays of long interconnections would bring about 25% worse performance of the CORE1α6 compared with CORE1α5 because of lowered frequency of the system clocks.

To overcome this problem, we have employed PTLs to connect components in CORE1α6. In general, implementing superconductive PTLs is difficult because of mismatch of impedance between PTLs and Josephson junctions. Recently, reliable PTL interconnecting technology using microstrip line with characteristic impedance of 2 Ω has been developed in our cell library [7], [8]. Introduction of PTLs helps decrease propagation delays in large interconnections and enhance the design flexibility of the floor plan. Simultaneously, utilization of PTLs contributes to the reduction of the number of Josephson junctions and power consumption of the system. For instance, the propagation delay between DS1 and IR, which is the longest path on the chip, is reduced from 400 ps to 34 ps, and the power consumption of the microprocessor is decreased by greater than 10%. The estimated performance of the designed CORE1α6 is improved by 20% from the CORE1α5. This is because the number of system clock cycles per instruction is changed from 6 to 5 in the new design as keeping the frequency of the system clock 1 GHz. In other words, the CORE1α6 executes each instruction in 5 ns while the CORE1α5 does in 6 ns.

![Fig. 1. The microarchitecture of the CORE1α6. The thick lines represent the paths for instruction and/or data.](image-url)
B. Additional Components

Here we describe some additional components of CORE1\(_{16}\) marked asterisk in Fig. 1.

The system clock generator (SCG) generates 1-GHz system clock signals advancing instruction execution phases. We can examine the performance of the CORE1\(_{16}\) experimentally by using SCG. SCG is designed to generate 1-GHz pulses when triggered by the external signal. The circuit is a combination of a 1/16 frequency divider and a 16-GHz programmable clock generator. The programmable clock generator is composed of a ring oscillator, a nondestructive read-out (NDRO) cell and a counter to control the ring [9], which is set to output five pulses. Utilization of the 16-GHz ring oscillator leads to the small area of SCG.

The data selector called DS2 works as a gate, which controls the local clock train and bit-serial data transfer from Reg1 to LD/ST_SR. When DS2 is switched to "enable" state for the Store instruction, DS2 passes the data. DS2 is a simple component composed of a pair of NDRO cells.

CD (clock detector) and ACG (adjusting clock generator) are added to adjust data format so as to fit a memory on the registers. In the CORE1\(_{16}\), both instruction and data are 8 bits wide and so is the memory. Eight local clocks are used for Load and Store operations. On the other hand, the register operations such as Add and Move requires 12 local clocks, because there are 12 stages at the 8-bit registers and 4-stage ALU, where we employed the synchronous design in order to reduce latencies of the registers and ALU [10]. In the CORE1\(_{16}\), the local clock trains with appropriate length are obtained by the improved LCG, which is composed of a ladder circuit and a delayed flip-flop. It can be set to generate 8 or 12 SFQ pulses. Using this variable LCG, however, the data in registers shifts by 4 bits after Load or Store operation. CD and ACG are designed to correct this inconsistency. In the instructions of data transfer between the memory and registers, CD detects the local clocks and triggers ACG. ACG generates four additional local clocks and send it to the registers and ALU.

III. Test Results

We have designed the CORE1\(_{16}\) using the CONNECT cell library [11], [12]. Fig. 2 is the photograph of the CORE1\(_{16}\) chip, which was fabricated using NEC’s Nb standard process [13]. The microprocessor is made up of 6319 Josephson junctions and 15 PTLs. The power consumption is 2.1 mW.

Functionality of the microprocessor has been tested on the chip with high-speed clocks. We confirmed the complete operations for every instruction by testing several test sequences. Fig. 3 shows one of the results, where successful addition of two integers is done with sequential instructions of the Load, Move, Load, Add, Store. After initializing the microprocessor at the part of (0) in the figure, we wrote the Load instruction and an integer 0100 1101 into LD/ST_SR (1). In this figure, the data start with LSB. We executed the instruction by triggering SCG to generate a high-speed system clock train. The local clocks controlled by the system clocks are automatically generated on the chip when needed. These clocks are so fast that
Fig. 3. The results of the addition of two integers with high-speed clocks. The eight waveforms at the bottom correspond to input signals, and an SFQ pulse is generated at each of their rising edges. The upper seven waveforms are outputs, whose signal transitions represent the arrival of the SFQ pulses. In this figure, data (LD/ST_SR_DIN, IR_DOUT, LD/ST_SR_DOUT, REG0_DOUT, and REG1_DOUT, which are the input or output signals of the corresponding components) start with LSB. On the contrary, an address (ADDR_SR_DOUT, which is an output of ADDR_SR) does with MSB. We can write an instruction and data to the LD/ST_SR by LD/ST_SR_DIN and LD/ST_SR_CLK after sending WRITE signal. To execute the instruction, we feed SYS_TRG, by which SCG generates high-speed system clocks. After each execution, we read ADDR_SR from ADDR_SR_DOUT with using ADDR_SR_CLK to check the address pointed by PC. The START and INIT, and LF_CLK (low-frequency clock) are used to initialize the microprocessors. The former two inputs reset the controller and other components, respectively. The latter flushes out the registers. The HLT_TRG is generated when the HLT instruction is executed.

we cannot observe them in Fig. 3. The integer was loaded into Reg1. Then we copied Reg1 to Reg0 with the Move instruction (2), loaded another integer 0110 1100 to Reg1 (3), and added the two integers (4) as well. Finally, we wrote back the result to LD/ST_SR with the Store (5), and send low-frequency clocks to read it. We can see the successful operation of the CORE1$\alpha$6 by the correct result of the addition, 1011 1001, from both Reg0 and LD/ST_SR. (In Fig. 3, the result is confirmed at the upper left, which is obtained from the same test sequence executed before (1).)

We have examined the operating region of the CORE1$\alpha$6 for the supplied dc bias current at different clock frequencies shown in Fig. 4. We can set the frequencies of local and system clocks independently by changing the bias currents for LCG and SCG, where the bias currents are supplied separately from each other and the other components. We have estimated the frequencies using the analog simulator [14] based on each supplied bias current. The test sequence used in Fig. 4 is an addition of two integers shown in Fig. 3. In this sequence, we have found that the successful bit operations were performed with the local clocks from 11 GHz to 18 GHz. As for the system clock, we have examined the maximum frequency of 1.2 GHz, where we confirmed the performance of 240 MIPS. At the target frequencies, 16 GHz for the local clock and 1 GHz for the system clock, the dc bias margin of the CORE1$\alpha$6 ranges from $-7.2\%$ to $+2.9\%$ against the designed point.

Fig. 4 represents the typical tendency of the operating regions of CORE1$\alpha$6. The maximum frequency of the system clock be-
comes higher as the local clock frequency faster. It suggests that the period between phases of instruction execution is shortened because of the time reduction in bit-serial operations. In addition, at 18-GHz local clocks, the microprocessor does not work with lower bias currents. In this case, we think that the lower margin is limited by the critical path of the local clocks, which is the data transferring path between the registers and ALU. These results agree with those of our simulation.

IV. CONCLUSION

We have succeeded in demonstration of the SFQ microprocessor using PTLs. The microprocessor demonstrated here was designed with the new floor plan with consideration toward integration of a memory. We have confirmed the complete operations of the microprocessor by on-chip high-speed tests. The maximum frequencies of the local and system clocks were found to be 18 GHz and 1.2 GHz, respectively, and the performance of 240 MIPS was examined experimentally. We have also demonstrated that the reduction of the delay in the long interconnection by using PTLs is highly effective in designing the SFQ microprocessor. Introduction of PTLs gave the flexibility for designing the floor plan, and improved the performance of the microprocessor by 20% compared with the previous design.
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