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Abstract 

Regional ocean models require accurate weather data for atmospheric boundary 

conditions such as air temperature, wind speed and its direction to simulate the coastal 

environment. In the first phase of this study, a numerical framework was developed to 

simulate different physical, chemical, and biological processes in a semi-enclosed coastal 

ecosystem by integrating the Weather Research and Forecasting (WRF) model with a 3D 

hydrodynamic and ecosystem model (Ise Bay Simulator). The final analytic data of the 

global forecast system released by the National Centers for Environmental Prediction 

with a 0.25° horizontal resolution was used as an atmospheric boundary condition for the 

WRF model to dynamically downscale the weather information to a fine spatial and 

temporal resolution. This modeling framework proved to be a good tool to simulate the 

physical and biogeochemical processes in a semi-enclosed coastal embayment. The 

WRF-driven ecosystem simulation and recorded Automated Meteorological Data 

Acquisition System (AMeDAS)-driven ecosystem simulation results were further 

compared with the observed data. The performance of both the recorded AMeDAS and 

WRF generated weather datasets was equally good, and more than 80% of the variation 

in bottom dissolved oxygen for shallow water and more than 90% for deep water was 

reproduced.  

This well-developed framework was utilized in the second phase of this study to assess 

the response of hypoxia development in a semi-enclosed water body to global climate 

change under moderate to the worst-case scenario, differentiating from other studies in 

which pseudo climate change scenarios were made by changing few metrological 

parameters. In this study, the weather research and forecasting (WRF) model was used to 
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dynamically downscale future climate change projections generated by the Global 

Climate Model (GCM). The downscaled high-resolution future weather products were 

further utilized to drive the 3D hydrodynamic and ecosystem model to simulate the 

bottom dissolved oxygen. The three climate projections under moderate to worst-case 

RCP scenario (RCP 4.5, RCP 6.0 & RCP 8.5) were simulated for six end century years 

(2095-2100). The weather simulation results indicated that in the future annual average 

air temperature will increase by 9%, 12% & 22% under moderate to worst-case RCP 

scenarios respectively. Similarly, the higher precipitation events in the future caused an 

increase in annual average river discharge by 10%, 17%, and 26% correspondingly. The 

typical wind pattern in Ise Bay will also change in the future, the overall and summer 

winds will increase along with a 10% decline in northwest wind events and a 4% increase 

in the southeast winds. The change in meteorological parameters affected the parameters 

directly associated with hypoxia development such as increased nutrients loading, 

enhanced stratification, and oxygen consumption. The ecosystem simulations in the 

shallower region were affected more as compared to deeper region and a significant 

decline in the annual average bottom dissolved oxygen was projected. The results 

suggested that the future hypoxic response in Ise Bay is less severe along with the annual 

average bottom oxygen decline of 10% and 13% under moderate to worst-case scenarios 

(RCP 6.0 & RCP 8.5) having the RCP 4.5 as baseline. Along with the declination of 

bottom dissolved oxygen, duration and area of hypoxic water mass was also projected to 

increase owing to hypoxia prone conditions. 

Keywords: Weather Research and Forecasting (WRF) Model, Dynamic downscaling, 

Climate change, Hypoxia, Ise bay.  
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1. Introduction: 

1.1 Background: 

Hypoxia is a significant issue affecting aquatic habitats such as the open ocean and coastal 

areas worldwide (Carstensen et al., 2014; Matear and Hirst, 2003; Song et al., 2020). The 

depletion of oxygen can greatly affect the biodiversity of the ocean (Vaquer-Sunyer and 

Duarte, 2008) and community structures and can alter the functioning of the ecosystem 

(Rabalais et al., 2002). The hypoxic water mass not only directly causes mortality in 

aquatic species but limits the availability of appropriate habitats too (Stramma et al., 

2008). This issue further worsens the condition within sediments at the bottom of the 

ocean when the dissolved oxygen level remains low for a protracted period (Keister et al., 

2000). Therefore, hypoxic and anoxic water masses have potentially adverse impacts on 

ecosystem functioning (Diaz and Rosenberg, 2008), fisheries industries associated with 

the ocean (Rheuban et al., 2018), and the dynamics of inorganic and organic matter 

(Galgani et al., 2014). 

The large-scale hypoxic water mass is the cause of mass fish kills every year (Harada, 

2008). The biomass of mega benthos and the richness of the main mega benthos species 

severely decrease during the summer season when hypoxic water mass develops (Hossain 

and Sekiguchi, 1996). Seasonal variations in the spatial distributions of leading species 

as well as population structure and growth exhibit changes owning to hypoxia 

development (Narita et al., 2006, 2003).  

It is essential to identify the underlying causes, to mitigate the hypoxic environment. The 

simulation of different physical, chemical and biological processes in a coastal ecosystem 
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is important for understanding the current system behavior, future prediction, and its 

utilization as a tool to induce an efficient management system. Many effective numerical 

models have been proposed to simulate the coastal ecosystem (Blumberg and Mellor, 

1987; Shchepetkin and McWilliams, 2005; Warren and Bach, 1992). Regional ocean 

numerical simulation models require marine meteorological data as a crucial input for 

simulating the ecosystem environment as it has a direct relationship with many 

environmental processes. For example, sea surface wind has a direct relationship with 

upwelling and downwelling (Galán et al., 2020; Rana et al., 2019), which may eventually 

lead to environmental problems. Similarly, air temperature affects water temperature and 

plays an important role in the development of water column stratification and 

eutrophication (Burt et al., 2012; Gamperl et al., 2020).  

Meteorological observations are generally concentrated in drylands with gauge density 

and spatial coverage, which is sufficient for the target area of interest. Observations at sea 

are made by mariners, monitoring buoys, ships, and satellites. As the number of 

observation stations in sea are meager as compared to the observation stations on land, 

marine weather observations are of great importance (Yelland et al., 1998). The regional 

ocean models are quite successful in the simulation of present water quality conditions; 

however, the world is facing another critical challenge in the shape of climate change. 

Climate change comprises changes in air temperature, wind speed and direction, 

precipitation patterns and other meteorological parameters directly associated with water 

quality deterioration (Taner et al., 2011; Tang et al., 2015). The Intergovernmental Panel 

on Climate Change (IPCC) has also highlighted the increase in sea surface temperature 

in its 5th assessment report. The global sea surface temperature significantly increased 
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from 1951 to 2010 and this warmer water is critical for most of the biological and 

chemical processes including algal blooms, oxygen solubility, and nutrient dynamics 

(Stocker et al., 2013). Generally, water quality response to adverse climate change impact 

is assessed by long-term observed data or by empirical models after establishing a 

relationship between meteorological and water quality variables (Jiang et al., 2014). 

These empirical and statistical models have their limitations as an aquatic system usually 

responds in a non-linear fashion with some time delays.  

The global climate change studies are on a very coarse resolution and not suitable for 

local impact studies (Troccoli, 2018). The impact of climate change on the ocean and 

specifically oxygen dynamics is uneven and based on observed data the decline in oxygen 

is more severe near the coast as compared to the deep open ocean (Gilbert et al., 2010). 

Currently, climate change reports derived information on climate change from global 

climate models (GCMs). GCMs consist of coupled sub-models to represent the physical 

processes on land, ocean, and cryosphere (Auffhammer and Hsiang, 2011). Presently, 

GCMs are the most progressive tools available for simulating the climate response to 

increasing concentration of greenhouse gases as they provide valuable simulations of the 

earth's past, present, and future climate states based on different scenarios on a global 

scale (Broccoli, 2014).  

The studies focusing on regional ocean models driven by global climate data from GCMs 

are relatively new and give a better idea of local impacts as the regional models resolve 

the shallow water and nearshore processes (Van Vliet et al., 2013). Most importantly, 

global climate studies do not involve the important sediment diagenesis processes and 

interaction between sediment bed and water column to simulate the coastal ecosystem 
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(Tang et al., 2015). The dynamic downscaling technique is quite popular to downscale 

the GCMs for local impact studies by using dynamic downscaling weather models such 

as Weather Research and Forecasting (WRF) model (Tang et al., 2016).  

In several studies, the Weather Research and Forecasting (WRF) model was coupled with 

the Regional Ocean Modelling System (ROMS) and Large-eddy simulation (LES) model 

to simulate hurricanes (Kinbara et al., 2010; Mooney et al., 2019). The WRF model was 

also coupled with the ROMS and Lagrangian TRANSport model (LTRANS) to analyze 

the trace metal temporal and spatial variability within the Gulf of Cadiz shelf waters and 

their transport towards the adjacent basins (Laiz et al., 2020). However, there is still a 

paucity of studies focusing on its integration with hydrodynamic and coastal ecosystem 

models to simulate the present and future water quality conditions. 

In the case of Ise Bay, several authors made pseudo climate change scenarios by 

increasing solar radiation and altering nutrients loading to some extent based on the 

historical data to assess the impacts of climate change on ecosystem health (Higashi et 

al., 2012; Y. Tanaka et al., 2012; Tanaka et al., 2014). Recently, Onishi et al. 2020, studied 

the climate change impact on river discharge and nutrients loading in the Ise Bay 

watershed by using the GCM outputs CMIP3 experiments with Soil and Water 

Assessment Tool (SWAT) and concluded the future increase in river discharge and 

nutrients loading (Onishi et al., 2020). However, studies focusing on the full modeling 

chain of water quality for regional impacts by utilizing global climate data are scarce. It 

is quintessential to develop a comprehensive modeling framework to simulate regional 

water quality parameters based on a larger suite of meteorological parameters, instead of 

focusing on and altering few meteorological parameters.  
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Regional water quality models such as the Salish Sea Model for the Pacific Northwest 

region of the United States (Khangaonkar et al., 2019), Chesapeake Bay Model for the 

mid-Atlantic region (Ye et al., 2018), Ise Bay Simulator for semi-enclosed bays in Japan 

(Tanaka and Suzuki, 2010), are some typical examples of coastal ecosystem models that 

can resolve the nearshore processes with high resolution. These models are operated in 

the “hindcast” mode using observed meteorological, ocean, and hydrological conditions. 

Several authors utilized the Automated Meteorological Data Acquisition System 

(AMeDAS) data to simulate the coastal ecosystem for Ise bay (Tanaka et al., 2014; 

Tanaka and Ikeda, 2015). The Japan Meteorological Agency (JMA) collects AMeDAS 

data over 1300 rain gauges at average intervals of 17 km nationwide, and only 12 

AMeDAS weather stations are available to create atmospheric boundary conditions for 

hydrodynamic and ecosystem simulation. 

1.2 Problem statement: 

The global climate change studies and future projections with consequences are well 

understood (Keeling et al., 2010; Mora et al., 2013). However, the impacts on nearshore 

processes are not well documented (Khangaonkar et al., 2019). When coming up with 

adaptation and mitigation measures of global climate change for the future decades, the 

policymakers and industries should rely upon accurate climate data on an acceptable 

spatial and temporal scale to assess the impacts, vulnerabilities, and risks.  

It is therefore, quintessential to attain quantitative information on climate change for 

impact studies. Moreover, the climate change studies in japan are mainly restricted to 

change in the sea surface temperature, its impact on coral reefs and seaweeds (Takao et 

al., 2015; K. Tanaka et al., 2012; Yara et al., 2012), and sea-level rise concerning beach 
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losses (Udo and Takeda, 2017). According to the PubMed database, there is exponential 

growth in the number of publications using the combination of climate change and sea-

level rise as keywords while the publications using the combination of climate change 

and ocean water quality as keywords are relatively scarce as shown in Figure 1.1.  

 

Figure 1.1 Publications trend according to the PubMed database for the ocean response 
to climate change. 

 

Recently, Jones et al. 2019, reviewed 470 peer-reviewed articles and found exponential 

growth in the publications between 1988 to 2018 using the term hydrologic connectivity 

(see Figure 1.2). The study highlighted the recent trend of interdisciplinary research to 

expand the physical, chemical and biological understanding of aquatic systems as all the 

systems are interconnected and affecting each other directly or indirectly. The authors 
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concluded that least importance was given to coastal waters and hyporheic zones owning 

to complexities (Jones et al., 2019).  

 

Figure 1.2 (a) Exponential growth in publications between 1988 to 2018 using term 
hydrologic connectivity, (b) Numbers of papers referring to key terminologies related to 
physical, chemical, and biological functions of water bodies, (c) Number of papers 
focusing on particular hydrologic units. (Jones et al., 2019). 

Based on the detailed review of previous studies, the problem statement is as follows. 

• Qualitative large‐scale global climate projections are well understood all over the 

world. However, the impacts on nearshore/coastal processes are not well documented. 

• Lack of coupled climate change and regional coastal ecosystem studies. 

• Climate change studies in Japan are limited to sea-level rise, sea surface temperature 

and their impacts on coral reefs, seaweeds distribution, and beach losses only. 



8 
 

1.3 Hypoxia and Ise Bay: 

Ise Bay is a semi-enclosed water body with characteristics of summer season hypoxia that 

is typically observed in eutrophic enclosed bays. Its topography and water exchange 

characteristics play an important role in the occurrence of hypoxic water mass (Fujiwara 

et al., 2002; Nakao and Matsuzaki, 1995). Whenever oxygen consumption by the 

decomposition of organic matter by bacteria (biochemical processes) exceeds oxygen 

supply (physical processes), the bottom water becomes hypoxic (Kasai, 2014; Katin et al., 

2019; Officer et al., 1984). The physical processes, especially the water exchange at the 

bay mouth, follow a seasonal pattern and show a significant decline in the intrusion of 

oxygen-rich oceanic water during the summer season (Hafeez et al., 2020; Kasai et al., 

2004). In summer season, the inner bay bottom water often gets separated from the 

surface and surrounding water, forming an older water pool with a restricted oxygen 

supply (Hafeez et al., 2019; Tanaka and Ikeda, 2015).  

1.4 Research objectives: 

The main objective of this study is to assess the response of hypoxia development in a 

semi-enclosed water body to global climate change by considering both moderate and 

worst-case scenarios. The three main objectives were introduced during the research 

period to achieve this goal as follows. 

1. To develop a high-resolution coupled coastal modeling framework that can be used 

for regional climate change studies. 

2. To assess the impacts of climate change drivers on the projected river discharge and 

nutrients loading in the vicinity of Ise Bay. 

3. Quantification of climate change impacts on the coastal ecosystem health. 
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1.5 Outline of the thesis: 

This thesis consists of weather and coastal ecosystem simulations carried out to achieve 

the objectives as defined in section 1.4.  The breakdown of the thesis chapters is as follows. 

Chapter 1 comprises of background, the problem statement and the research objectives. 

While Chapter 2 summarizes the literature related to the understanding of climate change, 

climate change impacts in Japan, the significance of global and regional climate studies, 

and the significance of this research. Chapter 3 describes the study area, the methodology 

adopted in this research and most importantly, the configuration of all the numerical 

models coupled together to achieve the research objectives. The detailed background of 

all the models and data sets utilized to drive these models are also discussed in this chapter.  

Chapter 4 presents the results of present and future weather simulations, hydrological 

simulation and calculation of nutrients loading.  

Chapter 5 highlights the results of present and future hydrodynamic and ecosystem 

simulations. It also discussed the impacts of climate change on ecosystem health. Chapter 

6 summarizes the conclusions of this research along with limitations and future 

recommendations. 
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2. Literature review: 

2.1 Climate change: 

Climate is often defined as longer-term variability of temperature, wind, and precipitation 

over decades (usually thirty years) for a geographic area (Allwood J. M. et al., 2014). 

Intergovernmental Panel on Climate Change (IPCC) defines global climate change as any 

change in climate over time either due to natural or anthropogenic activities (IPCC, 2001). 

Climate change is scientifically evaluated through the measurements of temperature, wind, 

or precipitation over decades or more. In scientific terms, the climate system comprises 

five major components interacting with each other, i.e., land surface, atmosphere, 

biosphere, hydrosphere, and cryosphere. Emission scenarios and other climate change 

drivers are used to evaluate the influence of human activities on these interacting 

components (Climate Change Science Program and the Subcommittee on Global Change 

Research, 2003). 

 

Figure 2.1 Major climate components required to understand the full image of climate 
change (Climate Change Science Program and the Subcommittee on Global Change 
Research, 2003; IPCC, 2001). 

 



11 
 

2.2 Climate change scenarios: 

Future gas emissions and concentrations are hard to predict as they depend on a number 

of parameters like future developments related to population growth, energy consumption, 

economic growth, the shift towards renewable energy, technological advancements, land 

use and deforestation, etc. The climate-modeling research community has established 

four Representative Concentration Pathways (RCPs). These RCPs correspond to 

upcoming global warming scenarios as summarized in Table 2.1. RCPs are spatial and 

temporally varying trajectories of future greenhouse gas concentrations caused by 

different anthropogenic activities as shown in Figure 2.2. RCPs calculate future 

greenhouse gas concentrations (GHGs) and energy increase of the earth system (Radiative 

Forcing) is attributed to increasing pollutants.  

 

Figure 2.2 Key greenhouse gases with respective emissions through different RCPs  (van 
Vuuren et al., 2011) 

 

Owing to the various future GHGs due to energy consumptions, RCP2.6 can lead to the 

least amount of warming and lesser climate change. RCP 8.5 will lead to more and rapid 

warming, eventually more climate change. A detailed look at the temporal variation of 
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RCPs will reveal that the variation among the RCPs is less up to the mid-century as shown 

in Figure 2.3 (left), while RCPs diverge after the midcentury and yield more difference 

between low and worst-case emission scenarios. The climate system models are designed 

in such a way to respond slowly to emission scenarios by the midcentury and faster by 

the end of the century. For the local impact and climate change studies it is very important 

to use end-century results of GCMs as this period offers rapid warming and changes in 

other important variables such as precipitation, river discharge, and water temperature. 

 

Figure 2.3 (left) Timeseries of change in radiative forcing under different RCPs. (Middle) 
Comparison between radiative forcing and CO2, indicating less radiative forcing to less 
CO2 emissions and higher emissions to higher radiative forcing. (Right) Contribution of 
different GHGs emissions to radiative forcing under various RCPs (van Vuuren et al., 
2011) 

 

Future global climate change projections are derived from outputs of numerous models 

that use mathematical algorithms to establish relationships among various components of 

the global climate system as described in section 2.1. These complex models are called 

Global Climate Models (GCMs) or General Circulation Models (IPCC, 2001). These 

GCMs take historic weather as initial condition and future greenhouse gas scenarios, 
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physiography, vegetation/land cover, topography, etc. The GCM translates RCP 

scenarios for the global climate in terms of atmospheric and oceanic variables. The spatial 

and temporal resolution of these GCM output variables is predefined and usually on a 

very coarse resolution due to limited computational resources.  The advanced form of 

GCMs is also called Atmosphere-Ocean General Circulation Models (AOGCMs) and 

these fully coupled climate models are complex algorithms having the ability to 

incorporate changes in ocean, ice, land surface with other components of the climate 

system (Houghton et al., 1997). 

 

Table 2.1 RCPs foundation publications and groups responsible for its development. 

Scenario Radiative Forcing Modelling Group Publications 

RCP 8.5 8.5 W/m2 in 2100  IIASA, Austria  (Riahi et al., 2007) 

RCP 6.0 6 W/m2 post-2100  NIES, Japan 
 (Fujino et al., 2006) 

 (Hijoka et al., 2008) 

RCP 4.5 4.5 W/m2 post-2100  JGCRI, USA 

 (Clarke et al., 2007) 

 (Smith et al., 2006) 

 (Wise et al., 2009) 

RCP 2.6 

3 W/m2 before 2100, 

decreasing to 2.6 

W/m2 by 2100 

EAA, 

Netherlands 
(Van Vuuren et al., 2007) 

International Institute for Applied Systems Analysis (IIASA) 

National Institute for Environmental Studies (NIES) 

Global Change Research Institute (JGCRI) 

Environmental Assessment Agency (EAA) 
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2.3 Climate change and coastal hypoxia: 

The relationship between eutrophication and intensity of coastal hypoxia is controlled by 

many factors such as freshwater inputs, stratification of the water column, primary 

production, respiration of organisms, and activity of microbes. Climate change can affect 

all these factors, e.g., increase in temperature, ocean acidification, precipitation, sea-level 

rise, winds, frequency of storms, and other key variables as shown in the following Figure 

2.4 (Altieri and Gedan, 2015). 

 

Figure 2.4 Relationship between different climate change drivers and its concerned 
physical and biological effects that eventually modulate the intensity of hypoxia (Altieri 
and Gedan, 2015). 

As aforementioned key factors are directly associated with climate change and going to 

get worse in the future, their negative impact on hypoxic zones is inevitable. In the past, 

several studies relate climate change with eutrophication primarily due to change in 
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precipitation patterns, yielding higher river discharge, and altering nutrients dynamics. 

These studies pointed out important relationship between river discharge and 

eutrophication, with critical consequences for coastal hypoxia, however, this is just one 

of the many potential climates concerning adverse impacts on nutrients loading and 

formation of hypoxic zones (Howarth et al., 2000; Justić et al., 2005). However, there is 

some strong evidence from aquatic systems that the intensity of hypoxia is continuously 

increasing despite having strong checks and control on eutrophication it was attributed to 

climate change (Villate et al., 2013). Altieri et. al also predicted changes in annual air 

temperature in connection with the moderate climate change scenario (A1B Scenario) for 

the period (2080–2099) and found most of the existing hypoxic sites, are in the region 

that will experience (1.5°C-3.0°C) increase in air temperature. This study highlighted the 

worsening of hypoxic sites as the air temperature is the most critical parameter and will 

directly affect the hypoxic zones (Altieri and Gedan, 2015). 

 

Figure 2.5 A map of existing oxygen minimum zones in relationship to projected changes 
in annual air temperature based on the moderate climate change scenarios (Altieri and 
Gedan, 2015; Diaz and Rosenberg, 2008). 
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2.4 Climate change and its impacts in Japan: 

Japan's meteorological agency (JMA) keeps good track of climatic conditions all over the 

world to contribute to the development of adaptation and mitigation strategies. JMA also 

plays an important role in the international scientific community collaborations for the 

aim of evaluating climate change through IPCC assessment reports. As per JMA, the 

global average surface air temperature is increasing with a value of 0.69 °C/century as 

shown in the following Figure 2.6. 

 

Figure 2.6 Global average surface temperature trend from 1890 to 2010. The blue line 
indicates the five-year running mean, while the red line shows the linear trend  (JMA, 
n.d.). 

As per the synthesis report on observations and climate change projections in Japan 2018, 

Japan's average surface air temperature increase value (1.19 °C/century) is twice as 

compared to the global average surface temperature (0.69 °C/century). The temperature 

increase rate was significantly higher in the post-1990s as compared to earlier decades 

(Figure 2.7).  
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Figure 2.7 Average surface temperature over Japan from 1898 to 2015. The blue line 
indicates a five-year running mean, while the red line shows the linear trend (MOE et al., 
2018). 

 

JMA observes rainfall at about 1,300 automatic regional meteorological stations all over 

Japan (knows as Automated Meteorological Data Acquisition System or AMeDAS). 

There are wide sets of data available since the operation of these stations in the 1970s. 

Figure 2.8 is based on a long-term trend analysis of this data and JMA released this 

climate monitoring report in 2018. It is clear from the data that the rainfall events with 

higher intensity [Rainfall intensity ≥50 mm/hour (upper) & 80mm/hour (lower)] are 

continuously increasing. The 50 mm/hour rainfall intensity events are increasing with a 

trend of 20.50 times per decade while 80mm/hour rainfall intensity events are increasing 

with a trend of 2.20 times per decade. 
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Figure 2.8 Trend of high-intensity rainfall events [Rainfall intensity ≥50 mm/hour (upper) 
& 80mm/hour (lower)] of 1000 sites all over Japan. The green bars are the annual number 
of rainfall events while the red line indicates the long-term linear trend  (Japan 
Meteorological Agency, 2018). 

The typical wind pattern that occurs in the vicinity of Ise Bay is shown in Figure 2.9. The 

wind usually blows from the north-west (NW) direction in the winter season while it shifts 

to the south-east (SE) direction during summer season. Higashi et al.,2008 reported the 

change in this typical wind pattern based on the analysis of wind data for the period 1981-

2004. The authors reported that the number of strong wind events has decreased in recent 

years. The southeast wind that occurs frequently in the summer has not changed much, 
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however, the number of strong wind events from the northwest that typically occurs from 

winter to early spring has decreased significantly (Higahsi et al., 2008). 

 

Figure 2.9 Typical wind pattern over the Nagoya region. Arrows are indicating the wind 
direction while the blue line is showing the monthly average wind speed (Nagoya Port 
and Airport Technology Research Office, Central Regional Development Bureau, n.d.). 

 

The JMA also conducts oceanographic observations, especially for sea surface 

temperature (SST), sea currents, and sea-level rise. As per observed data, the sea surface 

temperature around Japan is continuously increasing (see Figure 2.10). The annual 

average SST around Japan is increasing with a value of 1.11 °C/century. This value is 

twice as compared to the global ocean average i.e., +0.54 °C/century. The value is even 

higher for the study site (Ise Bay) focused in this research. This increased in sea surface 

temperature is responsible for several seaweed bed loss events in Aichi prefecture as well 

as along the coast of  Yamaguchi prefecture and northern Kyushu prefecture (Hideaki et 

al., 2014). 



20 
 

 

Figure 2.10 Area averaged sea surface temperature increase rate covering the 
surroundings of Japan from 1900 to 2013. The values with * are statistically significant 
while # are the ones with no significant trend (JMA, n.d.). 

2.5 Global climate change studies focusing on the marine ecosystem: 

The first-ever IPCC special report on the ocean and cryosphere was released on 

September 25th, 2019 in Monaco. It was the first of its kind to particularly focus on the 

marine ecosystem. The adverse effects of climate change on the marine ecosystem were 

documented and summarized in this report (Bindoff et al., 2019). The Monterey Bay 

Aquarium Research Insititute comprehensively summarized the climate change-driven 

negative impacts on the marine realm in a pictorial form as shown in Figure 2.11.  Climate 

change is becoming serious with long-term negative consequences for the marine 

ecosystem. The burning of fossil fuels, rapid growth of livestock business and cutting 

down forests are primarily three examples of direct human activities that are unleashing 

billions of tons of CO2 and several gases having the ability to trap heat into the 

atmosphere, resultantly making the planet warmer. However, the ocean has saved us from 

the nastiest impacts of climate change by absorbing about twenty-five percent of the 
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surplus CO2 and around ninety percent of the surplus heat (Von Schuckmann et al., 2020). 

In return to these climate services, marine ecosystems are paying the price of serious 

consequences including Increasing sea surface temperature, bleaching of coral reefs, 

shrinking of fish habitats, ocean acidification, deoxygenation (expansion of oxygen 

minimum zones). 

 

Figure 2.11 The adverse effects of climate change on the marine ecosystem (Bindoff et 
al., 2019; “Monterey Bay Aquarium Research Institute,” n.d.) 

 

Thomas L. et al. 2016, summarized the temporal and spatial distribution of coastal 

ecosystem stressors and explained the uncertainties in the climate change projections 

based on the CMIP5 climate change experiments.  All the changes were calculated with 

reference to historical data from 1985 to 2004 (See Figure 2.12 ). The trend in coastal 

ecosystem stressors can be summarized in the following Table 2.2. 



22 
 

 

Figure 2.12 Time series and spatial patterns of simulated change in sea surface pH, SST, 
Oxygen concentration averaged over the depth range of 100 to 600 m, and net primary 
production (NPP) for the top 100 m depth. (left column) Black lines are indicating the 
observations and grey lines are the simulated global changes based on CMIP5 multi-
model low emission (RCP 2.6) and high emission (RCP 8.5) scenario for the period of 
1950 to 2100. (Bindoff et al., 2019; Thomas L. et al., 2016). 

Table 2.2 Observed data utilized by Thomas L. et al., 2016 for the calculations of ∆. 

Coastal Ecosystem Stressors Trend Observed Data Source 

pH Decreasing  (Lauvset et al., 2015) 

SST Increasing  (Smith et al., 2008) 

O2 Decreasing  (Stramma et al., 2012) 

NPP Decreasing  (Behrenfeld et al., 2006) 
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2.6 Importance of regional climate change studies: 

The global climate models are getting more complex with the addition of sub-models 

covering processes of terrestrial vegetation, land use, ecosystems and biogeochemical 

cycles. The developments in the climate models are made by the climate science 

community based on the purpose and need of the hour. Since then there is a significant 

increase in the complexity and resolution of the climate models since the first assessment 

report (FAR) as shown in Figure 2.13. The models are not only increasing the complexity 

but also the resolution subjected to an increase in computation and analytical resources 

(Committee on a National Strategy for Advancing Climate Modeling, 2012). Figure 2.13 

gives an insight into climate model development over the past decades.  

 

Figure 2.13 Development of climate models contributed to IPCC reports in terms of 
climate model complexity and resolution (Committee on a National Strategy for 
Advancing Climate Modeling, 2012). 
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Even though the developments in the climate models are remarkable, these are considered 

the most reliable tool to predict future climate changes on a continental scale or above.  

At present their resolution is not enough to resolve the local processes such as orographic 

rain etc. A very comprehensive example of how a model resolution plays a critical role 

in resolving a regional climate process is shown in the following Figure 2.14. The 

simulated annual precipitation was accurately simulated with a higher resolution (50 Km), 

however, there was not any trace of precipitation in the low-resolution simulation (300 

Km).  

 

Figure 2.14 Comparison of simulated annual mean precipitation in the western USA by 
the same model with different resolutions (Duffy et al., 2003). 
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As climate models are one of the most advanced and useful tools to help decision-makers 

and policymakers to sanction mitigation and adaptation measures, however, the predicted 

climate changes are not reliable for every aspect of the climate system. There stands a 

challenge of climate model reliability as the current climate models are highly reliable for 

some phenomena but unfortunately least reliable for the ocean ecosystem change which 

is the target objective of this research. 

 

Figure 2.15 Temporal and spatial scale of important climate phenomena and their 
comparative reliability of climate model simulations (Committee on a National Strategy 
for Advancing Climate Modeling, 2012). 

 

It is important to run high-resolution climate and ecosystem simulations to increase the 

reliability of the modeling chain and to make the viable information available for 

decision-makers and policymakers at a regional scale and particularly in the domain of 

coastal ecosystem change. 
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2.7 Significance of this research: 

Bottom DO depletion is a notable global issue that has been a target of water quality 

criteria. For example, in April 2003, the U.S. Environmental Protection Agency (USEPA) 

published the ambient water quality criteria for DO, water clarity and chlorophyll-a for 

the Chesapeake Bay and its tidal tributaries (USEPA, 2003). It was the foundation 

document defining the Chesapeake Bay water quality criteria and recommended 

implementation procedures for monitoring and assessment. The Japanese Government 

also revised the water quality standards in 2016 and added bottom DO as a new standard 

(Ministry of Environment, n.d.). In addition to water quality standards, the government 

also formulated pollutant load control plans to reduce nutrient loading under different 

management scenarios. Both continuous monitoring of water quality and benthic fauna 

and the modeling approach are useful to meet the requirement to set up such objectives. 

As the atmospheric conditions greatly affect water quality and its distribution, such as 

hypoxia/anoxia, it is always difficult to extract the causal chain of hypoxia development 

from field observation/monitoring data alone. Therefore, for practical use as well as for 

scientific research, establishing a sound modeling framework is essential. 

 Furthermore, the target research site, Ise Bay is a rich fishery resource; however, the fish 

catch of bottom otter trawling in Ise Bay greatly decreased from approximately 7,200 tons 

in 2000 to about 4,600 tons in 2009. These changes in fish catches were attributed to 

environmental variables such as water temperature and DO (Iwaba et al., 2019). Therefore, 

understanding environmental conditions, especially DO variation, is very important for 

the resource management of fisheries.  



27 
 

The development of this rigorous framework proved to be a useful tool to simulate bottom 

DO with high accuracy. As most of the regional ecosystem models run in hindcast mode 

with the historical weather products to simulate the bottom DO, the regional coastal 

ecosystem model is coupled with global analysis and forecast data from NCAR to 

simulate the present conditions in this research. The performance of this weather product 

was pretty good and simulated ecosystem results were in good agreement with the 

observed data. This highlights the importance of this study to be implemented in research 

sites with the scarcity of observed weather data, which is usually the case with the coastal 

sites.  

Moreover, the GCM outputs under changing climate and Representative Concentration 

Pathway (RCP) scenarios were also integrated into this modeling framework. This helped 

us understand the future temporal and spatial variation of coastal hypoxia under climate 

change and somehow interlinked with sustainable development goals (SGDs) as shown 

in the following Figure 2.16. 

 

Figure 2.16 Sustainable development goals (SDGs) related to climate action (climate 
change) and life below water (ocean water quality).  
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3. Materials and Methods: 

3.1 Study area: 

Ise Bay is located near the centre of Japan facing the Pacific Ocean, between latitudes 

34.20° N and 35.40° N and longitudes 136.40° E and 137.40° E (Figure 3.1). The bay has 

a large surface area of 1,738 km2 with a water volume of 33.9 km3. It is connected to the 

Pacific Ocean through a mouth of 20 km length confined between several small islands, 

which is the only source of seawater exchange. Such topographic conditions make it a 

typical semi-enclosed water body with a higher enclosure index. The mean annual age of 

fresh river water and seawater in the bay were calculated to be 36.5 and 40.7 days, 

respectively (Tanaka and Ikeda, 2015). The bay has a larger surface area than other 

notable semi-enclosed bays in Japan, such as Osaka Bay and Tokyo Bay. However, it has 

a relatively shallow average water depth of approximately 19.50 m and a maximum of 30 

m depth towards the centre of the basin, which makes its bathymetry bowl-shaped. The 

northern and central parts of the bay have silt clay bottom sediments, while the southern 

and southwestern parts have bottom sediments of sand, muddy sand, and sandy gravel 

(Ganmanee et al., 2003).  

The water in the bay is rich in nutrients and highly turbid due to freshwater discharge and 

sewage effluent from cities situated along the western and northern coasts of the bay. The 

region surrounding Ise Bay can be roughly divided into ten major river systems. The 

widest and most populous one is the Kiso River system with a 9,100 km2 basin area and 

a 3.36 million population. With the recent progress of eutrophication in the bay, red tides 

occur during the summer every year (Suzuki, 2016), followed by oxygen-poor water, 

which is abundant primarily in the central to western parts of the bay. 
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Figure 3.1 Bathymetric map of Ise Bay and locations of monitoring stations. Solid red circles represent weather observation stations where 
hourly observations of air temperature, wind velocity, and precipitation are recorded by the JMA. Solid blue squares represent ocean 
monitoring buoys where in situ measurement of water quality in three layers; surface, middle, and bottom are made on an hourly basis by 
the Ministry of Land, Infrastructure, Transport, and Tourism (MLIT).
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3.2 Research design: 

In this study, the combination of several numerical models has been used as an instrument 

to quantify the impact of climate change on the regional coastal ecosystem. To achieve 

the objectives, the following methodology was adopted as shown by the flow chart in 

Figure 3.2.  

 

Figure 3.2 Research methodology flowchart and objectives. 

 

The first objective was to develop a high-resolution modeling framework and it was 

achieved by coupling the weather model with the regional 3D hydrodynamic and coastal 

ecosystem model. The core idea of getting a high-resolution weather field was based on 

the dynamic downscaling technique. In dynamic downscaling, detailed land use and 

orographic details were added into the regional climate model (RCM) nested towards 
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finer resolution and it was eventually driven by global climate model (GCM) outputs as 

lateral boundary condition. Some alterations were also made to the source code of the 

ecosystem model and a temperature-dependent oxygen consumption background 

component was added to simulate the bottom dissolved oxygen with high accuracy. 

Secondly, the present and future downscaled high-resolution products were used to drive 

the hydrological model to obtain the river discharge under present and climate change 

conditions. The future calculated river discharge was then used to calculate the future 

nutrients loading by utilizing rating curves. The present weather products, river discharge, 

nutrients loading, hydrodynamics, and ecosystem simulations were compared with 

observed conditions to validate the integrated modeling framework and reduce the 

uncertainty in the present conditions. The validated modeling framework was then used 

with future input files to simulate the target variable i.e., bottom dissolved oxygen. 

 

Figure 3.3 The core idea of getting high-resolution present and future weather fields from 
the global climate model. 

 



32 
 

3.3 Weather Research and Forecasting (WRF) model configuration: 

The WRF model simulations greatly depend on lateral boundary conditions (LBC), land 

use data and physical parameterizations. The WRF modelling framework mainly consists 

of two components. The first one is WRF pre-processing system (WPS) and the second 

is the dynamic solver further divided into two categories as the ARW (Advanced 

Research WRF) core and the NMM (Nonhydrostatic Mesoscale Model) core. 

WPS is mainly responsible for setting the grids including their spacing, the required 

number of model domains (including nests). The land use data and soil category data are 

also ingested at this stage. This information is then interpolated to the desired grids. Most 

of the global model outputs are in GRIB format. Ungribbing and horizontal interpolation 

of meteorological data to the domain is also considered in the WPS stage. This WPS 

compartment of the model mainly consists of three files, called geogrid.exe, ungrib.exe, 

and metgrid.exe. Once WPS prepared all the input data then a dynamic solver (ARW in 

this research) is implemented to make the high-resolution weather files.  

ARW core is implemented in two steps, first by real.exe and followed by wrf.exe. The 

real.exe program creates the initial and files required to run the WRF model and it allows 

users to select the suitable parametrization schemes for their study site. Once all the inputs 

and static data are processed by the WPS system and Real program, the fine ARW solver 

is implemented by running wrf.exe file. A detailed description of the entire WRF running 

process from the WPS stage to the final output stage is provided in the following 

flowchart (see Figure 3.4). 
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Figure 3.4 Flowchart of WRF modelling framework. 

 

Previously, the WRF model was utilized to simulate meteorological parameters over 

Japan by using NCEP-FNL data with a 1° spatial resolution and a 6 h temporal resolution. 

The authors employed different physical parameterizations, including the Yonsei 

University scheme for the planetary boundary layer (PBL), and sub-models such as the 

Noah land surface model, Dudhia scheme for shortwave radiation, and the Rapid 

Radiative Transfer Model (RRTM) for longwave radiation. The results showed fair 

reproducibility of meteorological parameters (Minamiguchi et al., 2018). Other studies 
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have also shown reasonable simulations by using the aforementioned physical 

parametrizations (Shimadera et al., 2015a), but they discussed the uncertainties in the 

summertime precipitation (Shimadera et al., 2015b). Many researchers have also tried to 

assess the sensitivity of topography and land use data and substantiate its effectiveness 

(De Meij and Vinuesa, 2014; Jiménez-Esteve et al., 2018). As WRF simulations are 

sensitive to different datasets and parameterization configurations, it is essential to obtain 

optimal configurations for Ise Bay by testing the best available input LBC and model 

settings. 

In this study, the WRF-ARW version 4.0 (Skamarock et al., 2019), was configured with 

two domains at 27 km and 9 km horizontal resolutions, respectively (Figure 3.5). The 

model vertical resolution was discretized with 40 full terrain-following σ levels with the 

model top at 10 hPa for both domains. There are 40 grid points in the east-west and north-

south directions for Domain 01, and 46 grid points in both directions for Domain 02, 

which is the inner domain.  
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Figure 3.5 Domains used in WRF-ARW simulation (Upper: 27 km gridded domain, 
Lower: Domain 01 downscaled to 9 km gridded Domain 02). 

 

The physical parameterization schemes used in both model domains include RRTM for 

shortwave radiation and longwave radiation (Mlawer et al., 1997). This is one of the most 

accurate models developed specifically to address the atmospheric radiation measurement 

objective to further improve the radiation models in global climate models (GCMs) 

(Iacono et al., 2001). The Thompson Graupel scheme with six classes of moisture species 

was used as a microphysics scheme (Thompson et al., 2004). The Noah land surface 

model scheme covering the soil temperature and moisture in four layers was used For the 

land surface processes (Chen and Dudhia, 2001). Two combinations of PBL and surface 

layer schemes were tested for the PBL schemes, as, in the WRF model, few PBL schemes 

can be used with particular surface layer schemes (Skamarock et al., 2019). Firstly, the 

combination of the Yonsei University PBL scheme (YSU) (Hong, 2010; Hong et al., 

2006) with the Monin-Obukhov Similarity surface layer scheme (MOS) (Jiménez et al., 

2012; Monin and Obukhov, 1959) was tested, whereas, for the second combination, the 
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Mellor-Yamada-Janjic (Eta) TKE PBL scheme (MYJ) (Mellor and Yamada, 1982) with 

Monin-Obukhov (Janjic Eta) Similarity surface layer scheme (EMOS) (Chen et al., 1997; 

Janjic, 1990) was tested to obtain the most suitable combination for the subject research 

site. A Grell 3D cumulus scheme (Grell and Freitas, 2013) was applied to both domains 

for cumulus parametrisation. 

The default United States Geological Survey (USGS) land use data, which comes with 

the WRF model, was obtained from the Global Land Cover Characteristics (GLCC) 

database (Loveland et al., 2000). In addition to USGS land use data, which has a coarse 

resolution, a high-resolution land-use geospatial authority of Japan data (GSI) with a 

relatively realistic land use category was also evaluated (Sashiyama and Yamamoto, 

2014). The National Centers for Environmental Prediction (NCEP) Global Forecast 

System (GFS) Final (FNL) operational global analyses of 1° resolution (“NCEP FNL 1 

Degree, DOI:10.5065/D6M043C6,” n.d.) and Global Data Assimilation System (GDAS) 

product of 0.25° (“NCEP GDAS/FNL 0.25 Degree, DOI:10.5065/D65Q4T4Z,” n.d.) 

were used for initial conditions with ingestion every 6 hours for the simulation of the 

present condition i.e., the year 2016. The model was initialized at 0000 UTC 1 December 

2015 and continuously integrated until 0000 UTC 31 December 2016. December 2015 

was considered as the model spin-up and excluded from further comparisons with 

observation and ingestion to the ecosystem model. Table 3.1 summarises the entire model 

configuration and all input datasets evaluated in this study. 
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Table 3.1 WRF-ARW Model Configuration. 

Model Advanced Research WRF (ARW) Ver 4.0 

Period 2016-01-01 to 2016-12-31 

Horizontal Resolution Domain 01: 25 km x 25 km (40x40 grid points) 

Domain 02: 09 km x 09 km (46x46 grid points) 

Vertical Resolution 40 levels (surface to 10 hPa) 

Static Input Data 

(Land Use Data) 

USGS (1 km Resolution) 

GSI (10 m Resolution) 

Dynamic Input Data 

(Lateral Boundary Condition) 

GFS-FNL.ds083.2 (1.0°) 

NCEP-GDAS-FNL.ds.083.3 (0.25°) 

PBL Physics Yonsei University Scheme (YSU) 

Mellor-Yamada-Janjic (Eta) TKE scheme 

Surface Layer Schemes Monin-Obukhov Similarity scheme 

Eta Monin-Obukhov (Janjic Eta) Similarity scheme 

Land Surface Scheme Noah Land-Surface Model 

Cumulus Parameterisation Grell 3D Ensemble Scheme 

Long Wave Radiation Scheme RRTM 

Short Wave Radiation Schemes RRTM 

Microphysics Thompson Graupel Schemes 

FDDA Enable 

 

Table 3.2 summarises the cases tested to obtain the most suitable datasets as well as the 

WRF schemes to simulate weather conditions for Ise Bay. For case 1, the coarse 1° GFS 

LBC data was used with the first combination of the YSU and MOS scheme. The four-

dimensional data assimilation (hereafter FDDA) was disabled for case 1.  Subsequently, 

for case 2, the FDDA was enabled while keeping the same combination of schemes as in 

case 1. In case 3, the GSI land use data was replaced with default USGS land use data 

which comes with the WRF model. In case 4, the second combination of the MYJ scheme 

and EMOS scheme was tested. For initial experiments (case1-4), the coarse resolution 1° 

GFS LBC data was used with different combinations of PBL and surface layer schemes. 

While in the last case, the WRF simulations were conducted with the fine resolution of 
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0.25° GFS LBC data with the combination of YSU and MOS schemes. Initially, all WRF 

tests were conducted for one month, i.e. January 2016, however, after determining the 

most suitable input datasets and WRF schemes, the final optimum case 5 was executed 

for an annual simulation. 

Table 3.2 Experimental cases of weather simulations considering Yonsei University 
scheme (YSU), Mellor-Yamada-Janjic scheme (MYJ), Monin-Obukhov Similarity 
scheme (MOS), and Monin-Obukhov Janjic Eta Similarity scheme (EMOS). The static 
land use data from the geospatial authority of Japan (GSI) and the United States 
Geological Survey (USGS) is utilized. Four-dimensional data assimilation (FDDA) is 
enabled for most cases and dynamic lateral boundary condition (LBC) is taken from the 
Global Forecast System (GFS). 

Case PBL Scheme Surface Layer Scheme Land Use Data FDDA LBC 

1 YSU MOS GSI Disable GFS 1° 

2 YSU MOS GSI Enable GFS 1° 

3 YSU MOS USGS Enable GFS 1° 

4 MYJ EMOS GSI Enable GFS 1° 

5 YSU MOS GSI Enable 
GFS 

0.25° 

 

For future weather conditions, the global bias-corrected climate model output data from 

version 1 of NCAR's Community Earth System Model (CESM1) (Hurrell et al., 2013) 

was utilized. These climate simulations participated in phase 5 of the Coupled Model 

Intercomparison Project (CMIP5) (Taylor et al., 2012), which supported the 

Intergovernmental Panel on Climate Change Fifth Assessment Report (IPCC AR5). The 

simulations are constructed by using the community climate model system 4 (CCSM4) 

version of the CESM model (Gent et al., 2011). The CESM mainly consists of six 

components are coupled with a coupler as shown in Figure 3.6. The dataset contains all 
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the three-dimensional variables needed for the initial and boundary conditions for 

simulations with the WRF model. The data is provided in IFF (Intermediate File Format) 

which is specific to the WRF model. The data is available in 26 vertical pressure levels 

and on an approximate 111 km spatial and 6-hour temporal resolution. The variables are 

bias-corrected by using European Centre for Medium-Range Weather Forecasts 

(ECMWF) Interim Reanalysis (ERA-Interim) fields from 1981-2005. The datasets are 

offered for a twentieth Century simulation (1951-2005) and three future moderate to 

worst (RCP4.5, RCP6.0, and RCP8.5) Representative Concentration Pathway (RCP) 

scenarios (Bruyere et al., 2015; Bruyère et al., 2013; “NCAR CESM global bias-corrected 

CMIP5 output to support WRF/MPAS research.,” n.d.). CESM model performed well 

and ranks at the top of all GCMs participated in CMIP5 experiments. Its performance was 

best to simulate the global pattern of air temperature and rainfall (Knutti et al., 2013). 

 

Figure 3.6 High-level component diagram of the CESM global climate model. 
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3.4 Hydrological model configuration: 

The lumped tank hydrological modelling system developed by Port and Airport Research 

Institute Japan was used to calculate the river discharge of all the rivers flowing into Ise 

Bay. The modelling framework consists of a nonlinear hydrologic system response model 

proposed by Parasad (Parasad, 1967). The nonlinear hydrologic system response model 

considers a watershed/basin as one water storage tank, the storage fluctuation over time 

in the tank can be calculated as a continuity equation (3.1). The equation involves the 

relationship between the change of storage and the amount of runoff (storage function) 

associated with the rainfall. The basin area is likened to a tank as shown in Figure 3.7 (a), 

and part of the rain that falls on the tank is temporarily stored in the tank as a storage 

amount as shown in Figure 3.7 (b). The flow rate according to the storage height flows 

out of the tank and becomes the river flow rate (q). Finally, the river discharge can be 

calculated by multiplying the runoff with the basin area as formulated in equation (3.2). 

 
𝑑𝑠

𝑑𝑡
= 𝑟(𝑡) − 𝑞(𝑡) (3.1) 

 𝑄(𝑡) =
𝑞(𝑡)

3.6
𝐴 (3.2) 

Here, S: Storage Height (mm), t: Time (hour), r: Average Rainfall (mm / h), q: Runoff 

Height (mm / h), Q: Flow rate (m3 / s), A: Basin Area (km2) 

In addition to the basic storage equation (3.1), equation (3.3) was proposed by Parasad in 

1967 as the relational equation (storage equation) between the storage height (S) and the 

outflow height (q). 
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 s = k1𝑞
𝑝 + k2

𝑑𝑞

𝑑𝑡
 (3.3) 

Where, k1, k2, p are constants. 

 

 

Figure 3.7 (a) Basin area of a river; (b) Conceptual diagram of a hydrological tank model. 

 

3.4.1 Calculation of base flow rate: 

The available river discharge data was utilized to calculate the base flow rate. The flow 

rate that flows in fine weather (no precipitation days) was used as the base flow rate and 

separated from the flow rate that fluctuates due to precipitation. As a method of 

calculating the base flow rate, the base flow rate was defined as the average value after 

extracting the flow rate for each river during a sunny period of 5 days or more and 

removing the first 3 days. 

(a) (b) 
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Figure 3.8 Watershed of ten first-class rivers flowing into Ise Bay. 

 

3.4.2 Parasad storage equation & its extension for divided sub-basins: 

The runoff height and storage height were calculated for each river from the available 

river flow input data for first-class rivers (see Figure 3.8). The constant parameters of the 

Parasad storage equation were calculated by performing regression analysis on the 

precipitation and baseflow data calculated in the previous section 3.4.1. The calculated 

constant parameters of each river are shown in the table below (see Table 3.3). 

Kisogawa 

Nagaragawa 

Ibigawa 

Shonaigawa 

Yahagigaw

Toyogawa 
Suzukagawa 

Kumozugaw

Miyagawa 

Kushidagaw
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Table 3.3 Storage function calculation parameters for first-class rivers. 

Rivers 
Basin Area Base Flow Rate Storage Equation Parameters 

 
[km2] [m3/s] k1 k2 p 

Nagaragawa 
 

2025.156 74.646 59.005 28.050 0.422 

Ibigawa 
 

1848.319 52.861 69.374 22.797 0.369 

Kisogawa 
 

4997.807 128.039 62.562 25.981 0.459 

Yahagigawa 
 

1735.070 23.059 97.703 21.530 0.345 

Shonaigawa 
 

788.979 12.288 48.389 1.110 0.433 

Toyogawa 
 

739.261 9.131 58.461 7.277 0.345 

Suzukagawa 
 

352.444 4.326 39.037 0.936 0.438 

Kumozugawa 
 

533.952 5.498 47.292 6.379 0.473 

Kushidagawa 
 

447.258 4.544 72.960 8.382 0.376 

Miyagawa 814.069 19.068 56.240 14.869 0.506 

 

When the river has a single basin as shown in Figure 3.8, the basic formula of the storage 

function method is simple and formulated as in equations (3.2 & 3.3). The river basin was 

further divided into sub-basins for integrating more weather stations and improvement of 

river discharge calculations as shown in Figure 3.9. The storage equation for divided 

basins was also modified as per equation (3.4) by adding the runoff height of the upstream 

basin(𝑞𝑢𝑝) .  



44 
 

 

Figure 3.9 First class rivers with divided sub-basins. 

 

 ds

𝑑𝑡
= 𝑞𝑢𝑝(𝑡) + 𝑟(𝑡) − 𝑞(𝑡) − 𝑞𝑏𝑎𝑠𝑒  (3.4) 

 

Where, 𝑞𝑢𝑝: runoff height from the upstream basin (mm/h), 𝑞𝑏𝑎𝑠𝑒 : base runoff height 

(mm/h).  
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The base runoff height was extracted in advance by dividing the flow rate corresponding 

to the base flow rate from each basin by the basin area ratio, and it was added again when 

the final basin flows out of the river mouth to ensure the continuity of the mass balance. 

The total flow rate was adjusted to the corresponding flow rate of the observed data by 

adjusting 𝑞𝑏𝑎𝑠𝑒 . As the basin was divided into sub-basin, the storage equation parameters 

were checked again to find the correlation between area change and constant parameters. 

Since there was no observed data for each sub-basin, it was not possible to calculate the 

constant parameters for each sub-basin. Therefore, corresponding to a determination 

method using the parameters obtained in a single basin (see Table 3.3), the correlation 

between the parameters obtained in a single basin of a first-class river and the basin area 

was investigated. 

There was a correlation between “k1” and “A”, which is expressed by the following 

equation (3.5). 

 k1 = 10.688 × 𝐴
0.253 (3.5) 

Where, A: Basin area (km2) 

There was also a correlation between “k2” and “A”, which can be expressed by the 

following equation (3.6). 

 k2 = −62.35 + 10.97 × 𝑙𝑛(𝐴) (3.6) 

Where, A: Basin area (km2), For A = 194 km2 or less, k2 = 0 

For most of the area when the basin was divided, k2 becomes 0. 

No correlation was found for constant “p”. 
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For first-class rivers, trial adjustments were made to match the observed values under the 

following conditions. 

k1: Adjust so that the ratio of the values obtained from the correlation equation does not 

change for each basin, Specifically, the correlation equation of k1 is given as: 

 k1 =∝× 10.688 × 𝐴
0.253 (3.7) 

Where ∝ was used as an adjustment parameter for each river. 

k2: Adjust the constants of the entire basin obtained for each river with the same constants 

for the divided basins. 

p: Adjust the constants of the entire basin obtained for each river with the same constants 

for the divided basins. 

After finalizing the storage equation parameters, the river discharge of first-class rivers 

was calculated, and it was compared with the observed data from 2004 to 2013. It was 

confirmed that the developed lumped tank hydrological model was able to reproduce the 

actual fluctuations in river discharge, such as changes in flow due to rainfall. This is the 

version of the hydrological model adopted in this study to produce the river discharge 

files for present and futures scenarios subjected to present and future rainfall data. The 

present and future precipitation products were ingested into this hydrological model and 

respective hourly river discharge was calculated. 
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3.5 L-Q rating curves for nutrients calculations: 

Nutrients loading was obtained by utilizing the L-Q rating curve originally derived by 

(Gunnerson, 1967) as per equation (3.8).  The rating curves for each river were adjusted 

for “a” and “b” parameters and accordingly validated for all the rivers flowing into Ise 

Bay by the Port and Airport Research Institute (see  

Table 3.4). The loading was obtained corresponding to river discharge in terms of 

chemical oxygen demand (COD), total nitrogen (TN) and total phosphorus (TP). These 

loadings were further distributed in different categories of organic matter and nutrients. 

         L = a𝑄𝑏  (3.8) 

Where 

 L: Loading from the river [g/s], Q: River Discharge [m3/s] 

River water temperature was calculated by regression analysis between air and water 

temperature (equation 3.9). The regression line parameters a and b were obtained by 

utilizing the water temperature and air temperature data obtained from each observation 

point near the river mouth. For the air temperature data, AMeDAS data from the Japan 

Meteorological Agency was used. 

      𝑇𝑤𝑎𝑡𝑒𝑟 = a𝑇𝑎ir + 𝑏 (3.9) 

Where 

 Twater: River water temperature [℃], Tair: Air temperature at the river mouth [℃] 
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Table 3.4 L-Q curve (L = aQb, Q [m3/s]) of first-class rivers and parameters used for 
calculation of water temperature. 

The distribution of riverine load (COD, TN, TP) into different categories of organic 

matter and nutrients as stated in the following Table 3.5 was based on a previous study 

(Y. Tanaka et al., 2012).  

Table 3.5 The distribution of riverine load (COD, TN, TP) into different categories of 
organic matter and nutrients for all rivers. 

Fraction  Percentage Fraction  Percentage 

TOC/COD 0.405 DTP/TP 0.866 

DOC/TOC 0.840 DIP/DTP 0.046 

DTN/TN 0.971 Degradable 0.5 

DON/DTN 0.006 Quasi-degradable 0.3 

NH4/DIN 0.022 Persistent 0.2 

NO3/(NO2+NO3) 0.000   

 

River 
COD [g/s] TN [g/s] TP [g/s] 

𝑇𝑤𝑎𝑡𝑒𝑟

= a𝑇𝑎ir

+ 𝑏 [𝐶] 

a b a b a b a b 

Nagaragawa 4.8827 0.841 2.616 0.785 0.111 0.835 0.792 2.164 

Ibigawa 4.7944 0.830 1.392 0.910 0.120 0.851 0.749 3.293 

Kisogawa 3.8650 0.925 0.478 1.010 0.072 0.832 0.774 2.703 

Yahagigawa 2.4373 0.996 1.855 0.770 0.070 0.856 0.861 0.705 

Shonaigawa 37.382 0.447 12.382 0.454 0.682 0.502 0.752 4.580 

Toyogawa 2.168 0.946 1.928 0.829 0.016 1.134 0.744 2.024 

Suzukagawa 3.083 0.889 3.064 1.074 0.065 0.917 0.832 2.021 

Kumozugawa 2.895 0.944 1.080 1.002 0.034 0.870 0.928 0.500 

Kushidagawa 1.647 0.980 0.824 0.988 0.014 1.026 0.864 0.156 

Miyagawa 0.732 1.054 0.735 0.925 0.004 1.240 0.647 4.334 
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The water quality parameters other than COD, TN, and TP were also taken from previous 

studies. Almost no observed values were found for silicon dioxide (SiO2). (Kodama et al., 

2006), measured dissolved silicon dioxide in the lower reaches of the Yahagi River from 

2000 to 2003 and estimated the parameters of the LQ curve from the observations and 

derived equation (3.10). Consequently, these parameters were adopted in this study for 

all the rivers. 

         SiO2 = 0.25𝑄
0.85 (3.10) 

   

3.6 Coastal ecosystem model configuration: 

A modelling hydrodynamics framework and an ecosystem model was used to simulate 

the coastal ecosystem, which is a combination of hydrodynamic, pelagic, and selectable 

benthic ecosystem models called the Ise Bay Simulator. The hydrodynamic model is a 

three-dimensional non-hydrostatic model with assumed incompressibility and 

Boussinesq approximation (Tanaka and Suzuki, 2010). The pelagic ecosystem model 

contains a microbial process used to simulate the biogeochemical processes (Tanaka et 

al., 2011b). The model has been utilized for several ecosystem studies of semi-enclosed 

water bodies, not only for oxygen depletion (Tanaka et al., 2014), but also for food webs 

(Nagao and Nakamura, 2017), carbon cycle (Nagao et al., 2015), and blue tides 

(Yamamoto et al., 2015). 
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3.6.1 Physical hydrodynamic model: 

The physical model consists of the basic continuity equation, momentum equations, sea 

state equation, and transport equation for scalar quantities such as water temperature and 

salinity. The large eddy simulation (LES) model (Smagorinksy, 1963) was used for the 

turbulence model to calculate the horizontal turbulent kinematic viscosity and eddy 

diffusivity. A turbulent diffusion analytical model was used to calculate the diffusion 

coefficient and vertical eddy diffusivity in the vertical direction. This analytical model 

was originally developed by Henderson-Sellers for enclosed areas with the wind as a 

major source of mixing energy (Henderson-Sellers, 1985). This model was able to 

calculate diffusivity under any conditions of wind and stratification; however, a self-

consistent formulation of the decay constant of the shear velocity with depth was an issue. 

This issue was resolved in the later refined version of the same model (Nakamura and 

Hayakawa, 1991), consequently, the updated version was adopted in this study. 

3.6.2 Heat balance model: 

Shortwave radiation that permeates deeper water layers and the radiation that is 

absorbed and released in the surface thin layer (approximately 10μm) are considered the 

main heat balance variables, which is illustrated in Figure 3.10. The heat balance at the 

water surface is comprised of short-wave radiation 𝑄𝑠, long-wave radiation 𝑄𝑙, latent heat 

transfer 𝑄𝑒  and sensible heat transfer 𝑄𝑐 . The net shortwave radiation 𝑄𝑠  on the water 

surface is the amount of solar incident radiation  𝐼𝑑[W m−2] minus the water surface 

reflection accounted through albedo of water surface (α = 0.07). The longwave radiation 

includes the amount reflected from the water surface to the sky  𝐿𝑢[W m−2]  and the 

amount that is reflected back to the water surface from the clouds  𝐿𝑑[W m−2]. 𝐿𝑢 is 

termed as longwave reverse radiation while 𝐿𝑑 is termed as atmospheric radiation. The 
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net longwave radiation 𝑄𝑙  at the water surface is the difference between 𝐿𝑢  and 𝐿𝑑 

multiplied by the emissivity constant of longwave radiation  (𝜀 = 0.96). 

 

 

Figure 3.10 Water surface heat balance with shortwave 𝑄𝑠 and longwave radiation 𝑄𝑙 as 
a positive term while sensible 𝑄𝑐 and latent heat 𝑄𝑒 as a negative term. 

 

The radiation from the sky to the water surface is considered positive (downwards) while 

latent and sensible heats are taken negative in the opposite direction (upwards). The heat 

balance equation at the water surface can be expressed as equation (3.11). 

 𝑄𝑛 = 𝑄𝑠 +𝑄𝑙 −𝑄𝑒 −𝑄𝑐  (3.11) 

Here, 𝑄𝑛 represents the net amount of heat at the water surface [W m−2]. For a detailed 

mathematical formulation, see (Tanaka et al., 2014) and (Tanaka and Suzuki, 2010). 

 

3.6.3 Pelagic and benthic ecosystem model: 

The Ise Bay Simulator is equipped with a detailed pelagic ecosystem model containing 

microbial processes and a benthic model to simulate biochemical processes (Tanaka et 

al., 2011b). This model can analyze several types of biological variables, such as 

phytoplankton, zooplankton, protozoa and aerobic bacteria. Phytoplankton was further 
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classified into four categories based on size from largest to smallest namely diatoms, 

dinoflagellates, autotrophic nanoflagellates (ANF), and cyanobacteria. Protozoa were 

divided into two categories: ciliates and heterotrophic nanoflagellates (HNF). 

Zooplankton consisted of a single filter-feeding category and aerobic bacteria was also 

categorized into a single category. The Ise Bay Simulator classifies dissolved organic 

matter and suspended organic matter into C, N, and P and classifies them into three 

categories based on the multi-G model (Westrich and Berner, 1984). The multi-G model 

classifies organic matter into multiple categories based on decomposition rate (degradable, 

quasi degradable, and persistent). The growth models for phytoplankton, bacteria, and 

DO showing its biochemical reactions are explained in equations (3.12)–(3.14) (Tanaka 

et al., 2014).  

 

 

SPHY,i = 𝐵𝑃ℎ𝑦𝑃𝑆,𝑖⏞    
𝑃ℎ𝑜𝑡𝑜𝑠𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠

− 𝐵𝑃ℎ𝑦𝐸𝑥𝑡,𝑖⏞      
𝐸𝑥𝑡𝑒𝑟𝑎𝑐𝑒𝑙𝑙𝑢𝑙𝑎𝑟 𝑟𝑒𝑙𝑒𝑎𝑠𝑒

− 𝐵𝑃ℎ𝑦𝑅𝑒𝑠𝑝,𝑖⏞      
𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛

− 𝐵𝑃ℎ𝑦𝑀𝑜𝑟 ,𝑖⏞      
𝑁𝑎𝑡𝑢𝑟𝑎𝑙 𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦

− ∑ 𝐵𝑃ℎ𝑦2𝑍𝑜𝑜 ,𝑖 ,𝑗

𝑁𝑧𝑜𝑜

𝑗

⏞          
𝐺𝑟𝑎𝑧𝑖𝑛𝑔 𝑏𝑦 𝑍𝑜𝑜𝑝𝑙𝑎𝑛𝑘𝑡𝑜𝑛

− ∑𝐵𝑃ℎ𝑦2𝑃𝑧 ,𝑖 ,𝑗

𝑁𝑃𝑍

𝑗

⏞        
𝐺𝑟𝑎𝑧𝑖𝑛𝑔 𝑏𝑦 𝑃𝑟𝑜𝑡𝑜𝑧𝑜𝑎

+ 𝐵𝑃ℎ𝑦𝑀𝑖𝑔,𝑖⏞      
𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑀𝑖𝑔𝑟𝑎𝑡𝑖𝑜𝑛

 

(3.12) 

 

where SPHY,i  represents the change in local carbon source rate due to the biochemical 

change in phytoplankton. 
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S𝐵𝐴𝐶,i = 𝐵𝑃ℎ𝑦𝑃𝑆
𝐶 ,𝑖
⏞    

𝑃ℎ𝑜𝑡𝑜𝑠𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠

− 𝐵𝐵𝑎𝑐𝑅𝑒𝑠𝑝 ,𝑚⏞      
𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛

− 𝐵𝐵𝑎𝑐𝑀𝑜𝑟 ,𝑚⏞      
𝑁𝑎𝑡𝑢𝑟𝑎𝑙 𝑀𝑜𝑟𝑡𝑎𝑙𝑖𝑡𝑦

− ∑ 𝐵𝐵𝑎𝑐2𝑍𝑜𝑜 ,𝑖 ,𝑗

𝑁𝑧𝑜𝑜

𝑗

⏞          
𝐹𝑒𝑒𝑑𝑖𝑛𝑔 𝑏𝑦 𝑍𝑜𝑜𝑝𝑙𝑎𝑛𝑘𝑡𝑜𝑛

− ∑𝐵𝐵𝑎𝑐2𝑃𝑧 ,𝑖 ,𝑗

𝑁𝑃𝑍

𝑗

⏞        
𝐹𝑒𝑒𝑑𝑖𝑛𝑔 𝑏𝑦 𝑃𝑟𝑜𝑡𝑜𝑧𝑜𝑎

 

(3.13) 

 

where S𝐵𝐴𝐶,i represents the change in the local carbon source rate due to the biochemical 

change in bacteria. 

 

 

S𝐷𝑂 = ∑ 𝑇𝑂𝐷𝐶
𝑃𝐻𝑌,𝑖 . 𝐵𝑃ℎ𝑦𝑃𝑆

𝐶 ,𝑖

𝑁𝑃𝐻𝑌

𝑖

⏞              
𝑃ℎ𝑜𝑡𝑜𝑠𝑦𝑛𝑡ℎ𝑒𝑠𝑖𝑠

− ∑ 𝑇𝑂𝐷𝐶
𝑃𝐻𝑌,𝑖 . 𝐵𝑃ℎ𝑦𝑅𝑒𝑠𝑝 ,𝑖

𝑁𝑃𝐻𝑌

𝑖

⏞                
𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑃𝑦ℎ𝑡𝑜𝑝𝑙𝑎𝑛𝑘𝑡𝑜𝑛

− ∑ 𝑇𝑂𝐷𝐶
𝑍𝑂𝑂,𝑖 . 𝐵𝑍𝑜𝑜𝑅𝑒𝑠𝑝 ,𝑖

𝑁𝑍𝑂𝑂

𝑖

⏞                
𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑍𝑜𝑜𝑝𝑙𝑎𝑛𝑘𝑡𝑜𝑛

−∑𝑇𝑂𝐷𝐶
𝑃𝑍,𝑖 . 𝐵𝑃𝑧𝑅𝑒𝑠𝑝 ,𝑖

𝑁𝑃𝑍

𝑖

⏞              
𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑃𝑟𝑜𝑡𝑜𝑧𝑜𝑎

− ∑ 𝑇𝑂𝐷𝐶
𝐵𝐴𝐶,𝑖. 𝐵𝐵𝑎𝑐𝑅𝑒𝑠𝑝 ,𝑖

𝑁𝐵𝐴𝐶

𝑖

⏞                
𝑅𝑒𝑠𝑝𝑖𝑟𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐵𝑎𝑐𝑡𝑒𝑟𝑖𝑎

− 𝑇𝑂𝐷𝑁
𝑁𝐻42𝑁𝑂2 . 𝐵𝑁𝐻42𝑁𝑂2

⏞              
𝑁𝑖𝑡𝑟𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛

− 𝑇𝑂𝐷𝑁
𝑁𝑂42𝑁𝑂3 . 𝐵𝑁𝑂22𝑁𝑂3

⏞              
𝑁𝑖𝑡𝑟𝑎𝑡𝑒 𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛

− 𝑇𝑂𝐷𝑆
𝐻2𝑆𝑂𝑥𝑖 . 𝐵𝐻2𝑆𝑂𝑥𝑖

⏞            
𝑂𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝐻𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑆𝑢𝑙𝑓𝑖𝑑𝑒

 

(3.14) 
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where S𝐷𝑂  represents the change in local oxygen source rate due to the biochemical 

change in DO; TOD values related to phytoplankton, zooplankton, protozoa, and 

bacteria are in terms of O2/Carbon ratios, while total oxygen demand (TOD) values for 

nitrification, nitrate reduction and oxidation of hydrogen sulfide are in terms of 

O2/Sulphur ratios. Figure 3.11 shows the structure of the benthic flux model with key 

processes of oxygen consumption at the bottom sediments, denitrification, and the release 

of phosphorus, nitrogen, and hydrogen sulfide. The model mainly depends on the 

sedimentation flux of suspended organic matter and phytoplankton. Solitarily, the organic 

matter settles as sediment at a particular moment, and part of it is assumed to be 

decomposed. The particulate organic carbon (POC) sediment flux changes to release flux 

of hydrogen sulfide, consumption flux of oxygen and nitrate in water immediately above 

the sediment surface. The particulate organic nitrogen (PON) and particulate organic 

phosphorus (POP) settling at the bottom are decomposed and eventually converted to 

release fluxes of ammonium and phosphate. 
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Figure 3.11 Structure of the benthic flux ecosystem model. 

 

The decomposition of POC that occurs through the consumption of oxygen (aerobic 

mineralization) is modelled as equation (3.15), which is used to calculate sediment 

oxygen demand. The first part of the equation is a combination of two terms: the 

component of sediment flux, as DO demand for decomposing the settling organic matter 

from the pelagic model, and the background component as the DO demand for 

decomposing the settled organic matter before the start of the simulation, that is, the initial 

condition of sediment oxygen demand. The second part is modelled as a limiting function 

for linear change based on several trials. This limits the oxygen consumption based on 

water temperature, and this linear change is eventually modelled as equation (3.16) in 

several temperature intervals, for example, less consumption in the winter and more in 

the summer. In the case of Ise Bay, anoxia hardly occurs, and the average percentage of 

occurrence of denitrifying bacteria is only 0.11% as compared to other heterotrophs 



56 
 

(Sugahara et al., 1988). This modelling framework is capable of simulating anoxic 

conditions, followed by denitrification. The anaerobic decomposition of POC that occurs 

through nitrate reduction (denitrification) is modelled as equation (3.17). The 

denitrification process is limited by NO3 and oxygen concentration, and both limitations 

are modelled by Michaelis-Menten kinetics.  

 
𝐽𝐷𝑂
𝑠𝑒𝑑 = 𝑇𝑂𝐷𝐶

𝑃𝑂𝐶 . (
𝐷𝑂𝑤

(𝐾𝐷𝑂
𝑠𝑒𝑑 +𝐷𝑂𝑤)

) . 𝐽𝑃𝑂𝐶
𝑠𝑒𝑑

⏞                    
𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑜𝑓 𝑆𝑒𝑑𝑖𝑚𝑒𝑛𝑡 𝐹𝑙𝑢𝑥

+ 𝑓𝑙𝑖𝑛𝑒𝑟(𝑇𝑖, 𝑓𝑖 , 𝑛)⏞        
𝐵𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡

 (3.15) 

 

 

𝑓𝑙𝑖𝑛𝑒𝑟(𝑇𝑖, 𝑓𝑖 , 𝑛)

=

{
 

 
 

𝑓1 (𝑇 < 𝑇1)

(1 − 𝑡) ∙ 𝑓𝑖 + 𝑡 ∙ 𝑓𝑖+1,            𝑡 =
𝑇 − 𝑇𝑖

𝑇𝑖+1 − 𝑇𝑖
(𝑇𝑖 ≤ 𝑇 ≤ 𝑇𝑖+1)

𝑓𝑛 (𝑇 ≥ 𝑇𝑛) }
 

 
  

(3.16) 

 

 
𝐽𝑁𝑂3
𝑠𝑒𝑑 = 𝑁𝐶

𝐷𝑒𝑐 . (
𝑁𝑂3

(𝐾𝑁𝑂3
𝑠𝑒𝑑 + 𝑁𝑂3)

) . (1 −
𝐷𝑂𝑤

(𝐾𝐷𝑂
𝑠𝑒𝑑 + 𝐷𝑂𝑤)

) . 𝐽𝑃𝑂𝐶
𝑠𝑒𝑑

⏞                                
𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑜𝑓 𝑆𝑒𝑑𝑖𝑚𝑒𝑛𝑡 𝐹𝑙𝑢𝑥

 (3.17) 

where 𝐽𝐷𝑂𝑠𝑒𝑑 represents the sediment oxygen demand, 𝐽𝑃𝑂𝐶𝑠𝑒𝑑  symbolizes the mineralization 

of carbon with the sediment flux, 𝑓𝑙𝑖𝑛𝑒𝑟(𝑇𝑖, 𝑓𝑖 , 𝑛)  denotes the limiter function for 

background oxygen consumption, 𝑇𝑖 is the increasing temperature with corresponding 

oxygen consumption 𝑓𝑖  for n intervals, 𝑇𝑂𝐷𝐶𝑃𝑂𝐶  is in terms of O2/Carbon ratios, 𝐾𝐷𝑂𝑠𝑒𝑑 

and 𝐾𝑁𝑂3
𝑠𝑒𝑑  is the half-saturation constant of DO and nitrate and 𝐷𝑂𝑤  is the DO 

concentration of the overlying water just above the sediment surface. 𝐽𝑁𝑂3
𝑠𝑒𝑑  represents the 
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sediment flux of nitrate and 𝑁𝐶𝐷𝑒𝑐 represents the nitrate required for the decomposition of 

POC. 𝑁𝑂3 is the nitrate concentration of the overlying water just above the sediment 

surface. A similar equation for the mineralization reaction using sulphuric acid was also 

considered. Table 3.6 summarises the whole configuration of the ecosystem model used 

in this study. 

Table 3.6 Configuration of the coastal ecosystem model 

Model Ise Bay Simulator 

Period 2016-01-01 to 2016-12-31 

Grids Horizontal: 800 m × 800 m (85x85 grid points)  

Vertical: 33 layers (−90–5 m) 

Biological Variables Phytoplankton (Diatom, Dinoflagellate, ANF, Cyanobacteria), 

Zooplankton, Protozoa (Ciliate, HNF), and Aerobic bacteria. 

Horizontal Turbulence Model Sub grid-scale model (SGS) 

Vertical Turbulence Model Nakamura Model (Improved Henderson-Sellers Model) 

Input data Tides: Hourly Tides observed at Toba tide gauge. 

Open Ocean Boundary Data: Hourly water quality profile 

observed at Open ocean monitoring buoy. 

River Discharge: Observed and based on rating curves. 

Weather Data: Air Temperature, Solar Radiation, Wind Velocity, 

Wind Direction & Precipitation. 

Nutrient Loading: Calculated from the empirical equation 

(Gunnerson, 1967).  

 

The ecosystem simulation results, the temperature and salinity of the surface (1 m) and 

bottom-layer water (25 m) were verified by comparing with the observed data at the head 

buoy and the open ocean buoy located in shallow and deep water, respectively (see Figure 

3.1), while considering the importance of vertical mixing. Both buoys are equipped with 

multiple sensors for measuring depth, water temperature, salinity, DO, and turbidity at 1-

hour intervals. The data used was open source and it was obtained from the Ise bay 

environmental database operated by the MLIT (“Isewan Environmental Database,” n.d.). 
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3.7 Integration of weather model (WRF) with 3D hydrodynamic and  

coastal ecosystem model (Ise Bay Simulator): 

The WRF model simulates the mixing ratio instead of vapor pressure so the vapor mixing 

ratio at 2 m “Q2” values from WRF was converted into vapor pressure values by using 

the Clausius-Clapeyron equation (3.18) & (3.19). Similarly, for this research site, the grid 

system was preferred to be rotated at 45° to make grids perpendicular to the bay mouth, 

and equations (3.20) & (3.21) were used for this purpose to rotate the wind vectors. 

 𝑒 = 6.112 × 𝑒𝑥𝑝 (
17.62 × 𝑇

243.12 + 𝑇
) ×

𝑈

100
 (3.18) 

Where, Vapor pressure e [hPa], T is air temperature [°C], U is relative humidity [%]. In 

WRF outputs, relative humidity is expressed as a water vapor mixing ratio at 2 meters: 

Q2 [kg/kg]. Then, equation (3.18) can be rewritten as follows. 

 𝑒 = 6.112 × 𝑒𝑥𝑝 (
17.62 × 𝑇

243.12 + 𝑇
) × 𝑄2 (3.19) 

Transformation of the axis to 45 degrees by transformation co-ordinate method to rotate 

wind vectors by using the following equation (3.20 & 3.21). Where, 𝑥′ is transformed X-

axis,  𝑦′ is transformed Y-axis and 𝜃 is angle of rotation in radians. 

 𝑥′ = xcos 𝜃 + 𝑦 sin 𝜃 (3.20) 

 𝑦′ = −xsin 𝜃 + 𝑦 cos𝜃 (3.21) 

The entire modelling framework is showing in Figure 3.12. The modelling chain starts 

from the WRF model by dynamic downscaling of coarse resolution present and future 
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weather products on a fine resolution followed by required variables conversion as 

described in this section to prepare weather files for ecosystem simulations. Hydrological 

model and rating curves are then used to calculate the river discharge and nutrients 

loading. Finally, the prepared weather files are utilized with other input data files such as 

tidal inputs, river discharge, open ocean boundary conditions to drive coupled 

hydrodynamic, pelagic, and benthic ecosystem models that simulate the physical and 

biogeochemical processes in the semi-enclosed water body. 

 

Figure 3.12 Integrated modelling framework showing the coupled model compartments 
with the respective flow of input variables from weather model to hydrodynamic and 
ecosystem model. 
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3.8 Data sources: 

Different kinds of datasets are utilized to simulate the present and future weather and 

coastal ecosystem in this research. Following Table 3.7 summarizes the datasets with 

corresponding sources. The temperature and salinity of the surface (1 m) and bottom-

layer water (25 m) were verified by comparing with the observed data at the head buoy 

and the open ocean buoy, respectively (see Figure 3.1). Similarly, to verify the ecosystem 

results the observed bottom DO was compared with the simulated DO. Both buoys are 

equipped with multiple sensors for measuring depth, water temperature, salinity and DO 

at 1-hour intervals. The data used are open-source and were obtained from the Ise bay 

environmental database operated by the MILT (‘Isewan Environmental Database,’ n.d.). 

WRF and AMeDAS precipitation products were also compared in terms of river 

discharge owing to their direct relationship with nutrient loading into Ise Bay. A total of 

10 first-class rivers were evaluated for river discharge. The river discharge referred to as 

‘observed’ was not directly observed but it was calculated from the rating curves based 

on the observed water levels. These rating curves were based on observations made by 

the Ministry of Land, Infrastructure, Transport, and Tourism (MLIT). These rating curves 

have already been used in the hydrodynamic and ecosystem simulations of Ise Bay and 

promising salinity results revealed their indirect reliability (Tanaka et al., 2011a). 
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Table 3.7 Datasets used in this study with respective temporal and spatial resolutions. 

 Data 
Spatial & Temporal 

Resolution 
Source 

WRF Model 
Land Use Data (Static) 10 m GSI, Japan 

Present Boundary Data 25 km, 06 hours NCAR, USA 

 
Future Boundary Data 

(Dynamic) 
111 km, 06 hours NCAR, USA 

AMeDAS 

Air Temperature, Wind 

Velocity, Precipitation, 

Solar Radiation, Relative 

Humidity 

Point, Hourly JMA, Japan 

Ecosystem 

Model 

Tide Point, Hourly JMA, Japan 

Open Ocean Boundary Point, Hourly PARI, Japan 

River Discharge Point, Hourly Calculated 

Weather Data 
Interpolated to Model 

Grid (800 m), Hourly 
NCAR, JMA 

Nutrient Loading All Rivers, Hourly PARI, Japan 

Evaluation 

Air Temperature Point, Hourly JMA, Japan 

Water Temperature & 

Salinity 
Point, Hourly MLIT, Japan 

River Discharge Point, Hourly MLIT, Japan 

Nutrients Loading All Rivers MOE, Japan 

 
Bottom Dissolved 

Oxygen 
Point, Hourly MLIT, Japan 
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4. Weather simulations: 

4.1 Present conditions: 

4.1.1 Reproducibility of air temperature and wind speed: 

Table 4.1 summarises the coefficient of determination (R2) of all cases tested to obtain 

the most appropriate model configuration and input datasets for Ise Bay. Case 1 resulted 

in a very low correlation for both air temperature and wind speed. In case 2, all WRF 

settings were fixed as in case 1, except the FDDA option was enabled, which helped to 

improve the R2 score for both variables due to lesser model deviations from the input 

boundary data. Following the improvement in case 2 due to enabling of FDDA, the 

accurate topography and land use data from GSI were replaced with USGS data in case 

3. It was evident from the air temperature and wind simulation results that it had no 

significant impact on the air temperature and wind speed at the sea surface. 

High resolution and more accurate land use data of GSI were used instead of USGS for 

subsequent cases. The second combination of the WRF PBL scheme and surface layer 

scheme (Mellor-Yamada-Janjic, Eta TKE scheme & Eta Monin-Obukhov, Janjic Eta 

Similarity scheme) was tested in case 4, and it was found that the correlation for air 

temperature significantly decreased from 0.64 to 0.50. This was due to the overestimation 

of the air temperature by the Mellor Yamada scheme owing to the inhibited vertical 

mixing in the PBL layer. Case 5 shows the final WRF settings with the best combination 

of PBL and the surface layer scheme obtained from the previous test cases. More accurate 

LBC data with 0.25° resolution was also replaced in case 5 with the 1° GFS data, which 

provided the most accurate simulation results for air temperature and reasonably good 
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results for wind speed. The replacement of input LBC files and WRF schemes proved to 

be the most influential factor in improving simulation accuracy. 

Table 4.1 WRF simulation cases with corresponding R2 scores. 

Case 
R2 

Temperature Wind 

1 0.38 0.46 

2 0.64 0.65 

3 0.64 0.65 

4 0.50 0.64 

5 0.86 0.60 

 

Figure 4.1 shows the full year daily means comparison of air temperature and wind speed 

for the year 2016, at the Chubu Centrair weather station. The air temperature was perfectly 

simulated with an R2 value of 0.97 (r = 0.99, p < 0.001). The simulated yearly mean value 

for air temperature was almost equal to the observed yearly mean value. For the wind 

speed, the results were also good; however, the wind speed was slightly underestimated. 

The overall R2 value of 0.69 (r = 0.84, p < 0.001) was achieved in the case of wind speed, 

and WRF underestimated the wind speed of strong winter events but fairly reproduced 

the summer wind speed, which is of primary interest in this study because hypoxia is 

typically prevalent in this season.  
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Figure 4.1 (a & b) Timeseries comparison of simulated air temperature and wind speed 
at Chubu Centrair weather station for the year 2016; (c) comparison between observed 
and simulated temperature; (d) comparison between observed and simulated wind speed. 
The red lines denote the regression fit between simulation and observation. 
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4.1.2 Reproducibility of wind direction: 

The simulation results were not only compared for wind speed but also wind direction, as 

it is equally important for the coastal ecosystem model. Figure 4.2 shows the wind rose 

plots prepared for both observed (left) and simulated (right) wind speed and direction. 

This figure gives a succinct view of how wind speed and direction are distributed at the 

Chubu Centrair weather station over an entire year. The simulated wind direction was 

fairly consistent with the observed wind direction and typical wind pattern of Ise Bay, 

which is NW dominant wind in winter season and SE dominant wind in summer season. 

The percentage of NW low wind speed events increased in the simulation as compared to 

the observation. A similar pattern was also observed with high wind speed (≥12 m/s) 

events. 

 

 

Figure 4.2 (Left) Windrose plot for observed wind speed and direction at Chubu Centrair 
weather station. (Right) Windrose plot for simulated wind speed and direction at the same 
station. 
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4.1.3 Reproducibility of river discharge: 

WRF and AMeDAS precipitation products were also compared in terms of river 

discharge owing to their direct relationship with nutrient loading into Ise Bay. A total of 

10 first-class rivers were evaluated for river discharge. The river discharge referred to as 

‘observed’ was not directly observed but it was calculated from the rating curves based 

on the observed water levels. These rating curves were based on observations made by 

the Ministry of Land, Infrastructure, Transport, and Tourism (MLIT). These rating curves 

have already been used in the hydrodynamic and ecosystem simulations of Ise Bay and 

promising salinity results revealed their indirect reliability (Tanaka et al., 2011a). 

The river discharge from the WRF and AMeDAS precipitation products was calculated 

using a lumped tank hydrological model based on the Parasad three-parameter storage 

function model (Padiyedath Gopalan et al., 2018; Parasad, 1967). Figure 4.3 shows a 

comparison between the observed and simulated total discharge of 5 major rivers (Kiso 

River, Suzuka River, Ibi River, Nagara River, Syonai River). A total of 101 rivers were 

used as a riverine input to Ise Bay and nutrients loading was accordingly calculated and 

used to conduct the simulations. The comparison for the present conditions was made for 

the 5 major A-class rivers only as their contribution is significantly higher as compared 

to remaining rivers.  The AMeDAS river discharge was slightly overestimated with an R2 

value of 0.70, while WRF-based river discharge was underestimated with an R2 value of 

0.60. 
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Figure 4.3 Comparison of river discharge calculated from 5 first-class rivers using 
AMeDAS and WRF precipitation products. 

 

4.1.4 Reproducibility of the nutrients loading: 

The Ministry of the Environment (MOE), Japan estimates the nutrients loading for Ise 

Bay. Chiba et al, (2016) compared the nutrients loading estimated by the ministry of 

environment (MOE) and by his estimation based on the unit load method as shown in 

Figure 4.4. As the data is available up to  2010 since 1978 the year when the total pollutant 

load control law was enacted (TPLC) (Chiba et al., 2016).  The data was extracted from 

the already plotted figure by using WebPlotDigitizer Version 4.3, an open-source tool 

(Rohatgi, 2020).  The regression analysis was conducted with the extracted data to get a 

regression equation (Year vs Loading). This regression line was extended up to 2016 to 
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obtain the nutrients loading of the baseline year 2016. These nutrients loading values were 

then compared with the values calculated in this research by utilizing L-Q rating curves. 

It was found that nutrients loading calculated in this research was in good agreement with 

the ministry of environmental values and Chiba et al,2016 (see Figure 4.5). 

 

Figure 4.4 Estimated nutrients loading up to the year 2010 by the ministry of environment 
(MOE) and (Chiba et al., 2016).  
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Figure 4.5 (a & b) Comparison between estimated nutrients loading by the ministry of 
environment (MOE) and calculated by L-Q rating curves. 
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4.2 Future conditions: 

The dynamic downscaling of simulations of CESM1 (CMIP5) bias-corrected data was 

conducted using the WRF model coupled at a finer resolution of 9 km over the Ise Bay 

region. The end century future simulations were conducted for future 6 years from 2095 

to 2100. The WRF pre-determined optimum settings (see section 3.3) were used to 

determine future weather conditions. Three future RCP scenarios were used to assess the 

climate change from moderate (RCP 4.5 & RCP 6.0) to worst-case (RCP 8.5). The 

meteorological variables obtained were surface air temperature, downward fluxes of 

shortwave radiation, longwave radiation, specific humidity, Precipitation, and wind 

components at 10 m height. 

4.2.1 Air temperature, wind speed, and wind directions: 

The weather simulation results indicated that in the future air temperature will increase 

over the Ise Bay region. The present simulated year (2016) was considered as a baseline 

and compared with the future averaged six years temperature and it was found that the air 

temperature will increase by 9%, 12% & 22% respectively following the trend of 

emission scenarios. The year-to-year fluctuation in the future air temperature was found 

to be less as compared to the historic observed year-to-year fluctuations as shown in 

Figure 4.6(a). The future yearly averaged wind speed was also compared with the present 

simulated year. Figure 4.6 (b) highlights the future increase of 11%, 9% & 10% in yearly 

averaged wind speed. As hypoxia is a seasonal issue explicitly related to the summer 

season, so wind speed in summer was explicitly compared and it was found that wind 

speed in summer speed will also increase by 18%, 14% & 18% respectively. The overall 

changes in air temperature and wind speed are summarized in the following Table 4.2. 
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Table 4.2 The future change in yearly averaged air temperature, wind speed, and wind 
direction. 

Variable 

Baseline Future (2095-2100) 

Observed 

(2011-

2016) 

Simulated 

(2016) 
RCP 4.5 RCP 6.0 RCP 8.5 

Air Temperature 

(°C) 
16.13 17.07 

18.54 

(+8.6%) 

19.16 

(+12.2%) 

20.76 

(+21.6%) 

Wind 

Speed 

(m/s) 

Full 

Year 
5.51 4.48 

4.97 

(+10.94%) 

4.89 

(+9.15%) 

4.95 

(+10.49%) 

Summer 4.9 3.95 
4.66 

(+17.97%) 

4.50 

(+13.92%) 

4.66 

(+17.97%) 

Wind 

Direction 

(%) 

NW 61.55 62.58 
52.22 

(-10.36%) 

51.75 

(-10.83%) 

51.94 

(-10.64%) 

SE 23.56 30.17 
34.91 

(+4.74%) 

34.66 

(+4.49%) 

34.84 

(+4.67%) 

 

The wind speed was subdivided into 2 m/s bins to assess its detailed variation (see Figure 

4.7). It was found that the low wind speed events (< 4 m/s) will decrease, mild speed 

events (4-10 m/sec) will increase and strong wind events (> 10 m/s) will decrease in future. 

Similarly, future variation in the wind directions was also assessed by obtaining the wind 

percentages in major 8 wind directions. Keeping in view, the typical wind pattern in the 

vicinity of Ise Bay, north, northwest, and west directions were added to obtain the total 

northwesterly wind events. Similarly, east, southeast, and south directions were added to 

obtain southeasterly wind events. It was found that the typical wind pattern in Ise Bay 

will also change in the future and a (~10%) decline in NW wind events and a 5% increase 

in SE wind events will propagate. 
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Figure 4.6 Comparison between yearly averaged observed (baseline: 2016) and future 
RCPs (2095-2100), simulated  (a) air temperature, (b) wind speed & (c) summer wind 
speed. 
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Figure 4.7 Comparison between yearly averaged bin wise observed (baseline: 2016) and 
future RCPs (2095-2100) simulated wind speed. 
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Figure 4.8 Comparison between yearly averaged bin wise observed (baseline: 2016) and 
future RCPs (2095-2100) simulated wind directions. 
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4.2.2 Surface pressure, downward flux of shortwave, and downward flux of 

longwave radiation: 

The surface pressure, downward flux of shortwave, and longwave radiations of projected 

RCPs were compared with the baseline year 2016. The difference in the surface pressure 

was found to be negligible just like year-to-year variation was also meager as shown in 

Figure 4.10(a). The increase in GHGs like CO2 affects the warming of the atmosphere 

and the surface of the earth. This is due to energy balance primarily controlled by the net 

solar radiations as shown in Figure 4.9. The short and longwave radiations are not directly 

observed but indirectly calculated from the daylight hours. Therefore, the shortwave 

radiation was calculated for the baseline year (2016), by the method developed by Nimiya 

et al,1997 (Nimiya et al., 1997). Similarly, the longwave radiation was also calculated by 

following the method developed by Nimiya et al,1996 (Nimiya et al., 1996). It was found 

that shortwave radiation will decrease (~-3%) in the future with reference to baseline year 

(see Figure 4.10b). The phenomena related to the decline in shortwave radiation is not 

new as it happened in the past globally and is known as global dimming. 

The fluctuations in shortwave radiations are usually attributed to cloud conditions, aerosol 

concentration and their optical properties. Particularly in Japan, Kodo et al, 2012, 

suggested that the optical properties of aerosol are the main contributors to affect the flux 

of shortwave radiations as compared to cloud conditions (Kudo et al., 2012). The 

downward flux of longwave radiation which is emitted by the atmosphere and clouds 

back to the earth's surface is increasing following the trend of RCPs as shown in Figure 

4.10(c). It is increasing from ~+1% to ~+6.5% for moderate to worst-case scenarios 

respectively. Table 4.3 summarizes the changes in surface pressure, shortwave, and 

longwave radiation. 
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Figure 4.9 Simplified diagram showing the net downward flux of the shortwave and 
longwave radiation. 

Table 4.3 Summary of the future changes in yearly averaged surface pressure, the 
downward flux of shortwave radiation, and the downward flux of longwave radiation. 

Variable 
Baseline 

(Simulated, 2016) 

Future (2095-2100) 

RCP 4.5 RCP 6.0 RCP 8.5 

Surface Pressure (hPa) 1015.39 
1014.39 

(-.09%) 

1014.42 

(-.09%) 

1014.33 

(-.10%) 

Shortwave Radiation 

(W/m2) 
229.63 

221.57 

(-3.50%) 

221.1 

(-3.71%) 

222.04 

(-3.30%) 

Longwave Radiation 

(W/m2) 
331.8 

338.3 

(+1.95%) 

342.12 

(+3.11%) 

353.54 

(+6.55%) 
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Figure 4.10 Comparison between the present (baseline: 2016) and future (2095-2100) 
RCPs simulated, (a) surface pressure, (b) downward flux of shortwave radiation, and (c) 
downward flux of longwave radiation. 
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4.2.3 Projected river discharge under future RCPs: 

A total of 101 rivers contribute to freshwater inflow to Ise Bay. The comparison was made 

for all the rivers along with an explicit comparison for major 10 A class rivers. The river 

discharge was calculated by using a lumped tank hydrological model as explained in 

section 3.4. The input river files include the details of river water temperature which was 

calculated by the regression equation as mentioned in section 3.5. The observed river 

discharge for all rivers was difficult to obtain so it was compared with the WRF simulated 

(2016) river discharge as the baseline period. The future river discharge for major 10, A-

class rivers were compared with the observed river discharge calculated from the rating 

curves referred to as “observed” of the baseline period from 2011 to 2016. The increase 

in river discharge followed the trend of RCPs, as with worsening RCP the river discharge 

will also increase as shown in Figure 4.11 (see Table 4.4). The increase in river discharge 

gave an insight into the future increase in precipitation events in the watershed of Ise Bay. 

The increase in river discharge of A-class rivers was more significant as compared to all 

the rivers covering the watershed. Moreover, the year-to-year variation for RCP 6.0 was 

higher as some very wet year i.e., 2095, and a very dry year i.e., 2097 were encountered. 

Table 4.4 The future changes in yearly averaged river discharge of all rivers and explicitly 
major 10 A-class rivers. 

River Discharge 

(m3/s) 

Baseline 

2016/ (2011-2016) 

Future (2095-2100) 

RCP 4.5 RCP 6.0 RCP 8.5 

All 101 Rivers 793.36 
821.18 

(+3.50%) 

862.69 

(+8.73%) 

925.18 

(+16.61%) 

10 Major A-Class 

Rivers 
655.72 

722.55 

(+10.19%) 

770.07 

(+17.44%) 

824.7 

(+25.77%) 
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Figure 4.11 Comparison between the present (baseline: 2016 & 2011-2016) and future 
(2095-2100) RCPs simulated (a) all 101 rivers discharge and (b) 10 major A-class rivers 
discharge. 
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4.2.4 Projected nutrients loading under projected RCPs: 

The other important input parameters provided in the input river files are nutrients loading 

and they were calculated based on rating curves as explained in section 3.5. The total 

nitrogen was calculated by adding 

(NH4+NO2+NO3+PON1+PON2+PON3+DON1+DON2+DON3) values, while the total phosphorus 

was calculated by adding (PO4+POP1+POP2+POP3+DOP1+DOP2+DOP3) values. These 

calculated loadings were compared with the present baseline year (2016). The total 

nitrogen and total phosphorus will increase in the future following the trend of RCPs.  

This increase in nutrients loading is primarily attributed to an increase in the river 

discharge as the same present condition rating curves were used to calculate the future 

nutrients loading. The total nitrogen will increase from ~2% to ~12% owning to moderate 

and worst-case scenario while the total phosphorus will increase from ~1.5% to 10% 

respectively. The year-to-year variation in the nutrients loading was found to be consistent 

with the river discharge. As more annual variation was found in RCP 6.0 as shown in 

Figure 4.12, and a similar kind of trend can be seen in river discharge Figure 4.11. The 

following Table 4.5 summarizes the nutrients loading variation in the future RCPs with 

respect to the present condition. 

Table 4.5 The future changes in nutrients loading from the major 10 A-class rivers. 

Nutrients Loading 

(ton/day) 

Baseline 

2016 

Future (2095-2100) 

RCP 4.5 RCP 6.0 RCP 8.5 

T-N 46.74 
48.04 

(+2.78%) 

49.39 

(+5.67%) 

52.66 

(+12.66%) 

T-P 2.3 
2.34 

(+1.74%) 

2.4 

(+4.35%) 

2.54 

(+10.43%) 
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Figure 4.12 Comparison between the present (baseline: 2016) and future (2095-2100) 
RCPs simulated nutrients loading (a) Total nitrogen (T-N), (b) Total phosphorus (T-P).  
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5. Ecosystem simulations: 

5.1 Present conditions: 

5.1.1 Reproducibility of surface and bottom water temperature and salinity: 

To assess the accuracy of the hydrodynamic simulations under present conditions, a 

comparison between simulated and observed water temperature and salinity was made 

for both the surface and bottom layers at the location of a head buoy and open ocean buoy.  

The hourly means of simulation results were in good agreement with the observed data 

for both the AMeDAS- and WRF-driven simulations, as shown in Figure 5.1 and Figure 

5.2. In the case of temperature and salinity, the WRF-driven simulations performed 

relatively well and were in good agreement with the observations. However, there were 

some inconsistencies found in the AMeDAS results, especially in the surface and bottom 

layer of the head buoy, which were attributed to overestimated river discharge and higher 

wind speed as compared to WRF weather data. The head buoy is located near the head of 

the bay and is significantly influenced by higher river discharge events as the three major 

Kiso rivers flow into Ise Bay from the head direction. Overall, the intrusion events and 

peak river discharge events that often impact the coastal environment were well simulated 

and adequately reflected the actual conditions. The intrusion of oceanic water into the bay 

in July (see period ‘B’ in Figure 5.2) led to a decline in water temperature and increase in 

salinity was also well reproduced in both simulations. Similarly, by the end of September, 

higher river discharge event from the bay head (see period ‘A’ in Figure 5.1) led to a 

decline in surface water temperature and salinity was also well reproduced in both 

simulations for the region of freshwater influence (ROFI), i.e. head buoy. 
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Figure 5.1 (a) Timeseries comparison between simulated and observed river discharge. 
(b & c) Comparison between observed and simulated surface layer temperature and 
salinity at the head and open ocean buoys. 
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Figure 5.2 Comparison between simulated and observed water temperatures and salinity 
of the bottom layer at the head and open ocean buoys. 
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The percentage bias (PBIAS) was calculated to assess the accuracy of hydrodynamic 

simulations by using equation 5.1. The PBIAS was calculated for full-year and explicitly 

for the summer season concerning the hypoxic period (See Table 5.1 and Table 5.2). The 

positive value of PBIAS indicates the overestimation and vice versa. Overall PBIAS for 

the head buoy was less in WRF-driven simulation as compared to AMeDAS-driven 

simulation. The surface salinity results showed relatively higher PBIAS in both 

simulations and it was underestimated. The WRF-driven simulation showed promising 

results for surface salinity as compared to AMeDAS-driven simulation and ~10% less 

PBIAS was encountered. 

 

 𝑃𝐵𝐼𝐴𝑆 (%) =
∑ (𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 − 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛)𝑛
𝑖=1

∑ (𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛)𝑛
𝑖=1

𝑋100 (5.1) 

 

Table 5.1 Percentage bias in surface and bottom water temperature and salinity covering 
the full simulation period. 

Meteorological 

Forcing 

PBIAS (January-December) 

Surface Water 

Temperature 

Bottom Water 

Temperature 

Surface 

Water 

Salinity 

Bottom 

Water 

Salinity 

Location: Head Buoy 

AMeDAS -3.30 2.08 -19.37 -0.72 

WRF -0.69 1.13 -11.94 -0.05 

Location: Open Ocean Buoy 

AMeDAS -0.38 0.72 -0.03 0.21 

WRF -0.86 -0.28 1.01 0.31 
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Table 5.2 Percentage bias in surface and bottom water temperature and salinity covering 
summer season. 

Meteorological 

Forcing 

PBIAS (March-September) 

Surface Water 

Temperature 

Bottom Water 

Temperature 

Surface 

Water 

Salinity 

Bottom 

Water 

Salinity 

Location: Head Buoy 

AMeDAS -2.23 1.69 -23.58 -1.03 

WRF 2.92 1.88 -13.71 -0.20 

Location: Open Ocean Buoy 

AMeDAS -0.71 1.36 -0.11 0.07 

WRF -0.46 0.76 1.12 - 0.29 
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5.1.2 Reproducibility of bottom water DO findings: 

The ultimate objective of this study was to simulate bottom-layer DO conditions under 

present and future conditions as it is one of the most important parameters directly 

associated with the health of coastal environments. DO reproducibility is relatively 

difficult to achieve as compared to water temperature and salinity, as it is sensitive to both 

physical and biogeochemical processes. Bottom DO was compared at the head and open 

ocean monitoring buoys to assess the model performance in shallow and deep waters. The 

comparison was made from the beginning of March to the end of September, covering 

the hypoxic period. The first two months (January and February) of the simulation were 

considered a spin-up period. Figure 5.3 shows the comparison between the simulated 

bottom DO and the observed DO for the AMeDAS weather-driven simulations, and it 

was found that the model performed reasonably well. R2 and RMSE were used as 

performance indicators, and it was evident from R2 value that more than 85% and 90% of 

the DO variance was well captured by the model for the head and open ocean buoy, 

respectively. The RMSE value was also less than 1 mg/L for both monitoring stations. 

Similarly, the WRF-driven ecosystem simulation performed equally well, as shown in 

Figure 5.4.  

The seasonality in the bottom DO was also well replicated by both simulations with an 

accuracy of 80% and 90% for the head and open ocean buoy, respectively. Not only the 

seasonal variation but also short-term variations around 2 mg/L, but a sudden recovery of 

bottom DO (see Period ‘C’ in Figure 5.3 & Figure 5.4) in the middle of October were also 

well reproduced. Quick recovery of bottom DO coincided well with the increase in 

bottom salinity (see Period ‘B’ in Figure 5.2) along with the end of freshwater discharge 
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(See Period ‘A’ in Figure 5.1). This was attributed to the intrusion of a dense oxygen-rich 

water mass. 

 

Figure 5.3 (Upper) Timeseries of the observed (red dots) and simulated (blue line) bottom 
DO at the head and open ocean buoy for AMeDAS-driven simulation. (Lower left) 
Comparison between observed and simulated bottom DO at the head buoy. (Lower right) 
Comparison between observed and simulated bottom DO at open ocean buoy. A 
regression comparison was made from the beginning of March to the end of September, 
covering the hypoxic period. 
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Figure 5.4 (Upper) Timeseries of the observed (red dots) and simulated (blue line) bottom 
DO at the head and open ocean buoys for the WRF-driven simulation. (Lower left) 
Comparison between observed and simulated bottom DO at the head buoy. (Lower right) 
comparison between observed and simulated bottom DO at open ocean buoy. A 
regression comparison was made from the beginning of March to the end of September 
covering the hypoxic period. 

 

The simulated total particulate organic content was also compared to examine the slight 

differences in both simulations (AMeDAS and WRF). Total POC was calculated by 

adding the carbon content of all four types of phytoplankton, zooplankton, two types of 
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protozoa, and all three types of POC based on the Multi-G model. Figure 5.5 shows the 

comparison between the simulated POC for the AMeDAS- and WRF-driven simulations 

at the two buoy locations. The AMeDAS simulated POC was slightly higher than that of 

WRF at both locations. This was attributed to a higher river discharge, which yielded 

excessive nutrient loading as compared to WRF and eventually yielded more oxygen 

uptake at the bottom. 

 

Figure 5.5 Simulated total surface POC at the head and open ocean buoys. 

 

Hypoxic days were further calculated for three DO thresholds (≤2, ≤3, and ≤4 mg/L) at 

the head buoy to assess the accuracy of present DO simulations, and it was found that 

both AMeDAS and WRF performed reasonably well to simulate hypoxic events. Figure 

5.6 shows the comparison between the simulated and observed hypoxic days. The 

hypoxic day was defined as a day when the DO at the bottom fell below the given 

threshold DO value. The observed hypoxic days for ≤3 mg/L and ≤4 mg/L thresholds 

were in good agreement with both AMeDAS- and WRF-driven simulations. The ≤2 mg/L 
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threshold hypoxic days were higher in AMeDAS than in the observed and WRF-driven 

simulation. This shows that hypoxic water mass stayed for a longer period in the 

AMeDAS simulation because more hypoxic conditions were available due to higher 

riverine inputs and nutrient loadings as shown in Table 5.3. 

 

Figure 5.6 Comparison between observed and simulated (AMeDAS & WRF) hypoxic 
days at the head buoy. 

 

Table 5.3 Comparison of observed and simulated hypoxic days and nutrients loading. 

Meteorological 

Forcing 

Hypoxic Days (March-September) 
Nutrients Loading 

(ton/day) 

≤2 mg/L ≤3 mg/L ≤4 mg/L TN TP 

Observed 108 127 136 102.33 5.43 

AMeDAS 116 131 140 131.67 8.27 

WRF 99 126 146 90.01 5.7 
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Apart from the regression parameters the PBIAS was also calculated for the bottom DO 

as shown in Table 5.4. The PBIAS values revealed the underestimation of bottom DO 

under both meteorological forcings at the location of the head and open ocean monitoring 

buoy. The PBIAS highlights the superiority of WRF-driven simulation over AMeDAS-

driven simulation. It was primarily due to less difference between simulation and 

observation mean. The percentage bias measures the average tendency of the simulated 

variable to be higher or lesser than their observed counterparts. 

Table 5.4 Performance evaluation of both meteorological forcings to simulate the bottom 
DO. A regression comparison was made from the beginning of March to the end of 
September, covering the hypoxic period. 

Meteorological 

Forcing 

Bottom Dissolved Oxygen (March-September) 

R2 
Pearson 

Correlation 

RMSE PBIAS Simulation 

Mean 

Observation 

Mean 

Location: Head Buoy 

AMeDAS 0.88 0.94 0.87 -14.60 3.02 2.84 

WRF 0.83 0.91 0.96 -12.74 2.99 2.84 

Location: Open Ocean Buoy 

AMeDAS 0.92 0.96 0.33 -1.44 6.50 6.86 

WRF 0.91 0.95 0.39 -0.49 6.46 6.86 
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5.1.3 Verification of bottom dissolved Oxygen findings through comparison with 

observed spatial distribution: 

The temperature-dependent background oxygen consumption component was modelled 

as a limiting function for linear change based on several trials. This limits the oxygen 

consumption based on water temperature, and this linear change is eventually modelled 

as equation (3.16) in several temperature intervals, for example, less consumption in the 

winters and more in the summers. The oxygen consumption values were fixed based on 

temperature range and linear function was developed by keeping in view the temperature 

variation at the head and open ocean monitoring buoy. Later this function was applied to 

the entire model domain. Therefore, it is essential to verify its spatial performance to 

assess the accuracy as temperature conditions are not the same throughout the model 

domain. The Suzuka Fisheries Laboratory performed a field survey of Ise Bay on monthly 

basis and observed spatial distribution of bottom DO (“Mie Prefecture | Fisheries 

Research Institute: Suzuka Fisheries Laboratory,” n.d.). As hypoxic conditions can have 

a significant impact on the habitat of fish and shellfish, the laboratory issues information 

of oxygen-deficient water mass to alert fishermen when observations show hypoxic 

conditions. The field survey results are available for the summer season covering the 

development and destruction phase of hypoxia from July to November of every year. The 

monthly observed spatial distribution is available in image files and the shape of DO 

distribution can be compared with the simulation results at a particular timestep. The 

shape of the area covered by the dark blue color in Figure 5.7 represents the simulated 

oxygen-deficient water mass while the dark red color shows the observed oxygen-

deficient water mass.  
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In June the hypoxic water mass developed in the bottom layer at the central part of the 

bay while in July and August, the hypoxic water mass expanded and cover most of the 

bay bottom layer except the bay mouth. The hypoxic mass has progressed since last 

month's observation and simulation results also showed a similar pattern. It was primarily 

attributed to restricted vertical mixing as it was difficult for seawater to vertically mix 

due to the difference in water temperature between the surface layer and the bottom layer. 

The hypoxic water mass remains persistent in September. The bottom dissolved oxygen 

started to recover in October hypoxic water mass disappear from the vicinity of the bay 

mouth however, hypoxic water mass remains along the coastal area of Mie Prefecture. 

The bay mouth bottom DO recover because of intrusion from the bay mouth and the 

difference in surface and bottom water was also less in this period as compared to the 

former development phase. In November most of the bay bed recovered from hypoxic 

conditions and a patch of hypoxic water mass existed near the head of the bay and a 

similar pattern was observed in both AMeDAS and WRF-driven simulations too. The 

temporal-spatial performance of both datasets was in agreement with the observations. 

This comparison also revealed the performance of the background temperature-dependent 

oxygen component, which was added in the benthic model. The following color bar 

corresponds to simulated spatial distributions in Figure 5.7. 

 

 



95 
 

 

Figure 5.7 Spatial distribution of bottom dissolved oxygen. (Upper) WRF-driven simulation; (Middle) AMeDAS-driven simulation; 
(Lower) Monthly observations by Suzuka Fisheries Laboratory. 

June 6 July 1 August 3 November 3 October 7 September 9 
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5.2 Future conditions: 

5.2.1 Surface and bottom water temperature and salinity: 

As expected, with an increase in future air temperature the water temperature also 

increased following the trend of RCPs. The water temperature and salinity results were 

compared with the baseline period and a comparison was made for head and open ocean 

buoy. The surface water temperature increased from 1% to 9% at the head buoy under 

moderate to worst-case respectively. However, the increase in water temperature at open 

ocean buoy was relatively less due to constant present boundary conditions. Owing to 

mixing the increase in water temperature was not restricted to surface layers but it also 

propagated to the bottom layers and this was evident from the simulation results as shown 

in Figure 5.8 & Figure 5.9. Moreover, the direct surface heating further enhanced the 

vertical temperature difference between the surface and bottom water. The annual 

fluctuation in the future water temperature was found to be less at both monitoring buoys.  

The mean surface salinity also anticipated the changes in future river discharge, and it 

declines in the region of freshwater influence i.e., head buoy. The surface salinity 

decreased at the location of the head monitoring buoy from 1% to 3% under a moderate 

to the worst-case scenario. The annual variation in the salinity well coincided with the 

river discharge as more standard deviation was observed in the surface salinity at the head 

buoy location under RCP 6.0 (the same pattern of river discharge was found under RCP 

6.0). Moreover, the surface salinity at the location of the open ocean monitoring buoy 

showed a similar pattern as it was decreased by only 0.50% under all RCPs and seems to 

be less disturbed by river discharge.  The bottom salinity at the location of the head buoy 

was slightly increased and at maximum, it was increased by 0.5% under all RCP 8.5 
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attributed to the intrusion of denser water. Moreover, the bottom salinity at the location 

of the open ocean monitoring buoy showed a similar pattern as it increased 3% under all 

RCPs. The increase in the bottom salinity was found to be consistent under all RCPs at 

the open ocean. 

 

Figure 5.8 Comparison between the present (2016) and future (2095-2100) changes in the 
surface and bottom water temperature and salinity at the location of the head buoy. 
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Figure 5.9 Comparison between the present (2016) and the future (2095-2100) changes 
in the surface and bottom water temperature and salinity at the location of open ocean 
buoy. 
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Table 5.5 and Table 5.6 summarizes the future changes in the surface and bottom water 

temperature and salinity at the location of the head and open ocean monitoring buoy. 

Table 5.5 The future changes in the surface water temperature and salinity at the head and 
open ocean monitoring buoy from the beginning of March to the end of October. 

Variable 
Baseline 

(2016) 

Future (2095-2100) 

RCP 4.5 RCP 6.0 RCP 8.5 

Water 

Temperature 

(°C) 

Head Buoy 21.66 
22.06 

(+1.85%) 

22.69 

(+4.75%) 

23.66 

(+9.23%) 

Open Ocean 

Buoy 
20.41 

20.64 

(+1.13%) 

20.81 

(+1.95%) 

21.13 

(+3.52%) 

Salinity 

(PSU) 

Head Buoy 21.64 
21.34 

(-1.39%) 

20.7 

(-4.34%) 

20.96 

(-3.14%) 

Open Ocean 

Buoy 
32.78 

32.61  

(-0.52%) 

32.60  

(-0.55%) 

32.61 

(-0.52%) 

 

Table 5.6 The future changes in the bottom water temperature and salinity at the head and 
open ocean monitoring buoy from the beginning of March to the end of October. 

Variable 
Baseline 

(2016) 

Future (2095-2100) 

RCP 4.5 RCP 6.0 RCP 8.5 

Water 

Temperature 

(°C) 

Head Buoy 18.49 
18.69 

(+1.08%) 

18.87 

(+2.06%) 

19.18 

(+3.73%) 

Open Ocean 

Buoy 
19.77 

19.83 

(+0.30%) 

19.85 

(+0.40%) 

19.90 

(+0.66%) 

Salinity 

(PSU) 

Head Buoy 33.04 
33.14  

(+0.30%) 

33.18  

(+0.42%) 

33.23  

(+0.58%) 

Open Ocean 

Buoy 
32.65 

33.72 

(+3.28%) 

33.73  

(+3.31%) 

33.74  

(+3.34%) 
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5.2.2 Bottom water dissolved oxygen: 

The bottom water dissolved oxygen which is the main criteria to assess the ecosystem 

health in this study was initially compared with the present simulation of 2016 (see Figure 

5.10 and Table 5.7). The head buoy which is in close proximity to head rivers showed no 

effect of climate change under moderate case scenarios instead the bottom DO was 

increased by 13 % and 2% under RCP 4.5 and RCP 6.0 respectively. The bottom DO was 

only declined by 2% under the worst-case scenario of RCP 8.5. As the model was already 

underestimating the bottom DO at the head buoy and 13% PBIAS was estimated in the 

present conditions. The parameters such as river discharge and wind speed which were 

underestimated in the present condition (2016) were slightly increased under RCP 4.5 and 

RCP 6.0. The bottom DO under RCP 4.5 increased by the same percentage as 

underestimated in the present condition and eventually represents the true present 

condition. Therefore, for subsequent analysis, the five-year simulation of low emission 

scenario, (RCP 4.5) was kept as a baseline and its comparison was made with moderate 

(RCP 6.0) and worst-case (RCP 8.5) scenarios to assess the effect of climate change on 

the bottom dissolved oxygen. 

Table 5.7 The future changes in the bottom water dissolved oxygen concentration at the 
head and open ocean monitoring buoy from the beginning of March to the end of October. 

Variable 
Baseline 

(2016) 

Future (2095-2100) 

RCP 4.5 RCP 6.0 RCP 8.5 

Bottom 

Dissolved 

Oxygen 

(mg/L) 

Head Buoy 2.76 
3.11 

(+12.68%) 

2.81 

(+1.81%) 

2.71 

(-1.81%) 

Open Ocean 

Buoy 
6.50 

6.61 

(+1.69%) 

6.60 

(+1.53%) 

6.61 

(+1.69%) 
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Figure 5.10 (a & b) Comparison between the present (2016) and future (2095-2100) 
changes in the bottom water dissolved oxygen at the location of the head and open ocean 
monitoring buoy. 
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The head buoy which is close to head rivers showed a significant effect of climate change 

under RCP 6.0 and RCP 8.5 with reference to moderate (RCP 4.5) scenario as shown in 

Figure 5.11 and Table 5.8. The bottom DO was decreased by 10 % and 13% under RCP 

6.0 and RCP 8.5, respectively. The head buoy area is the one that is shallow in depth and 

received higher freshwater river discharge and nutrients loading and greatly affected by 

the change in the meteorological parameters. On the other hand, at the location of the 

open ocean monitoring buoy, the bottom dissolved oxygen remains the same under all the 

RCP scenarios. The consistency in the bottom dissolved oxygen trend at this location was 

attributed to the constant present open ocean boundary conditions which were used for 

all the simulations. Hence, the open ocean didn’t show any significant response to the 

climate change scenarios. The annual variation in all RCPs was also found to be consistent. 

Furthermore, the hypoxic days were also calculated for the location of the head buoy and 

it was found that it's not the decrease in bottom DO that will propagate in the future but 

its period will also be extended as summarized in Figure 5.12 and Table 5.9. 

Table 5.8 The future changes in the bottom water dissolved oxygen concentration at the 
head and open ocean monitoring buoy under moderate case RCP 6.0 and worst-case RCP 
8.5 with reference to moderate RCP 4.5 from the beginning of March to the end of 
October. 

Variable 

Baseline 

(2095-2100) 

RCP 4.5 

Future (2095-2100) 

RCP 6.0 RCP 8.5 

Bottom 

Dissolved 

Oxygen 

(mg/L) 

Head Buoy 3.11 
2.81 

(-9.64%) 

2.71 

(-12.86%) 

Open Ocean 

Buoy 
6.61 

6.60 

(-0.15%) 

6.61 

(0%) 
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Figure 5.11(a & b) Comparison between bottom water dissolved oxygen under different 
RCPs at the location of the head and open ocean monitoring buoy. 
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Table 5.9 The future changes in the hypoxic days for different threshold dissolved oxygen 
concentrations at the head monitoring buoy. 

Variable 

Baseline 

(2095-2100) 

RCP 4.5 

Future (2095-2100) 

RCP 6.0 RCP 8.5 

 

Hypoxic 

Events 

(Days) 

≤ 2 mg/L 102.83 
107.83 

(+4.86%) 

105.83 

(+2.92%) 

≤ 3 mg/L 142.33 
151 

(+6.09%) 

147.83 

(+3.86%) 

≤ 4 mg/L 168.83 
176.17 

(+4.35%) 

181.67 

(+7.61%) 

 

Figure 5.12 Comparison between summer season hypoxic days of multiple thresholds 
under different RCPs at the location of the head buoy.
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5.2.3 Quantification of hypoxic area under different RCPs: 

The former comparison of bottom DO was made primarily for two ocean monitoring 

stations in the shallow and deep water. However, to assess the spatial extent of water 

quality deterioration due to climate change the hypoxic area was also calculated for DO 

threshold of 2 mg/L. The hypoxic area was calculated by counting the number of grids 

meeting the criteria (DO ≤ 2 mg/L) and multiplying by the area of one grid. The area was 

then converted to hectares as shown in Figure 5.13. The results of hypoxic area calculation 

revealed the spatial deterioration of water quality under RCP 6.0 and RCP 8.5. The 

following Table 5.10 shows the quantification of a hypoxic area which was increased by 

5% and 7% under RCP 6.0 and RCP 8.5 with reference to RCP 4.5. 

 

Figure 5.13 Comparison between the average summer season hypoxic area (DO ≤ 2 mg/L) 
to assess the spatial extent of hypoxia under different RCPs. 
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Table 5.10 The future changes in the hypoxic days for different threshold dissolved 
oxygen concentrations at the head monitoring buoy. 

Variable 
Baseline (2095-2100) 

RCP 4.5 

Future (2095-2100) 

RCP 6.0 RCP 8.5 

Hypoxic Area 

(DO ≤ 2 mg/L) 
77366.9 

81433.64 

(+5.26%) 

82538.67 

(+6.68%) 

 

5.2.4 Quantification of intrusion frequencies under different RCPs:  

The frequency of intrusion events of oceanic water from the bottom layer of Ise Bay was 

calculated from the simulation results. The importance of intrusion frequency over control 

of coastal hypoxia is well documented and the comparative density structure method 

which was demonstrated by the author in the previous study was employed on future data 

to calculate the intrusion frequencies (Hafeez et al., 2020). The intrusion frequency was 

calculated by comparing the density structure of the open ocean buoy station with the 

density structure of the central buoy station which is situated at the center of the bay. The 

open ocean buoy station is situated outside the bay near the bay mouth 

(Longitude:136.84°, Latitude: 34.66°) while the central buoy station is situated inside the 

bay (Longitude:137.01°, Latitude: 34.50°) immediately after the bay mouth as shown in 

Figure 5.15. As the model (Ise Bay Simulator) does not directly give water density as an 

output instead it gives the temperature and salinity of the oceanic water, so the density of 

oceanic water was calculated by using the following empirical equations (5.2, 5.3, 5.4 & 

5.5) (E.Gill, 1982). 

 𝜌 = 𝜌𝑇 + ∆𝜌𝑠 + ∆𝜌𝑐  (5.2) 
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𝜌𝑇 = 999.842594 + 6.793952 ∗ 10
−2. 𝑇 − 9.095290 ∗ 10−3. 𝑇2

+ 1.001685 ∗ 10−4. 𝑇3 − 1.120083 ∗ 10−6. 𝑇4

+ 6.536332 ∗ 10−9. 𝑇5 

(5.3) 

 

∆𝜌𝑠 = 𝑆(0.824493 − 4.0899 ∗ 10
−3. 𝑇 + 7.6438 ∗ 10−5. 𝑇2 − 8.2467

∗ 10−7. 𝑇3 + 5.3875 ∗ 10−9. 𝑇4)

+ 𝑆
3
2(−5.72466 ∗ 10−3 + 1.0227 ∗ 10−4. 𝑇 − 1.6546

∗ 10−6. 𝑇2) + 𝑆2(4.8314 ∗ 10−4)  

(5.4) 

 𝜎𝑇 = 𝜌 − 1000 (5.5) 

Where, 

𝜌       = Density of Sea Water (kg/m3) 

𝜌𝑇      = Density of Pure Water as a Function of Temperature (kg/m3) 

∆𝜌𝑠   =Water Density Increment Due to Salinity (kg/m3) 

∆𝜌𝑐    =Water Density Increment Due to Total Suspended Solids (kg/m3) 

𝜎𝑇     = Shorthand of Sea Water Density (kg/m3) 

T      = Water Temperature (°C)  

S      = Salinity of Water (PSU) 
 

After calculation of seawater density, the density structure of the bay mouth was 

compared with the density structure of the inner bay. The comparison was made for the 

lower layer as shown in Figure 5.15. It was assumed that if the density of water at the bay 

mouth lower layer is higher as compared to the inner bay lower layer, then the intrusion 

is from the lower layer. Based on this assumption the intrusion condition was defined as 
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equations (5.6 & 5.7), and ultimately intrusion frequencies were calculated by using the 

following equation (5.8).  

 𝜎𝑇  𝐵𝑎𝑦 𝑀𝑜𝑢𝑡ℎ > 𝜎𝑇 𝐼𝑛𝑛𝑒𝑟 𝐵𝑎𝑦 (𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝐼𝑛𝑡𝑟𝑢𝑠𝑖𝑜𝑛 𝐸𝑣𝑒𝑛𝑡)  (5.6) 

 

𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝐷𝑖𝑓𝑓𝑒𝑟𝑛𝑐𝑒

= 𝜎𝑇  𝐵𝑎𝑦 𝑀𝑜𝑢𝑡ℎ

− 𝜎𝑇  𝐼𝑛𝑛𝑒𝑟 𝐵𝑎𝑦 (+𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 𝑖𝑛𝑑𝑖𝑐𝑎𝑡𝑒𝑠 𝑖𝑛𝑡𝑟𝑢𝑠𝑖𝑜𝑛 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑙𝑜𝑤𝑒𝑟 𝑙𝑎𝑦𝑒𝑟) 

(5.7) 

 𝐼𝑛𝑡𝑟𝑢𝑠𝑖𝑜𝑛 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 (𝐼𝐹) =
𝐼𝑛𝑡𝑟𝑢𝑠𝑖𝑜𝑛 𝐸𝑣𝑒𝑛𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐸𝑣𝑒𝑛𝑡𝑠
𝑋100 (5.8) 

 

Figure 5.14 Intrusion frequency of oceanic water from the bay mouth obtained by the 
comparative method of density structure. 
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Figure 5.15 Conceptual diagram of intrusion frequency of oceanic water from the lower 
layer of the bay mouth where vertical lines are showing the location of buoy monitoring 
station while the horizontal red lines are indicating the position of the bottom layer at a 
depth of 25 m. 

The intrusion frequencies tend to be higher under RCP 8.5 scenario and supported the 

frequent intrusion of oceanic water from the lower layer (see Figure 5.14). As the 

intrusion frequencies were dependent on the density of water and the inner bay water is 

lighter in density due to excessive heating and river discharge under RCPs and open ocean 

boundary conditions kept constant and least affected by climate change. The intrusion 

frequencies under RCP 6.0 were slightly less than RCP 4.5. It was attributed to a higher 

density difference in the inner bay due to excessive river discharge, which makes bottom 

Bay Head Central Buoy Open Ocean Buoy 
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water to be denser and eventually restricted the intrusion from the open ocean. The wind 

speed was also poorly correlated in RCP 6.0 and didn’t play any significant role as 

compared to RCP 4.5 and RCP 8.5. In case of RCP 8.5, intrusion frequency is higher than 

the former two RCPs and river discharge with the combination of wind speed and 

direction played an important role to enhance the bottom water intrusion (see Table 5.11 

& Table 5.12). The southeast wind direction was strongly correlated with the intrusion 

frequency and it seems the freshwater was pushed towards the head of the bay where it 

was vertically mixed with the bottom water and eventually produced less dense bottom 

water which enhanced bottom water intrusion from the open ocean.  

Table 5.11 The future changes in the intrusion frequencies of oceanic water under 
different RCPs. 

Variable 
Baseline (2095-2100) 

RCP 4.5 

Future (2095-2100) 

RCP 6.0 RCP 8.5 

Intrusion 

Frequency (%) 
78.06 

77.19 

(-1.11%) 

80.33 

(+2.91%) 

 

The Pearson correlation coefficient between bottom intrusion frequency from the open 

ocean and other variables at the location of the head buoy was calculated. The 

interpretation of the correlation coefficient is simple as much as it is closer to +1 or -1, it 

indicates a positive (+1) or negative (-1) strong correlation between the variables. A 

positive correlation means that if the values of one variable are increasing, the values of 

the other variable also increase as well and vice versa.  A correlation coefficient that is 

closer to 0, indicates no or weak correlation. The following equation 5.9 represents the 

Pearson correlation between two variables. 
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 𝑃𝑒𝑎𝑟𝑠𝑜𝑛 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 (𝑋, 𝑌) =
∑(𝑥 − x)(𝑦 − y)

√∑(𝑥 − x)2 ∑(𝑦 − y)2
 (5.9) 

 

Where; 𝑋 and 𝑌  are the variables under consideration, while x and y are the variable 

mean values.  

Table 5.12 Pearson correlation between intrusion frequency of oceanic water and other 
variables at the location of the head buoy. 

Scenario 
River 

Discharge 

Density 

Difference 

Wind 

Speed 

Wind Direction 

NW SE 

RCP 4.5 -0.42 -0.19 0.41 -0.37 0.23 

RCP 6.0 -0.46 -0.36 0.08 -0.15 0.26 

RCP 8.5 0.66 0.32 0.81 -0.55 0.77 

 

5.2.5 Density difference around the region of freshwater influence (head buoy): 

The density difference between surface and bottom water was also calculated at the region 

of freshwater influence i.e. head buoy. The density difference was increased under climate 

change scenarios and surprisingly, the surface salinity was the main contributor to the 

enhancement of density stratification. The range of density difference was high in the 

case of RCP 6.0 owing to greater fluctuations in river discharge. The density stratification 

has a very strong correlation with river discharge and river discharge further influenced 

the surface salinity with a strong negative correlation as shown in Figure 5.17 (a & b).  
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Further analysis was also made to assess the discrete contribution of salinity and water 

temperature to the density stratification. It was found that the salinity difference between 

the surface and bottom layer seems to be strongly correlated with the density stratification 

as compared to the water temperature difference between the surface and bottom layer.  

The increase in salinity difference resulted in a higher density difference and strong 

stratification. However, the water temperature difference is negatively correlated and its 

correlation was pretty weak as compared to salinity results. The range of density 

difference due to the simulation of multiple years was also higher for moderate case RCP 

4.5 and RCP 6.0 as compared to RCP 8.5. 

 

Figure 5.16 Water density difference between bottom and surface layer at the location of 
the head buoy. 
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Figure 5.17 (a) Dominance of river discharge over density difference at the location of 
the head buoy and (b) relationship between surface salinity and river discharge at the 
same location.  
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Figure 5.18 Dominance of salinity difference over density stratification at the location of 
the head buoy and (b) relationship of water temperature difference with density difference 
at the same location. 

 

y = 0.7264x + 1.2926
R² = 0.9963

y = 0.7372x + 1.303
R² = 0.9987

y = 0.6649x + 2.3662
R² = 0.9339

7

8

9

10

11

12

13

8.00 9.00 10.00 11.00 12.00 13.00 14.00 15.00

D
en

sit
y 

D
iff

er
nc

e 
(k

g/
m

3 )

Salinity Difference (PSU)

(a)

RCP 4.5
RCP 6.0
RCP 8.5

y = -1.2812x + 14.189
R² = 0.0677

y = -2.5931x + 20.404
R² = 0.1205

y = -0.2039x + 11.438
R² = 0.0357

7

8

9

10

11

12

13

2.00 3.00 4.00 5.00 6.00

D
en

sit
y 

D
iff

er
nc

e 
(k

g/
m

3 )

Water Temperature Difference (C)

(b)

RCP 4.5
RCP 6.0
RCP 8.5



115 
 

5.2.6 Hypoxia formation mechanism under climate change scenarios: 

The Pearson correlation coefficient between hypoxic area and other variables was 

calculated. RCP 4.5 was kept as baseline and correlations were calculated with its 

reference by using equation 5.9. The correlation matrixes as shown in the following 

Figure 5.19, and Figure 5.20 illustrate the correlation between the variables under RCP 

scenarios.  

The interpretation of the correlation coefficient is simple as much as it is closer to +1 

(dark blue color) or -1 (dark red color), it indicates a strong correlation between the 

variables. A positive correlation means that if the values of one variable are increasing, 

the values of the other variable will also increase as well while the negative correlation 

means the opposite of it.  A correlation coefficient that is closer to 0, indicates no or weak 

correlation.  

 

Table 5.13 Variables with their full form used to make correlation matrixes. 

Symbol Full-Form Symbol Full-Form 

Year Moderate to Worst Case WTS Surface Water Temperature 

RD River Discharge WTB Bottom Water Temperature 

AT Air Temperature TN Total Nitrogen 

WS Wind Speed TP Total Phosphorus 

DOB Bottom Dissolved Oxygen IF Intrusion Frequency 
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Figure 5.19 Correlation between all the major meteorological and coastal ecosystem 
stressors under moderate RCP 6.0, climate change scenario. 
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Figure 5.20 Correlation between all the major meteorological and coastal ecosystem 
stressors under moderate RCP 8.5, climate change scenario. 

 

The following Table 5.14 summarizes the correlation matrixes especially between the 

hypoxic area with other variables. The year variable simply means the transition from 

RCP 4.5 to RCP 6.0 and RCP 8.5. Its positive correction indicates the increase of hypoxic 

area as we moved towards the worst-case scenario. The strength of the correlation 

coefficient was different under different RCPs. In case of RCP 6.0, the role of nutrients 
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loading was found to be less significant as compared to the RCP 8.5. The air temperature, 

the water temperature at the surface and bottom was strongly correlated under both RCPs. 

The role of river discharge was found to be dominating in RCP 8.5 as compared to the 

former RCP 6.0 scenario. The intrusion frequencies were in negative correlation with the 

hypoxic area as more intrusion from the bay mouth will result in shrinkage of the bottom 

hypoxic area. 

Table 5.14 Pearson correlation between the area of hypoxic water mass and other 
variables at the location of the head buoy by keeping RCP 4.5 as the baseline. 

Scenario 

 

Present to 

Future 

RD AT WS DOB 
WTB/

WTS 

Nutrients 

Loading IF 

TN TP 

RCP 6.0 0.47 0.03 0.84 -0.77 -0.72 
0.91/ 

0.78 
0.09 0.06 -0.43 

RCP 8.5 0.64 0.24 0.80 -0.70 -0.75 
0.84/ 

0.80 
0.17 0.20 -0.12 

 

The explicit control of intrusion frequency was also assessed under all RCPs. Intrusion 

frequencies remained in negative correlation with the hypoxic area. The intrusion 

frequencies alone can explain over 40% of the variation in the hypoxic area in all RCPs 

except RCP 4.5 and that too because of one cold year as compared to the rest. The hypoxic 

area was less in that particular year however, the intrusion frequency was still comparable 

with other years. Figure 5.21 shows the relationship between intrusion frequency in 

percentage and hypoxic area in hectares. As the hypoxic area increased under worst-case 

RCP so does the intrusion frequency as compared to RCP 4.5. However, from the 
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comparison of multiple years, it was revealed that intrusion frequency tends to control the 

aerial distribution of hypoxia under all RCPs. 

 

Figure 5.21 The Control of intrusion frequency over the hypoxic area under different 
RCPs. 

The following Figure 5.22 and Figure 5.23 graphically represent the impact of climate 

change (RCP 6.0 & RCP 8.5) over the coastal ecosystem with reference to RCP 4.5. 
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Figure 5.22 Graphical representation of climate change under moderate case RCP 6.0 
scenario and its impact on the coastal environment. 

 

Figure 5.23 Graphical representation of climate change under the worst-case RCP 8.5 
scenario and its impact on the coastal environment. 
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6. Conclusions and future recommendations: 

6.1 Summary and conclusions: 

The conclusions obtained from the simulations of present and future conditions are 

categorically explained. This study primarily consisted of two phases, the first phase was 

related to the development of integrated modelling framework with its calibration and 

validation under present conditions while the second phase was related to the application 

of the modelling framework to future conditions under moderate to worst-case global 

climate change scenarios. 

6.1.1 Present conditions: 

The modelling framework consisted of the WRF model, 3D hydrodynamic model, and a 

coastal ecosystem model to simulate the physical and biochemical processes, including 

dissolved oxygen dynamics and seasonal hypoxia. The modelling framework was applied 

to a research site in Japan, named Ise Bay. The targeted research site suffers from seasonal 

hypoxia and is the major cause of mass fish kills every year. The method established in 

this study was proved to be highly reliable through the calibration and validation of the 

reproducibility of the weather, hydrodynamic, and ecosystem models and their 

combination. The hydrodynamic model results based on a simulation in 2016 show that 

water temperature and salinity of the surface and bottom layers were well reproduced in 

both the AMeDAS- and WRF-driven simulations. However, in the case of the AMeDAS-

driven simulation, some perturbations were found in the surface and bottom-layer salinity 

attributed to overestimation of river discharge and wind speed. The ecosystem model 

results show that the hypoxic period in the shallow water started in the mid of June and 

ended in the mid of October. Overall, the performance of both datasets (AMeDAS and 
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WRF) was equally good in the summer hypoxic season. Moreover, more than 80% and 

more than 90% of the DO variance was reproduced for shallow water and deep water, 

respectively. However, for the autumn season, the bottom DO in the shallow water was 

underestimated owning to the temperature-dependent background sediment oxygen 

demand function. As the water temperature ranges for the autumn and spring seasons fall 

within the same range, equal background sediment oxygen demand was applied. 

Additionally, the dominance of the sediment oxygen demand for DO depletion at the 

bottom affected shallow water more as compared to deep water. 

6.1.2 Future conditions: 

Based on the future weather simulations it was found that the increase in future (2095-

2100) air temperature will be huge with reference to the baseline period (2016) i.e., 

1.47°C, 2.09°C, and 3.69°C. Moreover, in the future, a slight decrease in the downward 

flux of shortwave radiation, and an increase in the downward flux of longwave radiation 

were determined owning to future cloud conditions and aerosol concentration. 

Furthermore, the overall wind speed will also increase in the future because of the 

increase in most frequent mild wind events (4-10 m/sec). The strong wind events (> 10 

m/s) will decrease in the future and it was in good agreement with the previous study on 

observed wind pattern change in Ise Bay by (Higahsi et al., 2008). The shift in the wind 

pattern was not only limited to wind speed but it was also propagated in the future wind 

direction as a (~10%) decline in northwest wind events and a 5 % increase in southeast 

wind events. The future hydrological simulations also predicted higher average river 

discharge in the future under all RCP scenarios because of higher rainfall events. L-Q 

nutrients curve responded to increased river discharge and consequently nutrients loading 

significantly increased. The change in the meteorological parameters affected the 
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parameters directly associated with hypoxia development such as increased nutrients 

loading, enhanced stratification, and oxygen consumption. The density stratification 

enhanced in climate change scenarios and river discharge was found to be the main 

contributor by lowering the surface salinity near the region of freshwater influence. The 

intrusion frequency of open ocean water also increased in RCP 8.5 and tends to modulate 

the hypoxic area under all RCPs. The enhancement of estuarine circulation served as a 

physical buffer and made Ise Bay resilient to climate change and the overall effect of 

climate change was less severe. The correlation results suggest that the most responsible 

factors for the development of hypoxia are dissimilar under different RCP scenarios. The 

increase in air, surface, and bottom water temperature was found to be strongly correlated 

under all RCPs. Moreover, the contribution of nutrients loading was more influential 

under the RCP 8.5 scenario as compared to the moderate RCP 6.0 scenario. The role of 

intrusion frequency remains the same in all RCPs and frequent intrusion helped in the 

reduction of hypoxic area. Overall results suggest that the future hypoxic response to 

climate change in Ise Bay will be moderate and summer season average bottom oxygen 

in shallow water will decline by 10% & 13% under RCP 6.0 and RCP 8.5 with reference 

to RCP 4.5. The hypoxic area will also increase by 5% and 7% under both RCPs. It’s not 

only the decline in bottom oxygen which will prevail in the future, but the duration of 

hypoxia will slightly increase owning to hypoxia prone conditions too. 
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6.2 Limitations and future recommendations: 

The future climate conditions were obtained by downscaling the global climate model 

(GCM) outputs. The Community and Earth System Model (CESM) was used as a 

foundation model to provide boundary conditions for downscaling because of its 

superiority over other models for simulating the air temperature and precipitation. 

However, it is still a single model, and future RCP scenarios were downscaled based on 

the results from its use only. It is, therefore, strongly recommended that similar 

simulations may be conducted from multiple global climate model downscaled products 

to increase the confidence of the future climate change projections. 

The open ocean boundary conditions related to water quality were left unchanged in this 

study and mainly the effect of climate change in the domain of atmospheric conditions 

was analysed. It is recommended to change the open ocean boundary conditions to check 

the effect of the open ocean state on inner bay conditions too.  
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APPENDIX A: 

 

A. 1 Timeseries of projected meteorological parameters under RCP 4.5. 
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A. 2 Timeseries of projected meteorological parameters under RCP 6.0. 
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A. 3 Timeseries of projected meteorological parameters under RCP 8.5. 
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A. 4 Annual wind roses for projected wind conditions under RCP 4.5. 
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A. 5 Annual wind roses for projected wind conditions under RCP 6.0. 
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A. 6 Annual wind roses for projected wind conditions under RCP 8.5. 
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APPENDIX B: 

 

A. 7 Annual hydrographs of projected river discharge 10 of A-class rivers under RCP 4.5. 
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A. 8 Annual hydrographs of projected river discharge of 10 A-class rivers under RCP 6.0. 
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A. 9 Annual hydrographs of projected river discharge of 10 A-class rivers under RCP 8.5. 


